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ABSTRACT. ltesults of Fristedt and Pruitt [6, 7] on the lower functions of a subordinator
are improved in the case when the La.place exponent is slowly varying. This yields laws of
the iterated logarithm for the local times of a class of Markov processes. In particular, this
extends recent results of Marcus and Roscn [9] on certain Levy processes close to a Cauchy
process.

1 Introduction and main results

Consider a subordinator a = (Qt, t > 0), that is a is a right-continuous increasing
process with stationary independent increments and ao = 0. Denote its Laplace
exponent by ~,

’ 

E(exp = exp -t~h(~) (~~ l ~ 0)
and its inverse by S,

s~ = sup ~~5: ~y - t} (t >- 0) . .
Fristedt and Pruitt [6] proved the following law of the iterated logarithm for S. In-
troduce the inverse function 03C6 of 03A6 and put

(~(0,l/e)U(~)). °

The mapping x -~ lc(x) increases both in the neighborhood of 0+ and of oo, and we
denote its inverse by f. Then there exist two constants Co, Coo E [1,2] such that

limsup St/ f(t) = co and lim sup St/ f(t) = a.s. (1)
t-.o+ t-o

Fristedt and Pruitt [7] also obtained precise estimates on the modulus of continuity
of S. Specifically, denote by f N the inverse function of li, where

(x) = |logx| 03C6(x-1 |lo
gx|) (0  x  e)

There exist two constants 1  c;  c  2 such that

limmf sup (Ss+t - Ss) / f (t) = c a.s. (2)t-+O+ 

limsup sup SS) ~ f (t) = c a.s. (3)
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The constants co, coo,  and c do not seem to be known explicitly, except in the case
when ~ is regularly varying with index Q E (0,1 ), see e.g. [1] and the references
therein. The main results of this paper are that (1-3) can be made completely explicit
when the Laplace exponent ~ is slowly varying. One can check that the argument of
the proofs also applies when ~ is regularly varying with index 1; however this case
has fewer applications than the preceding, and is left to the interested reader.

First, one has the following law of the iterated logarithm for S. Recall that ~(oo) 
00 only in the degenerate case when 03C3 is a compound Poisson process.

Theorem 1 Suppose that 03A6 is slowly varying at 0+ (respectively, at oo and 03A6(~) =
oo). Then

lim sup log log /t > ’ > = i a.s.

as t --~ oo (respectively, as t -+ 0+).

Remark. There is an analogue of Theorem 1 for increasing random walks. This can
be deduced from Theorem 1 considering a subordinator with Levy measure the step
distribution of the random walk, and applying the law of large numbers.

Next, we specify the modulus of continuity of S.

Theorem 2 Suppose that 03A6 is slowly varying at oo and = oo. Then

(St+s - Ss)03A6(t-1log03A6(l/t)) log03A6(l/t) = 1 a.s.

Presumably, Theorem 1 should follow (at least for large times) from a characterization
due to Pruitt [11] of the lower functions of a general subordinator, but it does not seem
straightforward. We will rather establish Theorems 1-2 using elementary lemmas in
Fristedt and Pruitt [6, 7] and the observation that it is more fruitfull to work with
the explicit functions

g(x) = log |log03A6(1/x)| 03A6(x-1log |log03A6(1/x)|) and (x) = log 03A6(1/x) 03A6(x-1log03A6(1/x)) (4)

than with the implicit functions f and f. . The hint for this observation stems from
a recent paper of Marcus and Rosen [9] where laws of the iterated logarithm are
obtained for the local time of symmetric Levy processes close to a Cauchy process.
In section 3, we show that Theorem 1 can be applied both to give a short proof
of the results of Marcus ans Rosen, and to extend them to a broader class of Levy
processes. (A related argument appears in [1] where the law of the iterated logarithm
for a subordinator whose Laplace exponent is regularly varying with index ct E (0,1),
is used to recover and extend earlier results of Marcus and Rosen [8]).
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2 Proof o f the theorems

To start with, 1,e establish a simple lemma that holds even when 4l is not regularly
varying. Recall that p stands for the inverse function of W.

Lemma 1 For ever y > 0

log |log «> I - log i log z i

both as z -+ 0+ and z -+ ~.

Proof: First, we observe that since + increases

03A6(03C6(03B3x-1 log |logx|) log |log x|) ~ 03A6 (03C6(03B3x-1 log |log x|))
= log [ log z [ ,

provided that x being either small enough or large enough. On the other hand, recall
that + is concave, so O(uv) > 4>(u)v for all u > 0 and v e (0, 1 ). As a consequence

03A6 ( 03C6(03B3x-1 log |logx|) log |logx|) > ’ lt ’ » / |log z ’
" 

provided that z is either small enough or large enough. []

The next lemmas give respectively the upper and lower bounds in Theorem I.
Recall that the function g is defined in (4).

Lemma 2 Suppose that lF is slowly varying at 0+ (respectively, al cKJ and 03A6(~) =

cxJ ). Then
lim sup st /g(t)  i a,s.

as t -+ cxJ (respectively, as t -+ 0+ ).

Proof: It follows readily from Lemma 4 in Fristedt and Pruitt [6] that for every y > 1
and 6 e (0, y - 1 )

lim sup St/  i a.s.

both as t -+ 0+ and as t -+ ~, where f03B3,03B4 is the inverse function of

x ~ 03B4 log |log x| 03C6(03B3x-1 log |log x|)
.

So, all that ive need is check that for every c > 0, there exists y > 1 and 6 e (0, y - 1 )
such that

( i - e) fi,s(1t)  g(z) (5)
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for all x small enough (respectively) large enough). In this direction, we observe first
that

/" log I ) ~ g /" (log |log x| 03C6(03B3x-1log |logx|) ),~~ ,

because ~ is slowly varying. Then a few lines of calculation based on Lemma 1 and
the hypothesis that 03A6 is slowly varying show that the right-hand-side is equivalent to

log |log x|
.

We deduce that (5) holds provided that 03B3  (1 - ~)-1. []

Lemma 3 Suppose that 03A6 is slowly varying a 0+ (respectively, at oo and 03A6(~) =
~eM

a.5.

05  ~ oo (respectively, as t ~ 0+).

Proof: It follows now from Lemma 5 in Fristedt and Pruitt [6] that for every 03B3  1

and 03B4 > ’Y
1 a.s

both as t ~ 0-t- and as  ~ oo, where f03B3,03B4 has been defined in the proof of Lemma
2. So, all we need is to check that for every ~ > 0, there exists 03B3  1 and 03B4 > 03B3 such

that

(i+c)~-)~~-) (6)

for all j- small enough (respectively, large enough). But the argument in Lemma 2
shows that

g(03B4 log |logx| 03C6(03B3x-1log |logx|) )~ x/03B3 . ’

and hence (6) holds provided that 03B3 > (1 + c)’ . *

The proof of Theorem 2 is similar. First, one checks readily the following analogue
of Lemma 1. For every 03B3 > 0

(,)
B I /

(again, this holds even if ~ is not regularly varying). The upper- bound in Theorem 2
then follows from Lemma 5 of Fristedt and Pruitt [7] and (7) much in the same way
as in Lemma 2. The lower-bound follows from Lemma 4 of [7] and (7) by an argument
close to that in Lemma 3. We skip the details.
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3 Applications to local times
We mentioned in the Introduction that the hint for Theorems 1-2 was the results of
Marcus and Rosen [9] on the local time of certain symmetric Levy processes. Con-
versely, it is interesting to discuss their results in our framework. In this direction,
suppose that X = (A’t, t > 0) is a standard Markov process started at a regular recur-
rent point, say 0. Then there exists a local time process at 0, L = (L~, t > 0), and the
inverse local time cr, = inf {s: L8 > ~} is a subordinator. See Blumenthal and Getoor
[2], section 5.3. The inverse S of 7 obviously coincides with L, and thus Theorem 1
gives a law of the iterated logarithm for L as time goes to infinity, provided that

the Laplace exponent 03A6 of 03C3 is slowly varying at 0+ . (8)

Suppose now that the Markov process fulfills the duality conditions of chapter VI
of Blumenthal and Getoor [2], and denote by icr(x, y) the adequate version of the
resolvent density. Then the local time L can be normalized such that

=1/~(a) (a > 0) ,

and (8) holds if only if u(0, 0) is slowly varying. When stronger dual conditions are
fulfilled, namely when there exist semigroup densities pt(x, y) and pt(x, y) is duality,
then 

00

= 0) dt ..
o

By a Tauberian theorem, we see that (8) holds if and only if the so called truncated
Green function

t

G(t) = ps(o, 0) ds
o

is slowly varying at oo, and in that case

G(t) ^’ (~ --~ ~+) ~

Of course, the truncated Green function G is slowly varying at infinity whenever

p.(0,0) is regularly varying at oo with index -1, (9)

see e.g. Feller [5, Theorem VII. 9.1], but (9) is a strictly stronger requirement than
(8).

Applying this to the case when X is a recurrent symmetric Levy process having
local time L for which (8) holds, we obtain the first part of Theorem 1.2 of Marcus
and Rosen [9]. The second part, that is the law of the iterated logarithm for the
difference L - L", where La is the local time at level 0, follows from the argument
of section 4.2 in [1]. We point out that the result holds under the weaker assumption
that the truncated Green function is slowly varying (this was conjectured by Marcus
and Rosen) and that the symmetry condition can be dropped (actually, there are also
some technical conditions in [9] which are now seen as unnecessary).

This reasoning also allows us to recover tlie law of the iterated logarithm for the
local time process at level 1 for the two-dimensional Bessel process (see Meyre and
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Werner [10], equation (l.c) on p. 51). More precisely, (9) holds when X + 1 is a
2-dimensiona.l Bessel process, and one then obtains

11111 . sup 
log Lt log t log3 t = l. a.s.,

where log3 = log log log.
Plainly, similar arguments apply when times tend to 0+, and Theorems 1-2 p.rovide

relevant informations on the local rate or growth of the local time of certain Markov
processes.

we conclude this section with sirnplc conditions that guaranty that the semigroup
density at 0, o), of a real-valued Levy Iarocess X, is regularly varying with index
- 1. Denote the charact.eristic. exponeut by y’~, i.e.

E(exp = exp -f~h(~)

for every t ~ 0 and 03BB ~R.

Proposition 1 Assurne that the real part R03C8 of 03C8 is regularly varying at cb with
index 1, and that the imaginary part satisfies

lim s~(a)l~v(a) _ ~ E (-~~ ~) .
. -+ 00

Then there exists a continuous version of fhe semigroup density x -; pl(0, x), and

.
pt(0,0) N 

03C0 1 c’ r(1It) (t ~ Q+) ,

where r is an asymptotic inverse of R03C8. Tn particular, p,(o, o) is regularly varying at
0+ with index -l.

Proposition 2 Assume that for some t > 0,

~-~ exp {-tR03C8(03BB)} da  co .

Then there exists a continuous version of the sernigroup density a; ~ pt(0, x). Suppose
moreover that R03C8 is regularly varying at 0+ with index 1 and that

lim sy(a)~~~(~~) = c E (-°°~ ~’) .
.

Then

( ^‘ ( ! ) r(1/ t) (t -’ oo)

where r is an asymptotic inverse of R03C8. In particular, p,(o,o) is regularly varying at
0o with index -1.

The proofs of Propositions 1 and 2 are sirnilar, ve shall focus on t.he latter which
is slightly more delicate than the former.
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Proo f of Proposition ~, The first assertion follows immediately from Fourier inversion,
and more precisely, since the density must be real,

pt(0,0) = 1 03C0 ~0 exp {-tR03C8(03BB)} cos {t03C8(03BB)} d03BB. (10)

Then put R(a) = 0 ~ II  ,~} and recall from Theorem 1.5.3 in [3] that
Denote by 7’ the inverse of R, so that r is an asymptotic inverse of ~~ and

its regularly varying at 0+ with index l., see Theorem 1.5.12 in [3]. On the one hand,
we have by an Abelian theorem

l exp {-tR(03BB)} d03BB = l exp {-at} dr(A) - r(1/t) (t ~ oo) . (11)
o 0

On the other hand,

l exp {-tR(.1 )} da = r(1/t) exp da
0 0

and we know that converges pointwise to A as l ~ oo. We deduce from
(11) that

00 00

lin1 lexp d03BB = 1 = e-03BB da
and this implies tha,t the family of nonnegative functions

A -~ jt))~ (t >_ 1)

is uniformly integrable, see e.g. Theorem 1.21 in Dellacherie-Meycr [4].
Then re-express (10) as

00

= exp {-t~~(ar(1/t))} cos d~
o

By hypothesis, the integrand converges pointwise to cos {c03BB} as

t ~ oo and its absolute value is bounded by exp which is uniformly
integrable. Thus the integral converges to

cos (03BBc) da = 1

see e.g. Theorem 1.21 in [4]. This proves our assertions..
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