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Asymptotic stability of solitary waves for

nonlinear Schrödinger equations

Galina Perelman

Introduction

The goal of the present work is to extend to the multidimensional case the
results of [9].

Consider the nonlinear Schrödinger equation

iψt = −4ψ + F (|ψ|2)ψ, (t, x) ∈ R × R
d, d ≥ 3. (1)

For suitable F it possesses important solutions of special form - solitary waves
(or, shortly, solitons):

eiΦϕ(x− b(t), E),

Φ = ωt+ γ +
1

2
x · v, b(t) = vt+ c, E = ω +

|v|2

4
> 0,

where ω, γ ∈ R, v, c ∈ R
d are constants and ϕ is a ground state that is a

smooth positive spherically symmetric, exponentially decreasing solution of the
equation

−4ϕ+Eϕ+ F (ϕ2)ϕ = 0. (2)

We consider the Cauchy problem for equation (1) with initial data close to a
sum

N
∑

j=1

eiβ0j+i
x·v0j

2 ϕ(x− b0j , E0j),

assuming that the initial solitons eiβ0j+i
x·v0j

2 ϕ(x−b0j , E0j), j = 1, . . . , N are well
separated either in the original space or in Fourier space: for j 6= k, either |v0

jk |

or min
t≥0

|b0jk(t)| is sufficiently large, where v0
jk = v0j−v0k, b0jk(t) = b0j−b0k+v0

jkt.

In the second case we shall assume that the “collision time” t0jk = −
b0jk(0)·v0

jk

|v0
jk

|2 is

“bounded” from above, see subsection 1.4, (1.5) for the exact formulation. We
show that under some suitable assumptions on the spectral structure of the one
soliton linearizations, the large time asymptotics of the solution is given by a
sum of solitons with slightly modified parameters plus a small dispersive term.
In [9] this was proved in the case d = 1, N = 2. The main new ingredient in the
analysis is a combination of the estimates for the linear one soliton evolution
obtained by Cuccagna in [3] and the ideas of Hagedorn [6].
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1 Background and statement of the results

1.1 Assumptions on F

Consider the nonlinear Schrödinger equation (1). We assume the following.

Hypothesis H1. F is a smooth function, F (0) = 0, F satisfies the estimates

F (ξ) ≥ −Cξq, |F (α)(ξ)| ≤ Cξp−α, α = 0, 1, 2,

where C > 0, ξ ≥ 1, q < 2
d , p < 2

d−2 .

Set g(ξ) = Eξ + F (ξ2)ξ.

Hypothesis H2.

(i) There exists ξ0 > 0 such that g(ξ) > 0 for ξ < ξ0, g(ξ) < 0 for ξ > ξ0 and

g′(ξ0) < 0.

(ii) There exists ξ1 > 0 such that
∫ ξ1

0 dsg(s) = 0.

Further assumptions are given in terms of the function

I(ξ, λ) = −λξg′(ξ) + (λ+ 2)g(ξ).

We consider ξ0 of (H2) and assume:

Hypothesis H3. For any ξ > ξ0 there exists a λ(ξ) > 0, continuously de-

pending on ξ, such that I(t, λ) ≥ 0 for 0 < t < ξ and I(t, λ) ≤ 0 for t > ξ.

We suppose hypotheses (H2,3) to be true for E in some open interval A ⊂ R+.
Under these assumptions equation (2), for E ∈ A, has a unique positive

spherically symmetric smooth exponentially decreasing solution ϕ(x,E), see [1,
7]. More precisely, as |x| → ∞

ϕ(x,E) ∼ Ce−
√

E|x||x|−
(d−1)

2 .

This asymptotic estimate can be differentiated any number of times with respect
to x and E.

The functions w(x, σ) = exp(iβ+iv·x/2)ϕ(x−b, E), σ = (β,E, b, v) ∈ R2d+2,
will be called soliton states. w(x, σ(t)) is a solitary wave solution iff σ(t) satisfies
the system:

β′ = E −
|v|2

4
, E′ = 0, b′ = v, v′ = 0. (1.1)
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1.2 One soliton linearization

Consider the linearization of equation (1) on a soliton w(x, σ(t)):

ψ ∼ w + χ,

iχt = (−4 + F (|w|2))χ+ F ′(|w|2)(|w|2χ+ w2χ̄).

Introducing the function ~f :

~f =

(

f

f̄

)

, χ(x, t) = exp(iΦ)f(y, t),

Φ = β(t) +
v · x

2
, y = x− b(t),

one gets

i ~ft = L(E)~f, L(E) = L0(E) + V (E), L0(E) = (−4 +E)σ3,

V (E) = V1(E)σ3 + iV2(E)σ2, V1 = F (ϕ2) + F ′(ϕ2)ϕ2, V2(E) = F ′(ϕ2)ϕ2.

Here σ2, σ3 are the standard Pauli matrices

σ2 =

(

0 −i
i 0

)

, σ3 =

(

1 0
0 −1

)

.

We consider L as an operator in L2(R
d → C

2) defined on the domain where L0

is self adjoint. L satisfies the relations

σ3Lσ3 = L∗, σ1Lσ1 = −L,

where σ1 =

(

0 1
1 0

)

. The continuous spectrum of L(E) fills up two semi-axes

(−∞, E] and [E,∞). In addition L(E) may have finite and finite dimensional
point spectrum on the real and imaginary axis.

Zero is always a point of the discrete spectrum. One can indicate d + 1
eigenfunctions

~ξ0 = ϕ

(

1

−1

)

, ~ξj = ϕyj

(

1

1

)

, j = 1, . . . d,

and d+ 1 generalized eigenfunctions

~ξd+1 = −ϕE

(

1

1

)

, ~ξd+1+j = −
1

2
yjϕ

(

1

1

)

, j = 1, . . . d,

L~ξj = 0, L~ξd+1+j = ~ξj , j = 0, . . . , d.

Let M be the generalized null space of the operator L. Under assumptions
(H1,2,3), the vectors ~ξj , j = 0, . . . , 2d+ 1, span the subspace M iff

d

dE
‖ϕ(E)‖2

2 6= 0,

see [13, 7, 3].
We shall assume that
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Hypothesis H4. The set A0 of E ∈ A such that

(i) zero is the only eigenvalue of the operator L(E), and the dimension of the

corresponding generalized null space is equal to 2d+ 2;

(ii) ±E is not a resonance for L(E);
is nonempty.

Obviously, the set A0 is open.
Remark. ±E is said to be a resonance of L(E) if there is a solution ψ of the

equation (L(E) ∓E)ψ = 0 such that < x >−s ψ ∈ L2 for any s > 1/2 but not
for s = 0. It is well known that ±E can never be a resonance if d ≥ 5.

Consider the evolution operator e−itL. One has the following proposition.

Proposition 1.1 For E ∈ A0 and any x0, x1 ∈ Rd,

‖ 〈x− x0〉
−ν0 e−iL(E)tP̂ (E)f‖2 ≤ C 〈t〉−d/2 ‖ 〈x− x1〉

ν0 f‖2, ν0 >
d

2
,

where P̂ (E) is the spectral projection onto the subspace of the continuous spec-

trum of L(E):
Ker P̂ = M, Ran P̂ = (σ3M)⊥.

The constant C here is uniform with respect to x0, x1 ∈ Rd and E in compact

subsets of A0.

This proposition is an immediate consequence of the Lp- Lq estimates of

e−iLtP̂ proved by Cuccagna [3], see also [10].

1.3 The nonlinear equation

We formulate here the necessary facts about the Cauchy problem for equation
(1) with initial data in H1(Rd).

Proposition 1.2 Suppose that F satisfies (H1). Then the Cauchy problem for

equation (1) with initial data ψ(x, 0) = ψ0(x), ψ0 ∈ H1(Rd) has a unique solu-

tion ψ in the space C(R → H1), and ψ satisfies the conservation laws

∫

dx|ψ|2 = const, H(ψ) ≡

∫

dx[|∇ψ|2 + U(|ψ|2)] = const,

where U(ξ) =
∫ ξ

0
dsF (s). Furthermore, for all t ∈ R

‖ψ(t)‖H1 ≤ c(‖ψ0‖H1)‖ψ0‖H1 ,

where c : R+ → R+ is a smooth function.

The assertion stated here can be found in [4, 5], for example.
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1.4 Description of the problem

Consider the Cauchy problem for equation (1) with initial data

ψ|t=0 = ψ0 ∈ H1 ∩ L1, ψ0 =

N
∑

j=1

w(·, σ0j) + χ0, (1.2)

σ0j = (β0j , E0j , b0j , v0j), min
j 6=k

|v0
jk | ≥ v0 > 0. (1.3)

Here v0
jk = v0j − v0k . Set b0jk = b0j − b0k, j 6= k. Write b0jk as the sum

b0jk = r0jk − t0jkv
0
jk , r0jk · v0

jk = 0, t0jk = −
b0jk · v0

jk

|v0
jk |

2
. (1.4)

For j 6= k we define the effective small parameter εjk:

εjk =

{

(min
t≥0

|b0jk(t)| + |v0
jk |)

−1, if t0jk ≤ κ < r0jk >,

|v0
jk |

−1 otherwise,
(1.5)

where b0jk(t) = b0jk + tv0
jk , κ is a fixed positive constant.

Assume that
(T1) ε ≡ max

j 6=k
εjk is sufficiently small1;

(T2) E0j ∈ A0, j = 1, . . . , N .
Our goal is to describe the asymptotic behavior of the solution ψ as t → +∞,
provided χ0 is sufficiently small in the following sense:

(T3) for some m′, 1
m + 1

m′ = 1, m ≥ 2p+ 2, 4
d + 2 < m < 4

d−2 + 2 if d ≥ 4,

4 ≤ m < 4
d−2 + 2 if d = 3, the norm

N = ‖χ0‖1 + ‖χ̂0‖m′

is sufficiently small.
Here χ̂0 stands for the Fourier transform of χ0.

Our main result is given by the following theorem.

Theorem 1.1 For t ≥ 0 the solution ψ of (1), (1.2) admits the representation

ψ(t) =

N
∑

j=1

w(·, σj (t)) + χ(t), σj(t) = (βj(t), Ej(t), bj(t), vj(t)),

where |Ej(t)−E0j |, |vj(t)−v0j |, j = 1, . . . , N , ‖χ(t)‖L2∩Lm
are small uniformly

w.r.t. t ≥ 0, and as t→ +∞,

‖χ(t)‖m = O(t−d( 1
2− 1

m
)).

Moreover, there exist vectors σ+j = (β+j , E+j , b+j , v+j), such that as t→ +∞,

|σj(t) − σ+j(t)| = O(t−δ),

for some δ > 0. Here σ+j(t) is the trajectory of (1.1) with the initial data

σ+j(0) = σ+j .

1“Sufficiently small (large)” assumes constants that depend only on v0, κ and E0j , j =
1, . . . , N .
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2 Proof of theorem 1.1

In this section we outline the proof of theorem 1.1. The details can be found in
[10]. Up to some technical modifications the main line of the proof repeats that
of [9].

2.1 Splitting of the motions

Following [9] we decompose the solution ψ as follows.

ψ(x, t) =
N

∑

j=1

w(x, σj(t)) + χ(x, t). (2.1)

Here σj(t) = (βj(t), Ej(t), bj(t), vj(t)) is an arbitrary trajectory in the set of
admissible values of parameters, it is not a solution of (1.1) in general.

We fix the decomposition (2.1) by imposing the orthogonality conditions

〈

~fj(t), σ3
~ξk(Ej(t))

〉

= 0, j = 1, . . . , N, k = 0, . . . , 2d+ 1. (2.2)

Here

~fj =

(

fj

f̄j

)

, χ(x, t) = exp(iΦj)fj(yj , t),

Φj = βj(t) + vj · x/2, yj = x− bj(t),

< ·, · > is the inner product in L2(R
d → C2).

Geometrically these conditions mean that for each t the vector ~fj(t) belongs
to the subspace of the continuous spectrum of the operator L(Ej(t)).

For ψ of the form (1.2) with min
j,k

j 6=k

(|v0
jk |+ |b0jk |) sufficiently large, and with χ0

sufficiently small in some Lp norm, the solvability of (2.2) is guaranteed by the
non-degeneration of the corresponding Jacobi matrix. So, one can assume that
initial decomposition (1.2) obeys (2.2). To prove the existence of a decomposi-
tion (2.1), (2.2) for t > 0, one can invoke a standard continuity type argument,
see [10] for the details.

Rewriting (2.1) as an equation for χ one gets

i~χt = H(~σ(t))~χ+N, (2.3)

Here

~χ =

(

χ

χ̄

)

, ~σ = (σ1, . . . , σN ) ∈ R
(2d+2)N ,

H(~σ) = −4σ3 +
N

∑

j=1

V(wj),

V(w) = (F (|w|2) +F ′(|w|2)|w|2)σ3 +F ′(|w|2)

(

0 w2

−w̄2 0

)

, wj = w(x, σj ).
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The nonlinearity N is given by the following expression

N = N0 +
N

∑

j=1

eiσ3Φj l(σj)~ξ0(yj , Ej),

N0 = F (|ψs + χ|2)

(

ψs + χ

−ψ̄s − χ̄

)

−

N
∑

j=1

(

F (|wj |
2)

(

wj

−w̄j

)

+ V(wj)~χ

)

, ψs =

N
∑

j=1

wj ,

l(σj) = γ′j +
1

2
v′j · yj + ic′j · ∇σ3 − iE′

j∂Eσ3,

where γj , cj are defined as follows.

βj(t) =

∫ t

0

ds(Ej(s) −
|vj(s)|2

4
−
v′j(s) · bj(s)

2
) + γj(t),

bj(t) =

∫ t

0

dsvj(s) + cj(t).

In terms of parameters (γ,E, c, v) (1.1) takes the form

γ′ = 0, E′ = 0, c′ = 0, v′ = 0.

Substituting the expression for χt from (2.3) into the derivative of the or-
thogonality conditions, one gets for j = 1, . . . , N

e(Ej)E
′
j = −i

〈

Nj , σ3e
iΦj ~ξ0(· − bj , Ej)

〉

+
〈

~fj , l(σj)~ξ0(Ej)
〉

,

n(Ej)v
′
j =

(〈

Nj , σ3e
iΦj ~ξk(· − bj , Ej)

〉

+
〈

~fj , l(σj)~ξk(Ej)
〉)

k=1,...,d
,

e(Ej)γ
′
j =

〈

Nj , σ3e
iΦj ~ξd+1(· − bj , Ej)

〉

+
〈

~fj , l(σj)~ξd+1(Ej)
〉

, (2.4)

n(Ej)c
′
j = i

(〈

Nj , σ3e
iΦj ~ξd+1+k(· − bj , Ej)

〉

+
〈

~fj , l(σj)~ξd+1+k(Ej)
〉)

k=1,...,d
.

Here

Nj = N0 +
∑

k,k 6=j

V(wk)~χ+
∑

k,k 6=j

eiσ3Φk l(σk)~ξ0(yk, Ek), j = 1, . . . , N,

e =
d

dE
‖ϕ‖2

2, n =
1

2
‖ϕ‖2

2.

The right hand side of (2.4) also contain the derivative ~σ′, which enters linearly
in l(σk). In principle, system (2.4) can be solved with respect to derivative and
together with equation (2.3) constitutes a complete system for ~σ and χ:

i~χt = H(~σ(t))~χ+N(~σ, ~χ), (2.5)

~σ′ = G(~σ, ~χ), χ|t=0 = χ0, σj(0) = σ0j . (2.6)
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2.2 Integral representations for χ

In this subsection we follow closely the constructions of Hagedorn [6] (developed
in order to prove the asymptotic completeness for the charge transfer model).
We start by rewriting (2.5) as an integral equation

~χ(t) = U0(t, 0)χ0 − i

∫ t

0

U0(t, s)





N
∑

j=1

Vj(s)~χ(s) +N



 ds, (2.7)

Here U0(t, τ) = ei(t−τ)4σ3 , Vj = V(wj).
Next we introduce the one soliton adiabatic propagators UA

j (t, τ):

iUA
j t(t, τ) = Lj(t)U

A
j (t, τ), UA

j (t, τ)|t=τ = I,

Lj(t) = −4σ3 + Ṽj(t) +Rj(t), Rj(t) = iT0j(t)[P
′
j(t), Pj(t)]T

∗
0j(t),

Ṽj(t) = T0j(t)Tj(t)V (E0j)T
∗
j (t)T ∗

0j(t), Pj(t) = Tj(t)P̂ (E0j)T
∗
j (t).

Here
T0j(t) = Bβ0j(t),b0j(t),v0j

, Tj(t) = Bθj(t),aj(t),0,

θj =

∫ t

0

ds

(

Ej(s) −E0j +
|vj(s) − v0j |2

4

)

, aj =

∫ t

0

ds(vj(s) − v0j),

(Bβ,b,vf)(x) = eiβσ3+i v·x
2 σ3f(x− b),

σ0j(t) = (β0j(t), E0j , b0j(t), v0j) being the solution of (1.1) with initial data
σ0j(0) = σ0j . Obviously,

PA
j (t)UA

j (t, τ) = UA
j (t, τ)PA

j (τ),

where
PA

j (t) = T0j(t)Pj(t)T
∗
0j(t).

Write the solution χ as the sum:

~χ(t) = ~hj(t) + ~kj(t), ~hj(t) = PA
j (t)~χ(t).

Using the adiabatic evolution UA
j (t, τ) one can write the following represen-

tation for hj(t)

~hj(t) = UA
j (t, 0)PA

j (0)~χ0 − i

∫ t

0

UA
j (t, s)PA

j (s)[
∑

m, m6=j

Vm(s)~χ(s) +Dj(s)]ds,

(2.8)
Here

Dj = N + (Vj − Ṽj)~χ−Rj~χ. (2.9)

Combining (2.7), (2.8) one gets finally

~χ = (I) + (II) + (III) + (IV), (2.10)
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where

(I) = U0(t, 0)~χ0 − i
∑

j

∫ t

0

dsU0(t, s)Ṽj(s)U
A
j (s, 0)PA

j (0)~χ0,

(II) = −
∑

j,m

j 6=m

∫ t

0

dsKj(t, s)Vm(s)~χ(s),

(III) = −i

∫ t

0

dsU0(t, s)D,

(IV) = −
∑

j

∫ t

0

dsKj(t, s)Dj(s).

Here
D = N +

∑

j

(

Ṽj
~kj + (Vj − Ṽj)~χ

)

, (2.11)

Kj(t, s) =

∫ t

s

dρU0(t, ρ)Ṽj(ρ)U
A
j (ρ, s)PA

j (s).

The relations (2.4), (2.7), (2.10) make up the final form of the equation
which is used to prove theorem 1.1.

2.3 Estimates of solitons parameters

Following [2, 9] we consider (2.4), (2.7), (2.10) on some finite interval [0, t1] and
then study the limit t1 → +∞. On the interval [0, t1] we introduce a natural
system of norms for the components of the solution ψ:

M0(t) =

N
∑

j=1

|γj(t) − β0j | + |Ej(t) −Ej0| + |cj(t) − b0j | + |vj(t) − v0j |,

M1(t) =
N

∑

j=1

‖ < yj >
−ν χ(t)‖2, M2(t) = ‖χ(t)‖2p+2, ν >

d+ 2

2
,

without loss of generality one can assume that m = 2p+ 2.
These norms generate the system of majorants

M0(t) = sup
0≤τ≤t

M0(τ), Ml(t) = sup
0≤τ≤t

Ml(τ)ρ
−µl(τ), l = 1, 2, M̂k = Mk(t1).

Here 1 < µ1 <
3
2 if d = 3 and 1 < µ1 = dp

2 if d ≥ 4, µ2 = d( 1
2 − 1

2p+2 ),

ρ(t) =< t >−1 +
∑

j,k

j 6=k

< t− tjk >
−1,
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tjk being “the collision times” that are defined as follows. We set tjk = 0 if
t0jk ≤ 0. For (j, k) such that t0jk > 0, we define tjk by the relation,

∫ tjk

0

ds
ṽjk(s) · v0

jk

|v0
jk |

2
= t0jk ,

where

ṽjk(t) =

{

vjk(t), if t ≤ t1,
vjk(t1), if t > t1,

vjk(t) = vj(t) − vk(t).

Let us mention that
(i) tjk are well defined provided |vjk(t) − v0

jk | < v0, 0 ≤ t ≤ t1;
(ii) the collision times tjk belonging to the interval [0, t1] “do not depend on

t1”.
It follows directly from the definition of M0 that

|θ′j(t)|, |a
′
j(t)| ≤M0(t) +M2

0 (t), |bj(t) − b̃j(t)| ≤M0(t), (2.12)

|Φj(x, t) − Φ̃j(x, t)| ≤M0(t) < x− bj(t) > +M0(t)

∫ t

0

ds|c′j(s)|, (2.13)

where

b̃j(t) = b0j(t) + aj(t), Φ̃j(x, t) = β0j(t) + θj(t) + v0j · x/2.

It is also easy to check that b̃jk = b̃j − b̃k admits the estimates

|b̃jk(t)| ≥ c|v0
jk ||t− tjk|, (2.14)

|b̃jk(t)| ≥ c(min
s≥0

|b0jk(s)| + |v0
jk ||t− tjk|) − c, t0jk ≤ κ < r0jk > (2.15)

provided M0(t) ≤ c for 0 ≤ t ≤ t1. Here and below c is employed for positive
constants that depend only on v0, κ and eventually on Ej , j = 1, . . . , N , in that
case they can be chosen uniformly with respect to Ej in some finite vicinity of
E0j .

As an immediate consequence of (2.4), one gets

|λj(t)| ≤W (M)[
∑

i,l

i6=k

e−c|bik(t)| +
(

M
2
1(t) + M

2
2(t)

)

ρ2µ1(t)]. (2.16)

We use W (M) as a general notation for functions of M0, M1, M2, which
are bounded in some finite vicinity of the point Ml = 0, l = 0, 1, 2, and may
acquire +∞ out some larger vicinity. They depend only on v0, κ0, Ej0, j =
1, . . . , N and can be chosen to be spherically symmetric and monotone. In all
the formulas where W appear it would not be hard to replace them by some
explicit expressions but such expressions are useless for our aims.

Combining (2.13), (2.16) one gets

|Φj(x, t) − Φ̃j(x, t)| ≤W (M)M0(t) < x− bj(t) > . (2.17)
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Integrating (2.16) and taking into account (2.14), (2.15) we obtain

M0 ≤W (M̂)[ε+ M
2
1 + M

2
2]. (2.18)

Consider the vectors ~kj(t) = (I − PA
j (t))~χ(t),

~kj(x, t) =

2d+1
∑

l=0

kjl(t)e
iΦ̃jσ3~ξl(x− b̃j(t), E0j).

The orthogonality conditions (2.2) together with (2.12), (2.17) lead immediately
to the estimate:

|kjl(t)| ≤W (M)M0(t)‖e
−c|x−bj(t)|χ(t)‖2 ≤W (M)M0(t)M1(t)ρ

µ1 (t). (2.19)

2.4 Linear estimates

To study the behavior of solutions of integral equation (2.10) we need some
estimates of the evolution operators UA

m(t, τ)PA
m(τ). The necessary estimates

are collected in this subsection, the complete proofs can be found in [10].

Lemma 2.1 For any x0, x1 ∈ R
d, 0 ≤ τ ≤ t ≤ t1,

‖ 〈x− x0〉
−ν0 UA

j (t, τ)PA
j (τ)f‖2 ≤W (M̂) 〈t− τ〉−d/2 ‖ 〈x− x1〉

ν0 f‖2. (2.20)

The function W here is independent of x0, x1 and t1.

This result is a simple consequence of proposition 1.1.
Remark. Due to the representation

UA
j (t, τ)PA

j (τ)f = PA
j (t)U0(t, τ)f

−i

∫ t

τ

dsUA
j (t, s)PA

j (s)(Ṽj(s) +Rj(s))U0(s, τ)f,

and the estimate

|(Rj(t)f)(x)| ≤W (M)e−c|x−bj(t)|M0(t)‖e
−c|x−bj(t)|f‖2, (2.21)

(2.20) leads immediately to the inequality

‖ 〈x− x0〉
−ν0 UA

j (t, τ)PA
j (τ)f‖2 ≤W (M̂)

(‖f‖p′
1
+ ‖f‖p′

2
)

|t− τ |d( 1
2− 1

p1
) 〈t− τ〉d( 1

p1
− 1

p2
)
,

(2.22)
where 2 ≤ p1 <

2d
d−2 < p2 ≤ ∞, 1

pi
+ 1

p′
i

= 1, i = 1, 2. Obviously, the same

estimate is valid for Kj(t, τ):

‖ 〈x− x0〉
−ν0 Kj(t, τ)f‖2 ≤W (M̂)

(‖f‖p′
1
+ ‖f‖p′

2
)

|t− τ |d( 1
2− 1

p1
) 〈t− τ〉−d( 1

p1
− 1

p2
)
. (2.23)

The key point of our analysis is the following lemma that is essentially lemma
3.6 of [6].
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Lemma 2.2 Introduce the operators Tjki(t, τ), j, k, i = 1, . . . , N , i 6= k

Tjki(t, τ) = Aj(t)Kk(t, τ)Ai(τ),

where Aj(t) is the multiplication by < x− bj(t) >
−ν . Then, for 0 ≤ t ≤ t1

∫ t

0

dτ‖Tjki(t, τ)‖ ≤W (M̂)(εν1

ik + M0(t)),

with some ν1 > 0. The norm ‖ · ‖ here stands for the L2 → L2 operator norm.

2.5 Estimates of the nonlinear terms

Here we derive the necessary estimates of D, Dj . Write D as the sum:

D = D0 +D1 +D2,

where

D0 = N00 +
∑

j

(

(Vj − Ṽj)~χ+ Ṽj
~kj + eiΦjσ3 l(σj)~ξ0(· − bj , Ej)

)

,

N00 = F (|ψs|
2)

(

ψs

−ψ̄s

)

−
∑

j

F (|wj |
2)

(

wj

−w̄j

)

+ V(ψs)~χ−
∑

j

Vj~χ,

D1 = F (|ψs + χ|2)

(

ψs + χ

−ψ̄s − χ̄

)

− F (|ψs|
2)

(

ψs

−ψ̄s

)

− V(ψs)~χ− F (|χ|2)

(

χ

−χ̄

)

,

D2 = F (|χ|2)

(

χ

−χ̄

)

.

In a similar way,
Dj = D0

j +D1 +D2, j = 1, . . .N,

where

D0
j = N00 + (Vj − Ṽj)~χ−Rj~χ+

∑

k

eiΦkσ3 l(σk)~ξ0(· − bk, Ek).

The direct calculations give

‖D0‖L1∩L2 , ‖D
0
j‖L1∩L2 ≤W (M)[e−c|bjk(t)|+(M0M1 +M

2
1+M

2
2)ρ

µ1(t)], (2.24)

‖D1 +D2‖L1∩Lm′ ≤W (M)[M2
1 + M

2− 1
p

1 M

1
p

2 + M
1+ 1

p

2 ]ρµ1(t), if d = 3,

‖D1‖L1∩Lm′ + ‖D2‖Lr′∩Lm′

≤W (M)[M2
1 + M

2− 1
p

1 M

1
p

2 + M
1+p
2 ]ρµ1(t), if

1

2
< p < 1 (2.25)

‖D1 +D2‖Lr′∩Lm′ ≤W (M)M1+p
2 ρµ1(t), if p ≤

1

2
.

Here r′ = 2
1+p .
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2.6 Estimates of χ

To estimate M1(t) we use representation (2.10). By (2.22), for the first term (I)
one has

‖ < yj >
−ν (I)‖2 ≤W (M)N < t >−d/2 . (2.26)

Consider expression (II). By lemmas 2.1, 2.2,

‖ < yj >
−ν (II)‖2 ≤W (M̂)(Mθ

0 + εν2

ik )M1(t)ρ
µ1(t), (2.27)

where 0 < θ = 1 − 2µ1

d , ν2 = θν1.
Consider the two last terms in the r.h.s. of (2.10). Using (2.23), (2.24),

(2.14), (2.15), (2.25), one can get

‖ < yj >
−ν (III)‖2, ‖ < yj >

−ν (IV)‖2 ≤W (M̂)[ε+ M0M1 + M
2
1 + M

r1
2 ]ρµ1(t),

(2.28)
where r1 = 1 + min{p, p−1}.

Combining (2.26), (2.27), (2.28), one obtains

M1 ≤W (M̂)[N + εν2 + M
θ
0M1 + M

2
1 + M

r1
2 ].

Changing if necessary the coefficient functionW one can simplify this inequality:

M1 ≤W (M̂)[N + εν2 + M
r1
2 ]. (2.29)

To estimate Lm - norm of χ we use representation (2.7). It is not difficult to
check that

‖N‖m′ ≤W (M)[
∑

k,i

k 6=i

e−c|bik(t)| + M
2
1 + M

r1
2 )ρµ1(t)].

As a consequence,
M2 ≤W (M̂)[N + ε1−µ2 + M1]. (2.30)

2.7 Estimates of majorants

Combining (2.18), (2.29), (2.30) one gets

M̂1, M̂2 ≤W (M̂)(N + εν3), M̂0 ≤W (M̂)(N 2 + ε2ν3), (2.31)

ν3 = min{ 1
2 , ν2, 1 − µ2} > 0, the coefficient functions W (M) being independent

of t1. These inequalities mean that for N and ε sufficiently small M̂ can belong
either to a small neighborhood of zero or to some domain whose distance from
zero is bounded from below uniformly with respect to N , ε. Since M̂l are
continuous functions of t1 and for t1 = 0 are small only the first possibility can
be realized. This means that for N and ε in some finite vicinity of zero,

M1(t), M2(t) ≤ c(N + εν3), M0(t) ≤ c(N 2 + ε2ν3), 0 ≤ t ≤ t1.
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The constant c here is independent t1. Since t1 is arbitrary these estimates are
valid, in fact, for all t ≥ 0. More precisely, one has

M0(t) ≤ c(N 2 + ε2ν3), M1(t) ≤ c(N + εν3)ρµ1
∞ (t), M2(t) ≤ c(N + εν3)ρµ2

∞ (t),
(2.32)

where ρ∞(t) is the weight function corresponding to t1 = ∞:

ρ∞(t) =< t >−1 +
∑

j,k

j 6=k

< t− t∞jk >
−1,

t∞jk = 0 if t0jk ≤ 0, and
∫ t∞jk

0

ds
vjk(s) · v0

jk

|v0
jk |

2
= t0jk ,

if t0jk > 0.
By (2.15), (2.16), estimates (2.32) imply the existence of the limit trajectories

σ+j(t) = (β+j(t), E+j , b+j(t), v+j), j = 1, . . . , N ,

b+j(t) = v+jt+ b+j , v+j = v0j +

∫ ∞

0

dsv′j(s),

b+j = b0j +

∫ ∞

0

ds(c′j(s) + vj(s) − v+j),

β+j(t) = (E+j −
|v+j |2

4
)t+ β+j , E+j = E0j +

∫ ∞

0

dsE′
j(s),

β+j = β0j +

∞
∫

0

ds
(

Ej −E+j +
|vj − v+j |2

4
+ γ′j −

1

2
v′j · cj

)

.

Obviously, as t→ +∞,

|Ej(t) −E+j |, |vj(t) − v+j | = 0(t−2µ1+1),

|bj(t) − b+j(t)|, |βj(t) − β+j(t)| = O(t−2µ1+2).
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