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In this seminar we will outline a construction of an operator with

only trivial invariant subspaces on a Banach space (for details see 1) . The
Banach space in this example will be constructed at the same time as the ope-

rator and will be non-reflexive. There are very serious difficulties in carry-

ing out a similar construction in a reflexive Banach space. So we feel that

the construction gives some support to the conjecture that every operator on

a Hilbert space has a non-trivial invariant subspace. We now turn to the basic

considerations behind this approach. It is clear that every operator with a

cyclic vector on a Banach space can be represented as multiplication by x on

the set of polynomials under some norm. So what we will do is to construct a

norm on the space of polynomials and prove that the shift operator under this

norm has only trivial invariant subspaces.

Our next basic consideration is based on the fact that one can have

an operator with a dense set of cyclic vectors without having all vectors cy-

clic. In order to be able to make some limit procedure work we will construct

the operator so that it has the following property : Let 1 be a cyclic vector

of norm 1 in B. Let p. be a sequence which is dense on the unit sphere of B.
J

For every j and every m i a positive number C. ,m such that for every p n with
a polynomial ,~ (T) in such that

It is easily verified that such a T has only trivial inva-

riant subspaces.... (1)

If we have the operator T represented as multiplication by x then

will just be multiplication by the polynomial ~. This leads us to the

next basic consideration. Assume that we have a norm 11 II on the space of
polynomials. Assume that p is a polynomial of norm 1 and assume that

11f, p - 11B ~ E and This gives that for every polynomial h we have

the inequality

In order that the operator also satisfied ( 1) it is of course

necessary 
c 

that the inequality holds uniformly in p in every ball

o f si ze E6 on the uni t sphere . ( At 1 east i f we ..... ( 3 )
16 2m
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There is a sense in which the inequality (2) is sufficient for p

to be moved close to 1 by a polynomial with small operator norm. This is

given by our Lemma 2 below. In order to describe this Lemma we have to tell

something about the way that we construct the final norm. Itshould be pointed

out that this sufficiency of (2) depends on the fact that the norm construct-

ed is non-reflexive. We do not know whether anything similar can be done in

a reflexive space.

Consider all pairs ( q, ~) where q is an arbitrary polynomial

whose coefficients have real and parts rational, and E is of form 2 _ k. . We

enumerate all such pairs and call the sequence (qn,En). We also insist that
for a fixed q, if n1 n2 . - - are all the integers such that qn = q, then

e ’1 
&#x3E; e 

n2 &#x3E; E n3 
.... A1 so we assume deg q "~  n.

Our construction will be completely determined by a sequence of

polynomials in and constants C1...CK will determine a

number inductively as explained below and we define a sequence of normsJY+ 1

as in the following definitions.

Definition 1 : For any polynomial p, consider all representations
o r3

where denotes the usual 11 norm equal to the sum of the absolute value

of the coefficients.

Remark : In the final norm the operator x will have norm  2, and multi-

plication by Ik norm !5 CkIe ki 1 *

Definition 2 : For any p, consider all representations

and let ak be determined

inductively by the condition
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Remark : clearly the operator norm of multiplication

by g is s I g I . We see that ) ) In is the maximal norm satisfying the
op n

following four properties :
I In .. ,

Observe that j j In and I I op n are decreasing sequences of norms

and hence converge to some pseudo-norms.We write 11 II == 1 im I In.

Lemma 1 : Assume Cn and ae n are given as well as sequences of positive

numbers and satisfying the following :
n n

1) is constant for m~ (deg p) - 1. In particular )q n Im is constant
for m~ n - 1.

2) For any n, consider all k ~ n such that e = E~, and

Let K be the least such k. Then

Then the resulting limit norm defines a space B, for which multi-

plication by x has no invariant subspace.

Proof : Let q be an element of B, which we recall is the closure of all

polynomials and llqll = 1. Let E be a fixed negative power of 2. Choose increas-

ing nk such that e "k 
= e and 

ankqnk. q 
in B. We can even insist that

Therefore
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Letting k tend to infinity, we see that 1 is within distance e of the space

generated by q and hence, letting we see that 1 is in that space and

hence it equals B.

We will now drop ak in our notation so when it is clear from the

context we will denote a k q k by q k and assume I qk Ik 1 - 1.

Definition 3 : deg p = degree of lowest order term of the polynomial p.

Definition 4 : Let f be a positive real valued function defined on 
n.

We say a.. x is more lacunary than f if

Our next Lemma which we give without proof, shows that, under the

assumption of an inequality similar to (2) we can have the first part of

Lemma 1 fulfilled.

Lemma 2 : Let n’ Ci Y . 4.. icngiven with Ck &#x3E; 2. Assume for all h and

some B that

then, given N, there exists a lacunarity function f such that if

Then with this choice of In+l and C n+ 1 we have

We now assume that we have two sequences D n ;, 0:) and L /’ oo. Assume

that j j In-1 is defined. We will then define j ) I n according to the following
rul e : consider all kK n such that . Let K be
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the least such k. Then 1), I 1 = L , K C =D . * If this rule is fulfilled for
n I K n K

all n N we say that II 16’ is defined in a compatible way from the sequences
D and L . If for every N ( IN is defined in a compatible way from the
n n

sequences D n and L n then obviously condition 2) of Lemma 1 is fulfilled.

Our next Lemma combined with Lemma 2 will now enable us to get also the

condition 1) of Lemma 1 fulfilled. We first make some

Definition 5 : A growth function F is a function that for every n and

every 3n-tuple D 1... Dn, gives a positive number

and for every n and every (3n+2)-tuple ,

a lacunarity function f and a positive number 6.

We say that the sequence ~D n ,C ~ n grows faster than F if

1) £ k and Ck are defined in a compatible way from the sequences Dn
and L n for every k.

2) For every n, Dn+ 1 and Ln+1 are &#x3E; F(D1...,Dn,L 1 ...,Ln,.~ 1 
3) For every n the lacunarity and the moduli of the coeffi-

cients of I 
n+  

are 6 where f and 5 are given by the growth function applied

to D 1 · · · Dn+ 1’ L n+l ....L n+ll ), 1*** ),n °

We now have

Lemma 3 : There is a growth function F such that if [D grows

faster than F, then for every n 3 B n depending only on I In _ 1 , such that

for all N&#x3E;n .

As mentioned above this Lemma can be combined with Lemma 2 to give also 1)

of Lemma 1. The main difficulty in the construction is to prove Lemma 3.

The main tool is the following

Theorem : Let A, B be homogeneous polynomials in many variables of degree

d1 d2. Then
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Remark : I I denotes the usual Ii- norm, the sum of the moduli of the

coefficients. The essential point is that K(dl d2) is independent of the

number of variables. For generalizations of this result to other norms the

reader is referred to ~2~.

REFERENCES
---_ --=-=

[1] P. Enflo, On the invariant subspace problem in Banach spaces, to appear.

[2] P. Enflo and H. Montgomery, Norms and products of polynomials, to

appear.


