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Matrix integrals, Toda symmetries, Virasoro 
constraints and orthogonal polynomials 

M. Adler* P. van Moerbeket 

Symmetries of the infinite Toda lattice. The symmetries for the infinite Toda 
lattice, 

(o.i) %t = [\{Ln)»L]> η = 1>2>···> 
viewed as isospectral deformations of bi-infinite tri diagonal matrices L, are time-
dependent vector fields transversal to and commuting with the integrable Toda 
hierarchy. As is well known, this hierarchy is intimately related to the Lie algebra 
splitting of gl(oo), 

(0.2) gl(oo) = Vs φ Vb 3 A = As + Abj 

into the algebras of skew-symmetric As and lower triangular (including the diagonal) 
matrices Ab (Borel matrices). We show that this splitting plays a prominent role 
also in the construction of the Toda symmetries and their action on r—functions; 
it also plays a crucial role in obtaining the Virasoro constraints for matrix integrals 
and it ties up elegantly with the theory of orthogonal polynomials . 
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of a National Science Foundation grant # DMS 9203246 is gratefully acknowledged. 
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Define matrices δ and ε, with [δ, ε] = 1, acting on characters χ(ζ) = (xn(z))nçz = 
(zn)neZ as 

d 
(0.3) δχ = ζχ and εχ = -^χ . 

This enables us to define a wave operator S, a wave vector Φ, 

(0.4) L = S6S~l and Φ = Sexp? ΣΓ**** χ(ζ), 

and an operator M , reminiscent of Orlov and Schulman's M-operator for the KP-
equation, such that 

d 
(0.5) Ζ,Φ = ζΦ and Μ Φ = — Φ , 
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thus leading to identities of the form: 

(0.6) MßL°V = za 

The vector Φ and the matrices S, L and M evolve in a way, which is compatible 
with the algebra splitting above, 

(0.7) 

(0.8) g = [ i ( f ) „ H and ^ = [ i ( L ' ) . , n 

and the wave vector Φ has the following representation in terms of a vector 1 of 
r-functions r = (rn)neZ:. 

(0.9) Φ ( ί , 2 ) = e^uzirzn e " V n ( t ) 

Jrn(t)rn+1(t)J nGZ Ξ ( ζ η Φ η ) η 6 Ζ . 

The wave vector defines a ί-dependent flag 

^ i t h η — ~r-^:] note the 1/2 appearing in Φ 

,d_ 
dz 

3 Φ . 



of nested linear spaces, spanned by functions of z, 

(0.10) Wl =spm{zk^k,zk+1^k+1,...} 

Formula (0.6) motivates us to give the following definition of symmetry vector 
fields (symmetries), acting on the manifold of wave functions Φ and inducing a Lax 
pair on the manifold of L-operators 2 : 

(0.11) γ ζ ° ( £ ) * φ = -(MßLa)hV and Yza(&)ßL = [~{MßLa)h)L\. 

It turns out that only the vector fields 

(0.12) Y € j n := Y z n + < ( £)« = - ( M n L n + 0 b , f o r η = 0J G Ζ and η - 1J> - 1 , 

conserve the tridiagonal nature of the matrices L. The expressions (0.12), for η = 1, 
£ < — 1 have no geometrical meaning, as the corresponding vector fields move you 
out of the space of tridiagonal matrices. This phenomenon is totally analogous to 
the KdV case (or pth Gel'fand-Dickey), where a certain algebra of symmetries, a 
representation of the sub-algebra 3 Diff(S ' 1 ) + C Diff(S f l) of holomorphic vector fields 
on the circle, maintains the differential nature of the 2nd order operator ^ + q{x) 
(or pth order differential operator). 

According to a non-commutative Lie algebra splitting theorem, due to ([A-S-
V]) , stated in section 2 and adapted to the Toda lattice, we have a Lie algebra 
anti-homomorphism: 
(0.13) 

w2 =— {zn+e(4-)n>n = M e Z , o r n = 1,£ > - 1 } 
oz 

—> {tangent vector fields on the Φ-manifold} : 

d 

zn+\-7r)n
 ^ Yzn+t( e )n, acting on Φ as in (0.11), 

to wit, 

(0.14) [Υ,,ο, Y m | 1 ] = £Ym+tfi and [Y/,i, Y m , i ] = (£- ro)Ym+*,i-

2sometimes YMßLc will stand for Yza^a_)ß 
3 Diff(5 1 )+ := span{2 f c + 1^, k > - 1 } 
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Transferring symmetries from the wave vector to the τ-function . An 
important part of the paper (section 3) is devoted to understanding how, in the 
general Toda context, the symmetries Y ^ n acting on the manifold of wave vectors 
Φ induce vector fields on the manifold of r-vectors r = ( r y ) ^ ? for η = 0 or 1; 
this new result is contained in Theorem 3.2: 
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(0.15) 

Y ^ l o g * = ( e -* - l ) A , n l o g r + i ( £ / > n l 0 g ( - ) ) . {Fundamental relation) 

for η = 0, ί G Ζ and η = 1, I > - 1 

where " Y ^ l o g " and "££ i n log" act as logarithmic derivatives4, where £ f , n / = 
(£/ ,n/ j ) iez , and 5 

(0.16) = J< 2 ) + (2j - t - 1) J, (1) + ( j 2 - j) Jf\ 4o = 2J, ( 1 ) + 2J4 0 ) . 

Note the validity of the relation not only for infinite matrices, but also for semi-
infinite matrices. Also note the robustness of formula (0.15): it has been shown to 
be valid in the KP-case (continuous) and the 2-dimensional Toda lattice (discrete) 
by [A-S-V]. We give here an independent proof of this relation, although it could 
probably have been derived from the [A-S-V]-vertex operator identity for the two-
dimensional Toda lattice. The rest of the paper will be devoted to an application of 
the fundamental relation. 

Orthogonal polynomials, skew-symmetric matrices and Virasoro con­
straints. Consider now in section 4 an orthonormal polynomial basis (p n ( t , z ) ) n > o 
of Ή + = { 1 , ζ, ζ 2 , . . . } with regard to the weight p0(z)e^o li*x dz = e _ V b + ^ o **** on 
the interval [a, 6], — oo < a < b < oo, satisfying: 
(0Λ7) 

Po ° Σ~<Μ* "/ο 
and fo(a)p(a)ak = f0(b)p(b)bk = 0 (k = 0 , 1 , . . . ) . 

The polynomials pn(t,z) are ί-deformations of p n ( 0 , z ) , through the exponential in 
the weight. Then the semi-infinite vector Φ and semi-infinite matrices L and M , 

4for instance Y ^ ? n l o g ^ j := 
-((MnLn+*)bV). 

and 

^S6t Jn ^ — ^n,0? Jn ^ — "̂f̂  H~ ^ ( ~ ^ - Π ) and Jn ^ — Yji-\-j=n · j \ ^ Jj ^ 



defined by 

(0.18) Φ(ί ,ζ) ΞΞ ex P 2 Σο *** ( ρ η ( ί , ζ ) ) η > 0 , ^Φ = £Φ and —Φ = Μ Φ 

are solutions of the Toda differential equations (0.7) and (0.8). Moreover, Φ(ί,^) 
can be represented by (0.9) with το = 1 and 

(0.19) rn = J - / ^ 6 - τ ^ 0 ( ζ ) + Σ Γ ^ ^ \ η > i; 
Ω η η! JMn(a}b) 

here the integration is taken over a subspace Λ 4 η ( α , 6) of the space of nxn Hermitean 
matrices Z , with eigenvalues G [α, 6]. 

We prove in Theorem 4.2 that in terms of the matrices L and M , defined in 
(0.18) and in terms of the anti-commutator {A, B} :— ^(AB+BA), the semi-infinite 
matrices 6  

(0.20) 

Vm := { Q , L ™ + 1 } = Q L ^ 1 + 1^Lmfo(L), with K_a = Q := Mf0(L)+^^(L). 

are skew-symmetric for m > —1 and form a representation of the Lie algebra of 
holomorphic vector fields Di f f (S r l ) + , i.e. they satisfy 

(0.21) [ V m , K ] = (η-™)ΣαΜη+η+ί, m,n> - 1 . 
i>0 

Thus, in terms of the splitting (0.2), we have for orthogonal polynomials the following 
identities: 

(0.22) (Κπ)δ = 0, for all m > - l , 

leading to the vanishing of a whole algebra of symmetry vector fields Yvm on the locus 
of wave functions Φ, defined in (0.18); then using the fundamental relation (0.15) 
to transfer the vanishing statement to the r-functions r n , we find the Virasoro-type 
constraints for the r n , η > 0 and for m — — 1 ,0,1,2, . . . : 

(0.23) £ (ai(4ll + 2n j f f m + n 2 J ^ J - 6;( + η J^+i)) ^ = 0, 
i>0 

6the matrices Vm are not to be confused with the potential V 0, appearing in the weight. 
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in terms of the coefficients a$ and b{ of / 0 and ho (see (0.18)). In his fundamental 
paper [W], Witten had observed, as an incidental fact, that in the case of Hermite 
polynomials V_i = M — L is a skew-symmetric matrix. In this paper we show 
that skew-symmetry plays a crucial role; in fact the Virasoro constraints (0.23) are 
tantamount to the skew-symmetry of the semi-infinite matrices (0.20). 

They can also be obtained, with uninspired tears, upon substituting 

(0.24) Z ^ Z + efQ(Z)Zk+1 

in the integrand of (0.19); then the linear terms in ε in the integral (0.19) must 
vanish and yield the same Virasoro-type constraints (0.23) for each of the integrals 
rn as is carried out in the appendix. 

At the same time, the methods above solve the "string equation", which is : for 
given / o , find two semi-infinite matrices, a symmetric L and a skew-symmetric Q, 
satisfying 

(0.25) [L,Q] = / 0 ( L ) . 

For the classical orthogonal polynomials, as explained in section 6, the ma­
trices L and Q, matrix realizations of the operators ζ and yf^^y/Pofo respectively, 
acting on the space of polynomials, are both tri diagonal, with L symmetric and Q 
skew-symmetric. In addition, the matrices L and Q stabilize the flag, defined in 
(0.10), in the following sense: 

(0.28) zWkCW^ and T^WkcWk^. 

This result is related to a classical Theorem of Bochner; see [C]. 
The results in this paper have been lectured on at CIMPA (1991), Como, Utrecht 

(1992) and Cortona (1993); see the lecture notes [vM]. Grinevich, Orlov and Schul-
man made a laconic remark in a 1993 paper [GOS, p. 298] about defining symmetries 
for the Toda lattice. We thank A. Grünbaum, L. Haine, V. Kac, A. Magnus, A. 
Morozov, T. Shiota, Cr. Tracy and E. Witten for conversations, regarding various 
aspects of this work. We also thank S. D'Addato-Muës for unscrambling an often 
messy manuscript. 

Table of contents: 
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6. Appendix: Virasoro constraints via the integrals 

1 The Toda lattice revisited 
On Ζ we define the function χ (character) 

χ : Ζ χ C C : (η, ζ) ^ χη{ζ) = zn 

and the matrix-operators δ and ε 
i l . l ) 

<5 = 

0 1 
0_J 

0 1 
0 1 

0 

and ε = 

-2 0 
-1 0  

0 0 
1 0 

2 0 

acting on χ as 

(1.2) δχ = ζχ and εχ = -^χ; 

they satisfy 

M = i. 
Proposition 1.1. The inßnite matrix7 

(1.3) L = Y2ajöJ G -̂οο,ι, α^·(ί) = diag(aj(n,i))n€Z,ai = 1, 

7 2 2 M {k < I e Z) denotes the set of band matrices with zeros outside the strip (k,£). The 
symbols ( ) + , ( ) _ , ( ) 0 denote the projection of a matrix onto Ρο,οο, ^-οο,-ι and V0o respectively. 
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subjected to the deformation equations 
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(1.4) 
dL 
dtn 

= [(Ln)+,L} = [-(Ln)„L}, η =1,2,... . 

has, for generic initial conditions, a representation in terms of τ-functions rn 

(1.5) L = SOS'1 = (. In 

7 n - l ' 

d log il i,o,... ) 

where8 

(1.6) In = 
/ T n+1 

/ rn 

s = 
r(t) r(t) 

The wave operator S and the wave vector 9 

(1.7) φ := βΣΓ*'2<5γω = 
'nez 

=: (znyn)nez 

satisfy 

(1.8) Ζ Φ = ζΦ, 
θφ 
<9ί„ = ( £ η ) + Φ , 

dS_ 
dtn 

= - ( L n ) _ S . 

Proo/ The proof of this statement can be deduced from the work of Ueno-Takasaki 
[U-T]; we consider only a few points; from equation (1.6), it follows that: 

(1.9) S = I-A5-1-B6-2-..., and S~l = I+Αδ~ι+Βδ~2+A8~lA6~l +... . 

with 

A = 
_d_ 

log r, and Β = 
P2(-d)r(t) 

r(t) 

Then, calling pkr := Pk(~d)r, we have 

. . . v ~K ~ χ . j h/v/x τ j.x ~ 1 i Z — Y^pk{t)zk and Pk(-d) := 
a ι a _ i a ^ Also [a] := (a, ̂ , *-, . . .) . 



( 1 . 1 0 ) 

L = SÔS~l = δ + (An+i - An)nez6° + (Bn+1 -Bn + AnAn+1 - Αη)η^~λ +... 
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yielding the representation (1.5), except for the δ 1-term, which we discuss next. 
To the Toda problem is associated a flag of nested planes Wn+\ C Wn G G r n , 

Wn = 8ρβιι{ζηΦη^η+1Φη+1,...} 

= span { ζ η Φ η , ^ - Φ η , ( ^ " ) 2 Φ η , . . . } . 

The inclusion Wn+i C Wn implies, by noting Φ& = 1 + 0(z * ) , that 

d ~ 
(1.11) ζ Φ η + 1 = — Φ η - α Φ η for some a = a(t). 

Then a(t) = l o g r n + i / r n and putting this expression in (1.11) yields 1 0 

{rn(t - [ζ-^,τη+χ®} + z(rn{t - [z-l])rn+l{t) - rn+1(t - [z'1])^)) = 0. 

Expanding this expression in powers of z~l and dividing the coefficient of z~x by 
T n r n + i yield 

P2Tn+i ρ2τη piTnpiTn+i _ j > t f _ 0 

7"n+l Tn Tn Tn-j_i Tn 

Combining this relation with the customary Hirota bilinear relations, the simplest 
one being: 

1 d2 . d2 r n _ i r n + i 
- - ^ 7 2 r n ° τ η + τ η _ ! Τ η + ι = 0, i.e. log r n = , 

Z Oti Oti τ η 

we find 

p 2 r n + 1 p2rn Ρ ι τ η ρ ι τ η + 1 ρ λ τ η 2 <92 τ η _ ι τ η + 1   

1 1 ( ) = i o S r™ = 2 » 
Tn+l rn Tn T n + 1 T n C/6| 

1 0 { / ,<?} = %9 
_ f d9 

J dti 

= δ + a δυ 

ηζΖ 
. / P2Tn+l ρ2Τη ΡΥΤηΡ\τη+\ 

Τη ηξΖ 

log 
7*71+1 N 



and thus the representation (1.5) of L, ending the proof of Proposition 1.1. 

Henceforth, we assume L as in proposition 1.1, but in addition tridiagonal: L — 
J2-i<j<i cij6j] this submanifold is invariant under the vector field (1.4); indeed, more 
generally if L = J2j<i ajÖj is a i V + 1 band matrix, i.e. a,j = 0 for j < —N < 0, then 
L remains a TV + 1 band matrix under the Toda vector fields. Moreover consider the 
Lie algebra decomposition, alluded to in (0.2), of gl(oo) = Vs®Vh 3 A = (A)s + (A)b 

in skew-symmetric plus lower Borel part (lower triangular, including the diagonal). 

T h e o r e m 1.2. Considering the submanifold of tridiagonal matrices L of propo­
sition 1.1 and remembering the form of the diagonal matrix 7 = (7n)nez> with 
Ίη = χ Γ ^ Γ 1 ,

 w e define a new wave operator S and wave vector Φ : 
y ' η 
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(1.12) S:=7~lS and Φ := 5 χ ( 2 ) β Σ / 2 ; 

also deûne 

(1.13) 
1 

L := S 6 S - 1 and M := S (ε + ktkôk~1)S~1. 
2 1 

Then 

(1.14) L= ( . . . , 0 , 
Ίη d 

Tn-1 Oh 

ln+1 

7n 
.0 , . . . ) 

' / n e z 

is symmetric and 

(1.15) Φ - 7

_ 1 Φ = e ^ V 1 * — = 
τ 

(znVn)neZwith Φ η := e E / 2 

V T n r 7 i + l 

The new quantities satisfy: 

(1.16) <91og7 
dtn 

dS_ 
dtn 

= -\(Ln)bS and | ^ = 1αΗ),Φ, 
dtn 2 3 

( 1 . 1 7 ) L # = ζΦ and Μ Φ = Αφ 
dz 1 

with [L,M} = 1, 



and 

(L18) tris™'- wr[l{Ln)-'M]-
Proof of Theorem 1.2: For a given initial condition 7 ; (0) , the system of partial 

differential equations in 7 ' 

(Lia) έ1οβτ' = 5<ΐ').; 
has, by Frobenius theorem, a unique solution, since 
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;i.20) (jLfr - ± L k j = -[(Lk)-,Ln}o + [L\(I»)+]o 

= - [ ( Z f c ) _ ) ( L " ) + ] 0 + [ ( L f c ) - , ( L n ) + ] o = 0 ) 

using [ i 4 + , i ? + ] o = 0 and [A_,i?_]o = 0 for arbitrary matrices A and B. Given 
this solution 7 ' ( i ) , define S' := 7 / - 1 S l and L' := S'ôS'-1 = 7 ' - 1 ί / γ ' , and using 
aS/0i n = - ( L n ) _ S , compute 

OS' d(j-lS) _ dj~l ~ 
dtk dtk dtk

 Ί dtk 

= - 7 , - 1 r ( L f c ) o 5 - 7 , - 1 ( Z f c ) _ S 

= --(L'k)0S' - ( L ' f c ) _ 5 ' since L' = Ί ' - χ Ι Ί ' and S' := i~xS 

= - ((£'*)- + ^L'k)o) S' = --{L'k)vS>, 

where 
Ab> := 2A_ + A0 and := A - A». 

It follows at once that 

(1.21) ^ = l-l(L*)VM = [\(L'»),,L'] 



Observe now that the manifold of symmetric tridiagonal matrices A is invariant 
under the vector fields 

(1-22) ^ N = [-\{AN)VIA\ = [\{AN)^A]T 

since for A symmetric, the operations ()&/ and ( ) s / coincide with the decomposition 
(0.2): 

Ay — Ab and As> — As. 

Now according to formula (1.5), picking 7'(0) := 7(0) = a s initial condi­

tion for the system of pde's (1.19), makes 1/(0) = 7 / (0 )~ 1 L(0)7 (0 ) / symmetric. Since 
V was shown to evolve according to (1.21) or (1.22), and since its initial condition 
is symmetric, the matrix V remains symmetric in t. Since Lf(t) := 7 / _ 1 ( i ) L ( i ) 7 / ( t ) 
is symmetric and since, by definition, L(t) := 7 - 1 (£ )L( i )7 (£ ) is also symmetric, we 
have L'{t) — Lit), and thus j'(t) = cy{t) for some constant c; but c must be 1, since 
Y(0) = 7(0) . This proves (1.14), (1.16) and the first halfs of (1.17) and (1.18). 

Besides multiplication of Φ by ζ, which is represented by the matrix L, we also 
consider differentiation d/dz of Φ, which we represent by a matrix M: 
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(1.23) 
9i = e^slzX+

1-iptk^Sx 

=: ( p + l ë f c i f e L * - 1 ) * ^ ΜΦ 

with 
[L,M] = 1 and Ρ := SeS'1 G £>_οο,-ι· 

Finally compute 

dM 
dtn 

1 
+ 2 r ' 

-\{L^M+[\Ln,M]+l-M{Ln)b 

\-\{Ln)b + \Ln,M} 

- S (ε + -Ektk6k~1)S~1 ^ - S ' 1 

= ^-(S-'S^e + ^ k h ô ^ S - 1 

L n - 1 



ending the proof of theorem 1.2. 
Remark 1.2.1: Theorem 1.2 remains valid for semi-infinite matrices L; the proof 
would only require minor modifications. 

2 Symmetries of the Toda lattice and the ^-a lgebra 
Symmetries are ί-dependent vector fields on the manifold of wave functions Ψ, which 
commute with and are transversal to the Toda vector fields, without affecting the 
£-variables. We shall need the following Lie algebra splitting lemmas, dealing with 
operators and their eigenfunctions, due to [A-S-V]. 

Lemma 2 .1. Let V be a Lie algebra with a vector space decomposition V = V+ φ 
X>_ into two Lie subalgebras V+ and V_; let V be a representation space of V, and 
let M CV be a submanifold preserved under the vector fields defined by the action 
of V_1 i.e., 

V.'XCTXM, \/xeM. 

For any function p\M —» V, let Yp be the vector field on M defined by 

Yp(x) : = — p(x)- - x) X G M. 

(a) Consider a set A of functions p:M —>V such that 

Y g p = [ -g - ,p ] , Vp,q G Λ 

holds. Then Υ : ρ η Y p gives a Lie algebra homomorphism of the Lie algebra 
generated by Λ to the Lie algebra X(M) of vector fields on M: 

iYPi > Y P 2 ] = Ybi,p 2]> Vpi, P2 e Λ 

and hence we can assume without loss of generality that Λ itself is a Lie algebra. 

(b) Suppose for a subset Β C Λ of functions 

Zq(x) := q(x)+ · X e TXM, Vx G M,q G ß, 
and hence defines another vector held Zq G X(M) when q G Β, and such that 

ZqP=[q+,p], VpeA,qeB, 
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holds. Then 
[ Υ ρ , Ζ ς ] = 0, \/peA9qeB. 

Remark 2.1.1: A special case of this which applies to many integrable systems 
is: V = 2>;, a Lie algebra containing £>, and V acts on V by Lie bracket, i.e., 
YP(x) = [ -ρ (χ )_ , χ ] , etc. 

Proof: To sketch the proof, let pi, p 2 , ρ Ε Λ and q G Β] then the commutators 
have the following form: 
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[YPl,YP2}(x) = Z^x) and [Zq,Yp](x) = Z2x, 

where, using £>_ and V+ are Lie subalgebras, 

Zi := ( Y P l ( p 2 ) ) _ - ( Y p 2 ( p i ) ) _ + b i - , P 2 - ] 

- [ - p i - , p 2 ] - - [ - P 2 - , P I ] - + [P l - ,P2- ] 

= ( - [ p ! _ , p 2 ] - b i , P 2 - ] + b i - ^ 2 - ] - bi+>P2+])_ = - b i ) i n l ­

and 

Z2 := ( Z , ( p ) ) _ + ( Y P ( g ) ) + - [ g + , P - ] 

- [g+,p]_ + [ - p - , g ] + - [<?+,P-J 

= [ g + , P - ] - + [ - p - , ? + ] + - [g+,P-] = [ç+,P-] - [<?+>P-l = °> 

ending the proof of the lemma. 
In the setup of the lemma, if we are given a Lie algebra (anti)homomorphism 

Φ : 0 —* A, we denote Υψ( χ) by Y x and by 7LX if there is no fear of confusion. 

Theorem 2.2. Let L represent an infinite symmetric tridiagonal matrix, flowing 
according to the Toda vector fields. There is a Lie algebra anti-homomorphism 

. r nxùf d Λ Η . n _ Λ ^ η f vector ieids 02a t i e Ί 
w£ = {zn+£(—)n,n = 0,£eZorn=lJ>-l}-^{ 7 , , - V 

σ ζ [ mamlold or wave lunctions J 

,d_ 
Υ^,ηΦ = -(MnLn+£)by 



satisfying 

[Y*,o, Ym .o] -= [Υί,ο, Ym, i ] = and [Y<,i, Y m , i ] = - m ) Y m + i > 1 . 

Tftey commute with the Toda vector Relds: 

Note the vector fields Y ^ , n induce vector ûelds on S and L = SOS"1 

YiAS) = -(MnLn+i)bS and Y£,n(L) = [-{MnLn+%L}. 

Proof of Theorem 2.2: Taking into account the notation of 1.13 and in view of 

Lemma 2.1 and the remark 2.1.1, set 

V:=gl(oo), V+:=VS, V.:=Vb and V1 := V χ V 

on which V acts via diagonal embedding V c—• V : ρ 

y : = 1? 

y Vi := respectively, the space of wave operators*?, of wave functions Φ 
1 0 0 

or of pairs ( L , M ) = (SSS'1

1S(e+ ^ Σ ^ δ * " 1 ) ^ 1 ) , with an 
2 ι 

infinite symmetric tridiagonal matrix L 
ί M n L n + ' , n = 0,£eZ 

A := span < 
[ o r η = 1,£ > - 1 

25 := s p a n { L a , a e Z } 

and 

with the antihomomorphism φ : g —> A given by 

φ{ζαθξ) := MßLa. 

Then the vector fields take the form: 

Υ Ρ Φ = Y p S = -pbS, peA 
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Yp(L,M) = ([-pb,L],[-Pb,M}), peA 

Ζ ^ Ψ =l(Ln)sv, zLn/2s =-l(Ln)bs 
dtn * dtn ° 

by Theorem 1.2, 
Z L n / 2 ( L , M ) = ( [ ± ( L n ) . , L ] , [ ± ( L n ) . , A f ] ) = -^-n(L,M) by (1.18). 

Note that the vector fields 

(2.1) Y M , 0 Ξ YLm all m e Ζ and Ye,i = Y M L ' + I , a l U € Z , > - 1 

are tangent to M. Indeed for m < 0, the vector field reads 

(2.2) τ^ -Ψ = Y M , 0 * = - ( L m ) & # = -LmV = -zmV for m < 0. 

The solution to this equation with initial condition φ ( 0 ) is given by 

i.e., every component of the vector Φ^0) is multiplied by the same exponential factor, 
and so is each r-function: 

Tk(t)=T%(t)e-m8nt-m. 

Since the entries of the tridiagonal matrix only depend on ratios of τ-functions, this 
exponential factor is irrelevant for L. 

In the same way Y m > 0 (TO > 0) is tangent to the space of symmetric tridiagonal 
matrices, because the solution to 

(2.3) = Y M , 0 * = - ( Ζ / * ) 6 Φ = (-Lm + (Lm)s)V = -zmV + 2 ^ - , 
O S m O l m 

is riven by 
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r{t + 2s-[z\) 

Not only the vector fields Y^o, but also the Y^i ' s (£> —1) are tangent to the space 
of symmetric tridiagonal matrices, because 

(2.4) Y*,i(L) = [ - ( M L £ + 1 ) 6 , L] , having the form αλδ -f 
oo 

Σ 
ο 

= [-ML£+1,L] + [(MLe+1)s,L} 

= Le+1 + [(MLe+1)s, L] = symmetric matrix for i>-\. 
With these data in mind, Lemma 2.1 implies Theorem 2.2. 



3 The action of the symmetries on r-functions 
The main purpose of this section is to show that the symmetry vector fields Y defined 
on the manifold of wave function Φ induce certain precise vector fields on τ, given by 
the coefficients of the vertex operator expansion. The precise statement is contained 
in theorem 3.2. Before entering these details, we need a general statement: 

Lemma 3.1. Any vector field Y defined on the manifold of wave functions Φ and 
commuting with the Toda vector fields induce vector fields Y on the manifold of 
r-functions; they are related as follows, taking into account the fact that Y log acts 
as a logarithmic derivative: 

(3.1) Υ 1 ο δ Φ η = (e-* - 1) Y l o g r n + ^ Y l o g - ^ 

oo 

= Σ « ί η ) * - ' + *?° 
1 

where Ϋ is a vector field acting on r-functions; the part of (3.1 ) containing e~v — 1 is 
a power series in z~x vanishing at ζ = oo, whereas the other part is z-independent. 
For any two vector fields 

(3.2) [Υ, Y'] log Φ η = (e-* - 1) [Y, Ϋ'] log r n + i [ Y , Ϋ'] log 
* Tn+l 

showing that the map above from the algebra of vector fields on wave functions to 
the algebra of vector fields on r-functions is homomorphism. 

Proof: In the computation below we use ηη = λ Λ ^ · and the fact that Y :— · 
commutes with the Toda flows d/dtn and thus with η: 

(3.3) (logtfn)- = (log - logτη)" see (1.21) 

(fi ^Tn) r~n 1 . Tn ν 

= —ζ + ö(log ) 
β V n Tn 2 T n + i 

= (e"" - l ) ( l og r n ) - + I ( log-^- ) - , using [η, Y] = 0. 

Applying the second vector field Y ' to relation (3.3) yields 

Y ' Y l o g * n = (e-* - l ) Y ' ( Y l o g r n ) + ^ Y ' ( Y l o g — ) 
2 τ η + ι 
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Using the relation above twice leads at once to (3.2), ending the proof of Lemma 
3.1. 

The vector fields on Φ induce certain precise vector fields on r. constructed 
from expressions W^n^ appearing in the vertex operator expansion; notice the 
expressions W^71^ differ slightly from the customary ones, because of the 1/2 mul­
tiplying t but not d/dt: 
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with 

Y'(Ylog/) = Y ' Ä ) 

Ϋ ' ( Υ / ) ( Y 7 ) ( Y / ) 

/ Ρ 
Υ ' ( Υ / ) ( Υ 7 ) ( Υ / )  

/ Ρ ' 

(3.4) χ(Ε>λ,μ)τ = β 4 Σ Γ ^ ) β Σ Γ ^ - Μ - ) * * τ 

= β 1».(μ ι -λ 4 ) τ ( ί + [λ- 1 ]-[μ- 1 ]) 

fc=0 ^ ' £=-oo 

For instance 

(3-5) W W = 4°) = tfn>0, = J£\ = 42) - (n + 1) 
with 

é for η > 0 
0 for η = 0 
| (—η) ί_ η for η < 0 

Σ ä f e + Σ iti^: f o r n > 0 
i,j>l 

ϊ . Σ . Σ iUw forw<0. 
= —η χ—j - — η 3 

We shall also need 

(3.6) £{fl := wf > + 2jW™ + ( j 2 - j) wf> = J?] + (2j - i - 1) J? + ( j 2 - j j j f 

£ ( 0 := 2 < > + 2 j W i 0 ) = 2 J « + 2jjf\ 



We also introduce which differs from Wn

2^ above by a factor 1/2, 

(3.7) := J ? - ^ l / W , with W& = W W = for η = - 1 , 0 , 

and an operator Bm in ζ and t 

(3.8) Bm:= ~ ^ m + V + Σ ^ , m e Z , 
^ Z n>max(-m,0) 0tn+m 
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which restricted to functions /(ti,Î2j · · ·) of t G C°° only yields 

(3.9) Bmf = J < ? / for m = - 1 , 0 , 1 . 

The expressions form a Virasoro algebra with central extension 

(3.10) 

[4(2\ 4?] = (i - m)J^m + 

and consequently the following Virasoro commutation relations hold, upon setting 

(3 ,1 ) I W f + ( ™ < " , c ( ^ + fcfQ, 

[Vi,Vm] = (I- m)V£+m + ce6e+m,o-

In particular, observe 

and 1 1 

(3.12) [C%£ä!i] = ££gmj0 + Q>+m, [4ί^Si] = (* - m)4îm>1 + 4> + m. 
The purpose of this section is to prove the following relationship between the 

action of the symmetries on Φ and r. 

n wi th citj = £(£ + 2j - 1) c'ej = - ^ ( 5 £ 2 + 24j 2 + 7) 

[Wy,W^] = (£-m) W ( 1 ) 4-
2 

VV£+m 0 

(£3 - i) 
12 



where is defined in (3.5). 

Remark that the statements of the theorem and the corollary are equally valid 

for semi-infinite matrices. Before giving the proof we need three lemmas. 

Lemma 3.3. The operator Bm deûned in (3.8) interacts with η = Σ™ and 
Σ = ΣΓ Uzi as follows12 
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Fundamental Theorem 3.2. The following relationship holds 

(3.13) 
Y*,„ log Φ = (e"* - l)Ce,n log τ + i (ce>n log τ - ( & , n log r)s) 

for n = 0, allie Ζ 
n=l, alli>-\ 

where Y ^ n log and £ ^ n log act as logarithmic derivatives and where 

(TS)j = Tj+i (£e,nT)j = Ce,nTj ((£*,η)δ) = · 

Corollary 3.2.1. The following holds for m> —1 : 

_(MLm+1 + ?^Lm)bV-. 
T 3 

, ΐ / ( 4 2 ) + 2 ^ + ^ 4 0 ) ) τ , 
2 V T j 

( 4 2 ) + 2(j + l)JJV + (j + l)2
 J g ) ) r j + 1 -, \ \ 

(3.14) —m 
and B m ^ = - ^ 2 z m + k k t k 

fc=l 

[Bm.e-^^-e-^Β^η]; 

thus 
[Bm, η] — 0 when m < 0 and BmE = 0 when m > 0. 

1 2 with the understanding that 

^ = 0 if α < 1 . 
7 = 1 



J J 
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Moreover given an arbitrary function /(ίχ, ί2> · · ·) of ί G C°°, define 

(3.15) Φ = β Σ / 2 ^ 

Then we have for m > 0 

(3.16) 

ft) - | r ^ = Φ(β~ 7 ? - i ) w - j ( / ) , ra>0 

(ii) (ß_m + ^ ) Φ = Φ(β-^ -

fiü; ^ Φ = Φ ( ( Β - " - ΐ ) ( ^ - ί ^ ^ ) ) / _ Μ ) . 

Proof: The first commutation relation (3.14) follows from a straightforward com­
putation: 

U Z fc>max(-m,0) Ulk+m 
oo ο oo Q m β 

The third commutation relation (3.14) follows at once from the fact that the bracket 
[jB m , .] is a derivation and that [[5m,7/],r/]. Also 

oo 

1 
Σ 

fc>max(-m,0) 

Uk zk+m = -
max(—m,0) 

Σ 
1 

ktk zk+m. 

Next, given Φ defined as (3.15), we have that (using Bm is a derivation and (3.14)), 

(3.17) 

Bm* = B m e ^ ^ £ 

= ^ B ^ + e^Bj-ψ-



ending the proof of (3.14) (ii) and thus of Lemma 3.3. 
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which yields (3.16) (iii) for m > 0, taking into account the fact that BmY* = 0 for 
m > 0. Equation (3.16) (i) is straightforward, using W^m = \mtm. 

Proving (3.16) (ii) is a bit more involved; indeed first observe that for rn > 0 

d 1771—1 1 
W-mf = ( Σ ntn~fil + 7 Σ ntn(m - n)tm~n + j(m - l ) m i m ) / 

n>m Vtn-m 4 n - \ ^ 

1 7 7 1 - 1 1 
= B-mf + τ Σ ntn(m - n)tm-nf + j{rn - l ) m i m / ; 

4 n=l 4 

therefore 

(3.19) 

= ( e - ^ - 1) (—̂  Σ n*n(wi - ri)tm-n - -m{m - l ) i m J 
J 4 n=l 4 

iy l '( f) 
= (e-"-l) ™U) 

1 m _ 1 1 1 
- - Χ) n(m - n ) ( ( i n - - ^ ~ n ) ( i m - n Z _ m + n ) - t„tm-n) 

- ) m ( m - l ) ( ( i m - - z - m ) - tm) 4 m 

/ 1 n=l 

Using expression (3.17) for 5 m i > , —τη < 0, and [ß m , r / ] = 0 when m < 0, we find 

( β - ™ + ^ ) Φ = φ ( ( β - " - 1 ) ^ ί + 1β_,ηΣ + ^ ) 

D f ι m —1 

= Φ((β"" - l ) - ^ p - - - Ε ^ - m + f c A : i f c ) , using (3.14) 

W{2) f 

= φ( β-ι _ 1 ) - ^ - , using (3.19), 



Proof: First consider 
(3.20) 

PLm+l = Sed^S-1 = S ^ S ' 1 = [S)v]dmS~l+vSdmS-1 = {S,^}drnS-l+uLm. 

Since ν = εδ is diagonal, since S G D-οο,ο and so [S, v] G î>_oo,_i, we have 
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L e m m a 3.4. Tiie /blowing holds (v = εδ = c/iag (· · ·, i/f = i, · · ·)) 

(i) (PL2) s = vLs + L_ 

, , (PL2)SV _n δ ( δ rsx (n) _ _ _ = ( e ^ _ i ) ( 2 l / - / ) _ l o g r + i / ( z - ^ - l o g 7 ) . 

[S, v\dS~l e 2λ_οο,ο and thus (\S, i / ] 0 S - 1 ) e = 0. 

This combined with the above observation leads to 

(3.21) (PL2)S = (vL). = vL++ - (vL++)T  

= vL++ — L-v 

= v(L++ — L-) + vL_ — L-v 

= vLs +."[i/,L_] 

= vLs + L_, since [i/, L_] = L_, 

since L_ just has a band one below the diagonal. In order to evaluate (ΡΙ/ 2 ) 5 Ψ, we 
need to know Ζ/δΨ and Ζ/_Ψ. Anticipating (3.25), we have by (2.3) and (3.3) 

Υ 1 ι 0 Φ = = 2Φ(ε- 7 ' - I h r - l o g τ - Φ ^ - l o g -
Ot\ Uli τ 

= 2Φ(ε-" - 1 ) — l o g r - L o * , by (1.20), 

and, since Lb = 2L_ + L 0 , 

(3.22) 

whereas, using 

ψ - 6

 r . ( i ) J' 



This lemma proves the main statement about symmetries for the s£(2, C) part 
of the Virasoro symmetry algebra; this is the heart of the matter. 

Lemma 3.5. The vector Gelds {Υ_ι , ι , Υο,ι, Υι , ι} form a representation of s£(2, C) 
and induce vector fields on τ as follows (in the notation (3.6)): 
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we have (using the logarithmic derivative) 

(3.23) LSV = 2 — - 2*(e-" - 1) — logr + - Φ — log A 
oti oti oti r 

Using these two formulas (3.22) and (3.23), in (3.21) we have 

= * ( e ~ r ? - l)(2i/ - I) — logr + ζι/Ψ - ι*Ψ-- log —. 
ut\ ut\ τ 

(3.24) 
„ , T -(MLt+1)bV 
Υ , , 1 1 ο § Φ = V

 φ

 J b 

Τ Δ \ Τ Τ / 

for£ = - 1 , 0 , 1 . 
Also 

(3.25) Yj,ologtf = - i t ' 7 1 - 1) r 

1 
f 2 r v r 

Proof of Lemma 3.5: Relation (3.25) will first be established for £ = — m < 0 : 

Y _ m , o * = -{L~m)bm = -L-mV, since L~m eVb for m > 0 

= 2 7 " ^ 
1 - m / S / 2 e 

2 Z 1 6 r n 

W{_llr 
— 2#(e η — 1) — , applying (3.16) (i) componentwise to 

τ 

φ = e S / 2 e ^ 



the difference in brackets vanishing identically. The same will now be established 
for I = m > 0; indeed 
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Y M , 0 * = -(Lm)b* 

= (-Lm + (Lm)s)V 

= - z m y + 2-—Φ , using (1.22) 

otm r 
— η 

using Φ = e 1 7 χ 
τ 

= 2 e s / 2

X 7 - 1 ^ I ( ( e - ï ? - 1 ) ^ logr + τ ^ - 1 ) > using (3.3) 

= φ ( ( β - ^ - ΐ ) ^ ^ + ^ ( ^ ^ - ( ^ ^ ) 5 ) ) 
r~ ο ο 

since ηό = . Μ — , and 7 ^ — 7 = ~ΈΓ1οΕΊ-

Relation (3.25) for ί = 0 is obvious, since 

φ φ 2 

To prove (3.24), consider now 

(3.26) - ( M L m + 1 ) 6 * 

= ( - M L m + 1 + ( M L m + 1 ) , ) $ 
ß 1 oo 

= Hm+17T + Σ ktk(Lk+m)s + ( P L m + 1 ) , ) * , using (1.28) 
0 2 ^ fc>max(-m,0) 

since ( L a ) s = 0 for a < 0 

= BmV + (PLm+l)sV using the definition (3.8) of Bm, 

= ( z ^ B m ( e ^ ^ — ^ ) ) j e Z - Λ Φ - * B m l o g 7 + (PLm+1)sV, 



since, in the last line, —2j = ( j 2 - j) - {(j + l ) 2 - (j + 1)) and <50,m = W^. Thus 
relation (3.24) for m = —1 and 0 follows from the simple observation (3.7) that 
W?1 = W!?1 for m = 0,1. 
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remembering the definition (1.21) of Φ, using the definition (3.8) of 5 m , and using 
the fact that Bm is a derivation. 

1. For m = —1,0, we have 

p L m + i e χ ) _ ο ο o a n d t h u s (PLm+l)s = 0. 

We set m ι—• —m with m > 0. Componentwise, the above expression reads, by 
adding and subtracting ra£m/2 (m > 0) and using definition (3.8) of i ? _ m and 
i/ = diag(-··,*,···): 
(-(ML-m+1)b^)j 

= (B-m + ^ ψ - j z - ή e ^ ^ i - ζ**, ( l ? _ m ( l o g 7 i ) + ^ ) 

= *V ( ß _ m + ^ + 2,(1 - 50;m)(-Ç)) (e*/2^) 

= ^ 'Φ 7 - (β-" - l ) ( ^ - m ( T j ) + 2 j M / - m ( r ? ) ) (using (3.16)(i) and (ii)) 
Tj Tj 

Az%(_Ε-ί3±!) + W -̂iîï)) (using 7 3 = JäE, (3.9) and (3.7)) 
2 V r i + i τ,· / V Ti 

+ W _ 2 ( j + Dl^isul + Ï S ( u s l n g !*= = ^» ) 
2 \ τ,·+ι T 7 / 2 

= ( ( c - 1 ) ( + 2 j W i " + i f - iïW^Ti 

, 1 + 2 j W i % + ( j 2 - J ) ^ ) T 3 -

2^ 

+ 2Q- + l)W^l + ((j + l ) 2 - ( j + l))^)r i + 1x^ 
T?' + l 



2. For m = 1 in (3.24), we use the identities in Lemma 3.3(iii) and Lemma 3.4(ii) 
in (3.26): 

-{ML2)bV 

= Φ(β"" - 1 ) ( Β 1 ~ [ ^ ] ) Τ - φ ί ^ Ι _ z v * _ \ y B l log T-L + { P L * ) a * 
τ τ 2 τ 

using (3.16) (iii) 
= Φίβ"" - 1)(J{2 ) - ^ - ) logr - Φ A logr - *ζ/Φ - ^ j { 2 ) log ^ , 

+ * ( e - " - l)(2i/ - I) — logr + - ι/Φ — log — 
aii ö i i r 

using (3.9), [5i,r/] = — (see (3.14)), and Lemma 3.4(ii), 
αΐι 

= « ( ( e - ' - + (2* - 2) J-)logT+ i (J , ( 2 ) + (21/ - 2) J-)logr 

= » ( ( « - - D ^ + K^ 1 -^ ) ) ' 
using in the last line, the definition (3.6) of £i , i and /^ïV^+i — ((£ι,ι τ)α)ί> estab­
lishing (3.24) for m — 1, thus ending the proof of Lemma 3.5. 

Proof of Theorem 3.2: The only remaining point is to establish (3.13) for η = 1 
and all I < 2. To do this we use the underlying Lie algebra structure. First we have 
the following identity, using (3.2) and (3.1), 

(e-*> - 1) 

= Υ ι 

= ( e ^ - l ) * 

241 

^φβ'<ζαΦβ 
| 1 ο δ τ η + ^ Υ 

^Φβ'^Φβ\ 
1 T n 

log . 
T n + l 

Υ ζ « ( £ ) ^ Υ * « ' ( | ^ ' logr„ 4 
1 

2 
log 

Τη  

T n + l 

^'φβ'^αΦβ logWn 

ΙοεΦη 



The terms containing ( e - 1 ? - 1) in the first and last expressions are power series 
in z~l, with no constant term; the second terms are independent of z. Therefore, 
equating constant terms yield: 
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(<) (\Υζα( Βν,Υ^,οψ] - ΥΓ , „ , „ i ) l o g — = 0 

and thus also 

Since (e~v — l)f — 0 implies / = constant, there exists a constant c depending on 
a) /?, a1', /?' and η such that 

(*) ( [ ^ ( Ä ^ - U y * ] ~ * [ ^ ( * y ^ ( ^ ] ) l o g T n = C a / W ' n ; 

relation (i) says caßa'ß
f is independent of n; hence (ii) reads 

The two relations (i) and (ii) combined imply 

(3.27) 

with 

C a ß a ' ß ' independent of n. 

Applying (3.27) to 

[ * m + 1 | ^ , *<] = fom+* and [ ^ + 1 ^ m + 1 ^ ] = (™ - £ > M 1 ^ 

leads to 

(3.28) ( Yf , 0 ,Ym, l — ^ V + m , 0 _ Q > m ) r n — 0 

and 

([Ym,i,Y< fi] - (m - f ) t T q - 4 ^ ) r n = 0. 

By virtue of (3 .12) , we have 

(3.29) [Cej0, Cm,i] - £Cm+e,o - constant = 0 . . 



which also equals by explicit computation, using (3.12): 

= (m - £)CmW - Y.cf{j + + E c < m ) ( j + m)j£lj+e. 
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According to (3.25) we have 

Υ^,ο — £>ι,ο 
implying by subtracting (3.29) from (3.28) 

[ ^ o j m , ! — £m , i] — constant, for £,m G Z , m > —1. 

The only operator commuting (modulo constant) with all = 2 ^ - + (—£)t-£ is 
given by linear combinations of a constant, ta and d/dta, i.e.: 

(3.30) 
oo 

Y « , l - £»,1 = Σ Jj+m, ΤΠ > 2, (c™ = 0) 
J = —oo 

= 0 for m = - 1 , 0 , 1 . 

Putting Y m j l from (3.30) into the second relation of (3.28) implies (modulo con­
stants) 

oo oo 

[Αη,ι+ Σ c$m)JJ5L£M+ Σ cf J i ä ] = ( m - £ ) ( £ m + , ( 1 + E c f + < ) J ^ ) 
Jf — — oo j = — oo 

Comparing the coefficients of the J ^ ' s in two expressions on the right hand side 

yields 

(3.31) (TO - £)c{™+i] = (TO + j ) c < m ) -{£ + j)cf provided m + j + £^0 

with c j m ) = 0 for TO = - 1 , 0 , 1 , all j G Ζ . 
Setting £ = 0 in (3.31) , yields 

j ( c ^ — c ^ ) = 0 and thus = ép for j ^ 0, —TO, 

implying 
= 0 all TO > —1 and j φ 0, —TO. 

Also, setting j = 0 and £ = — 1 in (3.31) yields 

TOCQ771^ = ( T O + l ) c o m ^ — C Q

 X\ for TO > 2, 

implying by induction, since C Q — CQ — 0 

4m ) = 0 for all TO>-1, 

concluding the proof. 



Proof of Corollary 3.2.1: According to theorem 3.2, the vector field 
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Ym,i + ^ Y m . o = + ^ L m ) b l 

acting on Φ, induces on Tj the vector field 

= 4 2 ) + 2 J 4 1 ) + J 2 ^ ) 

establishing the corollary. 

4 Orthogonal polynomials, matrix integrals, skew-
symmetric matrices and Virasoro constraints 

Remember from the introduction the orthogonal (orthonormal) polynomial basis of 
7 ί + = { Ι , ζ , ζ 2 , . . . } on the interval [a, 6], —oo < a < b < oo, 
(4.1) 

p r ( t , z) = zr + . . . (monic) and p r ( i , z) = =p r ( i ,z) (orthonormal), r > 0, 

with regard to the t-dependent inner product (via the exponential e^tiZ%) : 

(4.2) (u,v)t = fuvptdz, with pt(z) = = ρ 0 ( Φ Σ ^ ; 

i.e., 
(ßi,Pj)t = M « and {p<,pj>t = 5 y . 

Then the semi-infinite vector (of (, ) 0-orthonormal functions) 

(4.3) Φ ( Μ ) := e ^ ' p f r z ) := e^zi(po(t,z),Pl(t,z),...)T, 

satisfies the orthogonality relations 

(4.4) ((Ψ(Μ)).,(Φ(Μ))*>ο = ( ^ ( ί , ζ ) , ^ , * ) ) * = δα, 



The weight is assumed to have the following property 1 3: 
( 4 5 ) , 

- - = ttf = P ^ = T T T w i t h PoWo(a)ak = Po(b)fo(b)bk = 0, k>0. 

Po 2^0 a'iZ Jo\z) 

Define semi-infinite matrices L and Ρ such that 
(4.6) zp(t,z) = L(t)p(t,z), faP(t,z) = Pp(t,z) 

The ideas of Theorem 4.1 are due to Bessis-Itzykson-Zuber [BIZ] and Witten 
[W]. 

Theorem 4 .1 . The semi-infinite vector Ψ(ί,ζ) and the semi-infinite matrices L(t) 
(symmetric), and M(t) := P(t) + | Σ Γ ktkLk~l, satisfy 

d 
(4.7) *Φ(ί, ζ) = Ζ,(ί)Φ(ί, ζ), and ^ -Φ( ί 5 ζ) = ΜΦ(ί , ζ) 

υζ 

and 

( 4 . 8 ) f = i[(L-).,i], ^ = 5 [ p ) . . n « d £ = i(£-).»i 

the wave vector Φ( ί ,ζ ) and the L2-norms hn(t) admit the representation 

(4.9) z) = eW (znY\:[Z~1]\)n>0 end hn(t) = ^ 

with 

(4.10) r n (*) = τ Λ τ / e - T r V r ° ( z ) + E i i T r * z < d Z ; 
Ω η η! JMn(a,b) 

the integration is taken over the space Μη(α^) of η χ η Hermitean matrices with 
eigenvalues G [α, 6]. 

1 3the choice of /o is not unique. When Vq is rational, then picking /o = (polynomial in the 
denominator) is a canonical choice. 
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Proof: Step 1. Suppose Φ = ΒΦ and Ρ ( ζ , ^ ) Φ = ΡΦ where β and Ρ are 
matrices and Ρ is a polynomial with constant coefficients. Then 

V=[B,P]. 

Indeed, this follows from differentiating P(z, | ^ )Φ = Τ^Φ, and observing that 

Ρ # Φ = ΡΦ = ΡΦ + ΡΦ = ΡΦ + Ρ 5 Φ . 

Step 2. The matrix L G ϋ-οο,ι is symmetric because the operation of multiplication 
by ζ is symmetric with respect to (, ) on H+ and is represented by L in the basis 
Pi. Moreover, Ρ G £>_oo-ι and [L, P] = [L, M] = 1. Also for k > 0, 

(4.11) ^ = | | β ^ Σ : Γ ^ + I Ç ^ - i p e ^ r ^ ^ = ( ρ + ± Σ ί ί < # - 1 ) φ = ΜΦ. 

establishing (4.7). 

Step 3. We now prove the first statement of (4.8). Since dpk/dU is again a polyno­
mial of the same degree as pk, we have: 

(4.12) i r = Σ A$P<> A I I ) E V > -

°li 0<£<k 

The precise nature of is found as follows: for £ < k, 

d f 
° = dt' J Pk(z)P£(z)Pt(z)dz 

dp dp d 
= J -^pept(z)dz + Jpk-^pt(z)dz + j dz(-^-e~Vo+T,tiz3)pkpe, using (pi,Pj) = 6^ 

= Ι Σ A^PjPept(z)dz + I ^(L^kjpjpe, using (4.12) and (4.6) 
3<k J j 

and for £ = k, 

0 = W f(Pk(z))2pt(z)dz = 2 / Σ ^fciPmPfcPt(^)^ + / YsWkjPjPkPtWdz 
° l i J J m<k J j 

= 2Λ£2 + (i*) f c f c, 
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implying 

(4.13) A » = - ( L ' ) _ - i ( L ' ) o = - i ( L ' ) 6 l 

and thus 

Now using step 1, we have immediately (4.8). So Φ satisfies the Toda equations 
(1.16) and behaves asymptotically as: 

(4.14) Φ = e^(-j==zn(l + 0(z-')))nez 

Therefore in view of (1.15), we must have 

Step 4. The integration (4.10) is taken with respect to the invariant measure 

(4.15) dZ= J ] dZu Π diReZijMImZy). 
l<i<n \<i<j<n 

Since the integrand only depends on the spectrum of Ζ and since the measure sep­
arates into an "angular" and a "radial" part, one first integrates out the former, 
accounting for the Ω η and next the latter, in terms of the monic orthogonal poly­
nomials pii 

(4.16) i n = n n [ dZl...dzn Π ( * - ^ ) 2 Π β ~ ν ( * ° > 
JlaMn l<i<j<n i= l 

= Ωη dzi.. .d^n(det(pi_i(^0)i<<<j<n) 2n e"" V ( a 5 < ) 

J[a,b]n 1 

rb rb pb 

= Πηη\ άμ{ζ1)ρ0(ζ1)2 άμ{ζ2)ρ\{ζ2)2 ... / άμ(ζη)ρη-ι(ζη)2 

Ja Ja Ja 
— Ωηη!/ΐο . . . hn-i 
= Ω η η!τ 0 . . . = Ω η η!τ η , using r 0 = 1 

το τι r n _i 

ending the proof of Theorem 4.1. 
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Next we show that the wave vector constructed from the orthogonal polynomial 
basis is a fixed point for an algebra of symmetries, which in turn implies Virasoro-like 
constraints on r. The skew-symmetry of the matrix Q below had been pointed out 
by E. Witten [W] in the context of Hermite polynomials. The Virasoro constraints 
for the matrix integrals with the weight p0 = e~z had been computed by E. Witten 
[W], Gerasimov, Marshakov, Mironov, Morozov and Orlov [GMMMO]; they relate 
to the deformations of Hermite polynomials. The case of deformations of Laguerre 
polynomials was worked out by Haine & Horozov [HH] and applied to questions of 
highest weight representation of the Virasoro algebra. 

Theorem 4 .2 . Consider the semi-inßnite wave vector Φ(ί, ζ), arising in the context 
of orthogonal polynomials with a weight pt(z) as in (4.2) and satisfying (4.5). Then 
Ψ(ί, ζ) is a fixed point for a Lie algebra of symmetry vector fields; that is 

(4.17) V m * : = - ( K m ) 6 * = 0, for m > - l ; 

the symmetries V m form a (non-standard) representation of Diff(S1)+: 

(4.18) [ V m , V n ] = (m - n)Y^aiYm+n+ij - 1 < n,ra < oo, 
i>0 

and are defined by the semi-infinite matrices14 1 5 

(4.19) Vm := {Q,Lm+1} = QLm+1 + H±±lLmf0(L), with Q := Mf0(L) + g0(L), 

which are skew-symmetric on the locus of Ψ(ί,ζ) above. Moreover Q is a solution 
of the ustring equation" 

(4.20) [L,Q] = f0(L)t 

and the τ-vector satisfies the Virasoro constraints 
(4.21) 

Vi n ) r f c = £ (o<( jgL + 2n411 + n 2 j£> m ) - &,(jffm +i + η J ^ + i ) ) r„ = 0, 
i>0 

for m — — 1 ,0 ,1 , . . . , η = 0 , 1 , 2 , . . . , 

with the V^\m > — 1 (for fixed η > 0) satisfying the same Virasoro relations as 
(4.18), except for an additive constant. 

1 4 in terms of the anticommutator (0.20) 
15set go := ^ = Δ ^ ι , w i t h h0 := - M 
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In preparation of the proof we give some elementary lemmas. 

Lemma 4 .3 . Consider operators S i and Sf acting on a suitable space of functions 
of z, such that [Si,z] = 1 and Sf — y/fSiy/J; then the following holds16: 
(i)Sf = {Sltf}and [Sf,z} = f, 
(ii)[{Sl,h1},{Si,h2}] = {Si,(hiM} 
(niftSuhM = { { S 1 A U 2 } = { { S ^ M . M 
(iv) [{S1,fz^},{Sl,fzn+1}} = (n-m){SlJ2zm+n+1} = (n-m){{Su fzm+n+1}, f} 
(v) the operators { S i , z m + 1 } , in G Ζ form a representation ofDiff(Sl), 

[{Suzm+1}, {S1,zn+1}} = (n- m){Suzm+n+1} 

(vi) given f(z) = Σ ΐ>ο α ί ^> ^ n e {Si, fzm+1}, m G Ζ also form a representation of 
Diff(S'): 

[{Sufzm+1h {Su fzn+1}} = (n - m) $ > { S i , / * m + n + i + 1 } , 
i>0 

the map to the standard generators, f~l(z) = Σΐ>-ΐϊΰΐΖι, 

{S1Jz^+1}^{S1)zrn+1} = {SlJ~1-fzm+1}= £ äiiSufz™***1}; 
i>~k 

Proof: [Si,z] = 1 implies [Si , zn] = nzn~l, since [S i , . ] is a derivation, and thus 
[Si , h] — b!, which leads to 

Sf = JfSiy/f= yff[Slt V7] + fSi = \{2fS, + /') = 1(2/5! + [Si,f\) = {Suf}. 

The second part of (z),(zz) and (zzz) follows by direct computation; (iv) is an imme­
diate consequence of (zz), (zzz) and the Wronskian identity 

( / * m + \ / 2 n + 1 ) = (n-m)f2zrn+n+1. 

The Virasoro relations (v) follow immediately from (iv), whereas (vi) follows from 
the argument: 

[{Si, fzm+1 },{Si, fzn+l }} = (n-m){Su f z

m + n + 1 } 

16(hi, hi) = h\h'2 — h2h[ denotes the Wronskian 
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= {n-m){{S1,fzm+n+1},fh by (it;) 

= (n-m)^ai{{S1,fzm+n+1},zi} 
i>0 

= (n-m)J2ai{Sufzm+n+t+1}, by ( m ) 
i>0 

ending the proof of lemma 4.3. 

Lemma 4.4. Consider the function space H = {..., z~l, 1, z,...} with a real inner 
product (u,v)p = faUvpdz, —oo < α < b < oo with regard to the weight p, 
with p(a) = p(6) = 0; also consider an arbitrary function f = Σΐ>οαίζ1 with 
f(a)p(a)am = f(b)p(b)bm = 0, for m G Ζ . Then the first-order differential operator 
from 7i to Η 

is skew-symmetric for ( , ) p if and only if S taies on the form 

( 4 . 2 2 ) s = f ± ] / ü = { s i , f ) , + 

So, the operators { 5 i , 2 m + 1 } and { S i , / z m + 1 } , for m G Z 7 form representations of 
Diff(S1) in the space of skew-symmetric operators so(H, <, >p). 

Proof: First compute the expressions: 

(Su,v) = j f^-vpdz + j guvpdz 
Ja dZ Ja 

rb ^ rb 

= uvfp la - / u—(vfp)dz+ / guvpdz 
Ja CLZ Ja 

= Ja pu^i-faf + # ) ( H ] ^ , u s i n g fp(a) = /p(&) = 0 

and 

(u, Sv) = PuUj~z + g)vdz. 

Imposing 5 skew, i.e., (Su,v) = {% STv) — —{u) Sv), leads to the operator identity 

in turn, leading to g — \p~l(f P)'\ thus S takes on the form (4.22). The last part of 
the proof of Lemma 4.4 follows at once from the above and Lemma 4.3 (iv) and (v). 
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Lemma 4.5. Consider the above inner-product (u, v) in the space H+ — { 1 , z, z2,...}, 
for the weight ρ having a representation of the form 

(4.23) J- = = ) . 
Ρ Σί>ο <nz% f 

Let H+ have an orthonormal basis of functions fc>o; then the operators 
{Si, fzm+1} for m > — 1 are maps from 7ί+ to H+ and its representing matri­
ces in that basis (i.e., (({Si, /£m + 1}<Pfc,¥>*))μ>ο)> for m > — 1 form a closed Lie 
algebra C s o ( 0 , o o ) 1 7 . 

Remark: The operators {Si,zm+l} do not map in H+. 

Proof: The operators, 

{Si,fzm+l} = {{Suf},zn+1} :H-+H, for m > - l , 

which are skew-symmetric by Lemma 4.4, preserve the subspace H+, since by virtue 
of (4.22), 

(4.24) Μ . , ^ ψ . , ^ ψ 

contains holomorphic series / and / ; — h, by (4.23). In a basis of functions (</?fc)fc>o, 
orthonormal with respect to ( , ) p , the corresponding matrices will also be skew-
symmetric. 

Proof of Theorem 4.2: According to Lemma 4.5, the operators 
(4.25) 

map H+ into 7i+ and form an algebra with structure constants: 

(4.26) [Tm,Tn] = (η - πι)Σα&τη+η+%, m,n> - 1 . 
i>0 

Under the map φ (Theorem 2.2), the operators T m get transformed into matrices 
Vm = 0 ( T m ) , such that 

(4.27) TmV(t,z) = VmV(t}z)i 
1 7 so(0, oo) denotes the Lie algebra of semi-infinite skew-symmetric matrices. 
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namely (see footnote 15) 
(4.28) 

Q : = v-x = 0(T_O = ^ ( { ^ ^ \ ^ ' / o } ) = <̂> ( / o ^ + 2 o ) = Mfo(L)+g0(L) 

and 

(4.29) Vm : = 0( r m ) 

= 0 ( { T _ 1 ; ^ + 1 } ) 

= <f>(zm+1T_1 + ±[T_uzm+1}) 

= ^ m + 1 T _ 1 + i [ / o ^ , ^ + 1 ] ) 

= 0 ( ^ T _ 1 + ^ / o z m + 1 ) 

= + ! ^ ± i L m / o ( L ) 

i>0 *>0 ^ ^ i>0 

= £ a ; ( M L * + m + 1 + i + m + 1 j / + " ) - ] T ^z/ + m + 1 , 

where we used 

»>o 2Po 1 i>o 

In addition, according to Lemma 4.5, the ^-operators Tm are skew-symmetric 
with regard to (, )o and thus form a representation of D i f f ( 5 1 ) + 

TM(S*)+ — 80(H+, (, >o) := { t e ^ " M Τ " 1 " 0 P e r a t ° r S } > 

with structure constants given by (4.18). The components e^tiZ%pn(t^ζ), η > 0 
of Φ(ί ,ζ) form an orthonormal basis of 7 i + , (, ) 0 , with regard to which the oper­
ators T m are represented by semi-infinite skew-symmetric matrices; i.e., the anti-
homomorphism φ restricts to the following map 

φ : so(H+, (, )o) — • so(0, oo) (anti-homomorphism). 
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Hence the matrices Vm, m > — 1 are skew-symmetric (i.e., (V^b = 0) and thus, 
using (4.29), we have 

(4.30p = V m * = - ( V m ) i , * 

= (j2^(MLi+m+1 + i + ™ + 1Li+m)t> - Σ bi(Li+m+1)b) Φ. 

\i>0 ^ i>0 ̂  J 
In the final step, Theorem 3.2 and Corollary 3.2.1 lead to the promised r-constraints 
(4.21), modulo a constant, i.e., 
(4.31) V^rk = cffrk m > - 1 , k > 0. 

By (3.27), this constant is independent of fc, i.e., 

rW = r(o). 

upon evaluating (4.31) at fc = 0 and upon using r 0 = 1, we conclude c$ = 0, 
yielding (4.21), as claimed. Finally the map 

Tm\—>Vm, m > - 1 

is an anti-homomorphism (modulo constants) by Lemma 3.1; we also have 

(4.32) φ : [T-ltz] = fo(z) .— [L,Q] = /0(L), 

which is the "string equation", concluding the proof of Theorem 4.2. 

Remark 4. : Note that, if /J"1 = α»^*, the map 

(4.33) Tm » T m = Σ äiTrn+i, m > k - 1 
i>-k 

sends T m into the standard representation of Diff(S r l): 

(4.34) [ T m , T n ] = (n - m ) T m + n , m ,n > fc — 1, 

according to Lemma 4.3. 
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Example. In the next section we shall consider the classical orthogonal poly­
nomials; we consider here, for a given polynomial q(z), in the interval [a, b] the 
weight 

p0=(z-a)aeqM(z-b)ß, with / 0 = (z - a)(z - b) and a , / ? e Z , > l . 

It implies that (see footnote 15) 

/ο(α)ρο(α) = / 0 (6)ρο(6) = 0 

and that both fo and 

9o = - 7 ; = z ο ν ^ ? + r) 0 5 

2p 0 2 ζ — α ζ — 6 2 

polynomial. Then Ç) = Mf0(L) + go(L) is skew-symmetric and = fo(L). The 
Virasoro constraints (4.21) are then given by a finite sum. 

5 Classical orthogonal polynomials 
It is interesting to revisit the classical orthogonal polynomials, from the point of 
view of this analysis. As a main feature, we note that, in this case, not only is L 
(multiplication by z) symmetric and tridiagonal, but there exists another operator, 
a first-order differential operator, which yields a skew-symmetric and tridiagonal 
matrix. It is precisely given by the matrix Q\ 

The classical orthogonal polynomials are characterized by Rodrigues' formula, 

Pn = ^ - ( ^ ) η ( Ρ θ Χ η ) , 
Knp0 az 

Kn constant, X(z) polynomial in ζ of degree < 2, and po = e~v°.Compare Ro­
drigues' formula for η = 1 with the one for gQ, ( see theorem 4.2, footnote 15) 

which leads to the natural identification 

go = ~~Pi and fQ = X 
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and thus 

T-1-fod~z+9°-XTz + ^'XTz+
 2 · 

Since both (degree X) < 2 and (degree (X1 — XVq)) < 1, as will appear from the 
table below, we have that T_ 1 ? acting on polynomials, raises the degree by at most 
1: 

T_ipfc(0,z)= Σ QkiPi{0>z), 
i<k+l 

while, since Q is skew-symmetric, 

(6.1) T^pk(0,z) = (Qp(0,z))k = -Qk,k-iPk-i(0,z) + Qk,k+ipk+i(0, z), 

together with 

(6.2) zpk(0,z) = Lfc_i ) f cp f c_i(0,z) + Lk,kpk(0, z) + Lk}k+1pk+1(0, z). 

This implies at the level of the flag 

. . . D Wt_x D Wt = span{(*) f c , ( Φ ) Λ + 1 , . . . } D D . . . 

that 
zWlcWl_x and T . ^ c W i , 

Thus the recursion operators ζ and T_i serve to characterize the flag and so the 
wave vector Φ. It is interesting to speculate on considering "(p, #)-cases", where, for 
instance, 

zpWtcWi_p and T . ^ C ^ . 

The existence of two operators, a symmetric and a skew-symmetric one, both 
represented by tridiagonal matrices, probably characterize the orthogonal polyno­
mials on the line. Related, it is interesting to point out a conjecture by Karlin and 
Szegö and a precise formulation by Al-Salam and Chihara, were classical orthogonal 
polynomials are characterized by orthogonality and the existence of a differentiation 
formula of the form 

f0(z)p'n(z) = (αηζ + βη)ρη(ζ)+'γηρη-1(ζ).. 

We now have the following table: 
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Hermite Laguerre Jacobi 
e~v°^dz e~z2dz e~zzadz (1 - z)a(l + zfdz 

(a, b) (-00,00) (0,oo) (-1)1) 

Γ - ι = / ο ^ + 5 ο i - z zfz-\{z-a-l) (l-z")£ 

-l((a + ß + 2)z + (a-ß)) 

string [ i ,Q] = l = £ [L,Q] = 1 - L 2 

equation 

We now give a detailed discussion for each case: 
2 

(a) weight e~z dz. 
The corresponding (monic) orthogonal Hermite polynomials satisfy the classic relations 

η _ „ d „ 
zPn = 2Pn~l + P n + 1 ' a n d

 ~&z

Vn = nPn-1' 

Therefore the matrices defined by 

η „ „ , d x „ η „ 
Zpn = g Pn-l + Pn+l ( ^ ~ *)Pn = ~Pn -1 ~ Pn+1 

can be turned simultaneously into symmetric and skew-symmetric matrices L and Q = 
M — L respectively, by an appropriate diagonal conjugation. The string equation reads 
[L, Q] = l and the matrix integrals rn satisfy 

V&°Tn - (4?> + 2nj£> - 2JSX2 + n 2<5m , 0)r n = 0, m = - 1 , 0 , 1 , . . . 

upon using formula (7.12) for ao = 1, &i = 2 and all other a;,&; = 0; this captures 
the original case of Bessis-Itzykson-Zuber and Witten []; Witten had pointed out in his 
Harvard lecture that M — L is a skew-symmetric matrix. 

(b) weight e~~zzadz. 
Again the classic relations for (monic) Laguerre polynomials, 

zpn = n(n + α )ρ η _ι + (2n + a + l)pn + pn+i 

z-^Pn = n{n + a)pn-i + npn 
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yield symmetric and skew-symmetric matrices L and Q, after conjugation of 

zpn = n(n + a)pn-i + (2n + a + l ) p n + p n +i 

(22;- (2: - α - l ) ) p n = n(n + α ) ρ η - ι + 0.p n - p n + i . 

Setting gl\ = 1, 60 = — a, &i = 1 and all other α» = 6* = 0, yields 

V ^ n ) r n - (JW + 2 n J « + aJ$ - J^\x + n(n + a)(5m,o)r n = 0, m = 0,1,2, . . . , 

and the string equation [L, Q] = L; this case was investigated by Haine and Horozov [HH], 

(c) weight (1 - z)a(l + z)ßdz. 
The matrices L and Q will be defined by the operators acting on (monic) Jacobi polyno­
mials 

Zpn = A n _ i p n _ i + Bnpn + p n + 1 

, 1 α + β, 1 o N d (foPo)\~ A 

with 

. _ 4n(n + α + /?)(n + q)(n + ft)  
n _ 1 ~ (2η + α + /?) 2(2η + α + /? + 1)(2η + α + / ? - 1 ) 

(2η + α + /?)(2η + α + /3 + 2)' 

Setting 

ao = 1,01 = 0,02 = - 1 , bo = a — ß,bi = a + β 

and all other Oj = fr,- = 0 leads to the constraints 

( J ^ - J ^ 2 - 2 n j £ l 2 + 2 ^ 

and the string equation [L,Q] = 1 — L2. Gegenbauer (α = β = λ — 1/2) and Legendre 
(α = /? = 0) polynomials are limiting cases of Jacobi polynomials. 

6 Appendix: Virasoro constraints via the inte­
grals 

The Virasoro constraints for the integrals can be shown in a direct way: 
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Lemma A . l . Given f0(z) = Σ^>0 ajZ*, the following holds for k > — 1: 
( A l ) 

de ε=0 ^ K ^ ^ u d t i d t j dtr+k J 

where d/dtj — 0 for j < 0. 

Proof: We break up the proof of this Lemma in elementary steps, involving the diagonal 
part of dZ, i.e., 

dZ — dz\... dznA(z)2x angular part. 

At first, we compute for k > 0: 

= 2a— \ogA(z1 +aezk+1,...,zn + αεζ*+1) 
σε e=o 

= 2α f £ 4*j + (n-l) Σ 4 ) - <™(n - l)<5fc>0 

^ ~i+j=k l<a<n / 
i,j>0 

and for k > — 1 

= « | Π ( 1 + ^ + 1)4)|ε=0 

= α(* + 1) Σ & 
1<α<η 

Note that both expressions (A.2) and (A.3) vanish for k=-l. Also, we have for k > 1, 

2 1 <i<oo 
V S—P Kot<n 

(A4) — y—T7i = 2

1 < Ç , < 44+ Σ 4 
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and 

Σ Mi 
β 1 <ι<οο 

(Λ.5) ( 2 n — l o g ) e = 2 n ^ z\. 

Summing up (A.2) and (A.3) yields for k > 0: 

Ση fc-fl d ( ^ 
^l^{z)dZl...dzn \ . • 

- ^ - ^ ^ = a 2 Σ 4 4 + (2n + A; - 1) V * £ - n ( n - l ) $ f c ; 

V i,j>0 / 
this expression vanishes for k = —1. This expression equals the sum of (A.4) and (A.5); 
thus 

1 <i< oo 
g 1<α<η 

establishing Lemma A.l . 

Theorem A.2. Let the weigM po = e~v° have a representation (not necessarily unique) 

of the form 

y, _ Σί>ο b%z% _ ho 

° ~ Σ<>0α<^ " fo' 
Then the matrix integral r n = satisfies the KP equation, and Virasoro-like con­

straints: 

Σ («ΛΑ + 2« 4lin + ̂  4în) " + » ^ffm+l)) T " = 0 ™ É i ™ ^ ~ h 

i>0 

Proof: Shifting the integration variable Ζ by means of 

Z ^ Z + e / 0 ( Z ) Z m + 1 , m > - l 

and using the notation 
Φ(Ζ) = e - ^ v & c z j + s t i T r z ^ 
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we compute, since the integral remains unchanged, that 

0 = # / e£^zm+1é<S>(Z)dZ 

de JMn ε=ο 

= — ί 6-Τννο(Ζ+εΜΖ)Ζη+1)£Υ^^ιΤτ(Ζ+εΜΖ)Ζ^+ιΥεεΜΖ)Ζ^^^ 

de JMn ε=0 

= — ί ee(-TrVi(Z)MZ)Zm+1+J2ZieteTrMZ)Z^e)+0(e2)^z)eefo(Z)Zm+^dz 

de JMn ε=0 

= ί (-Trho(Z)Zm+1 + f]eteTrfo(Z)Zm+e 

JMn V ti 
+ ΣΩ*( Σ ßTßT + 2nßi + n%+m))HZ)dZ 

using Lemma A.l. 
= ί (-^2biTrZi+rn+1  

J m " \ i>0 

OO pß p. \ 

i>0 \ = 1 a+/?=i+m Ö t a Ö t ß ™*+™ Ί 

= I \ - Σ bi7ü~ nb06m+i 

JMA i>Q,i>-m-l Mi+m+l 

= Σ + 2"'ffi» + * 2 4L) - Wffm+i + "'ffm+i)) τ»> 

ending the proof of Theorem A.2. 
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