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SPECTRAL ASYMPTOTICS FOR THE 9 ̂ NEUMANN PROBLEM. 
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Laboratoire Associé n° 305 
Campus de Beaulieu 
35 0U2 - RENNES CEDEX 

0- INTRODUCTION. 

. With the rather extensive study of the 3-Neumann problem (see for instance 

Hormander [ 5 ] , Folland-Kohn [ 3 ] , and the references there) it may be of some 

interest to give an asymptotic formula for the eigenvalues of this self adjoint non 

elliptic boundary value problem. 

When considering the problem on Q C fljn we have (in a sense which is made 

precise in [ 9 ] ) : 

(0.1 ) N(X) ^ c i ; X n + B(X) 

where denotes the number of eigenvalues less or equal to X, c^ is the "usual 

interior constant" for elliptic problems, and B(X) measures the contribution of the 

boundary .For elliptic boundary value problems it is well known that B(X) is negli­

gible in front of the interior term, while for some degenerate problems the opposite 

phenomenom is occuring (see for instance [10] , [12] , , . ) , Here, using min-max argu-

ments, one can show, when is a C manifold, that B(X) is equivalent to the coun­

ting function N, (X) of the eigenvalues of a pseudodifferential operator on the boun-
D 

dary 3ft. When this operator is subelliptic with loss of one derivative (and in our 

case, that means that condition Z(q) is satisfied), one could make use of the results 

of Menikoff-Sjostrand [8] (suitably extended to systems) and obtain that 

(0.2) N b(x) * c b X n 
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So it appears that for the 3-Neumann problem the "boundary term B(X) has 

the same order of growth as the interior term X n , and one can expect a formula 

of the kind 

(0.3) N(X) * (ci + c b)X n 

However, using the ideas of [ 11 ] , we will give in this paper a self con­

tained and indepndant proof of (0.3), the main interest of which being that it does 

not require 8ft to be very smooth (C will be sufficient). Also we will localize (0.3) 

and show that the spectral function satisfies (see section 2 for a precise statement): 

/ •00 . 

(O.U) tr eU;z,z) * C Q \n + X n + 1
 e ~ 2 X T d ( z ) 2x c(z,t )dT 

' 0 

where d(z) denotes the distance of z S ft to the boundary 8ft ; the constants c^, c^, 

C q and C ( Z , T ) occuring in (0.3) and (O.U) will be explicited in sections 1 and 2. 

1.- STATEMENT OF THE RESULT. 

For a detailed presentation of the 3-Neumann problem we refer the reader 

t° [ 3 ] 5 [ 5 1 (see also the references given there) We just recall now what is ne­

cessary for our purpose. 

Let Q be an open set in (Cn whose boundary is of class ; we note 

z = x+iy the points in <En , and dxdy the Lebesgue measure ; (En ^ R 2 n is equipped 

with the Euclidian metric and dS in the induced measure on 3Q. Furthermore we select 
2 

a C real valued function <j>, such that (j> < 0 in Q, ()> = 0 and d<J> 4 0 on 

We shall note L2(ft;q), Hk(ft;q), C°°(ft;q) . . . etc the spaces of (Q,q) forms 

on Q, 

•(1.1) u = I U j d Z j 
|j|=q 

P Tr 0 0 

with L (ft), H (Q), C (ft)...etc coefficients. Also we set : 
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||u||2 - 2 * , 7 ||uJ||2
2 

L 2(n;q) |J|=CL J L2(i2) 

Here and below J is an ordered sequence (j^ ,...,<]^) with 1 S < j'2<... 

< ^ n, of length q = |j| ; in the sequel we shall note {J} the subset (j^-.-jj } 

of {1,...,n}. 

The operator 3 acts from C (ft;q) into C (ft;q+l) and its formal adjoint, 

Gfrom C°°(ft;q) into C°°(Q;q-l). 

For u and v in C°°(ft,q) we set : 

a(u,v) = (3u,3v) + (0u,0v) p 

Ir(ajq+1) l/(Q Tq-l) 

and 

Q(u,v) = a(u,v) + (u,v) 

Let a(0')(z,£) be the symbol of 0 and let D(ft;q) be the space of the 
oo _ 

u 6 C (ft;q) satisfying the boundary condition : 

(1.2) a(9)(z,d<J>(z))u(z) = 0 Ifz e 3fi. 

2 
At last let V(ft;q)Q>L (fl;q) be the completion of D(Q;q) for the norm 

1/2 - ' . (Q(.,.)) . Then the operator a on (o,q)-forms is the operator associated via the 

variationnal method to the space V(Q;q) and the sesquilinear form a : 

a(u,v) = (CJu,v) p 

IT(n,q) 

for u in the domain of • and v in V(ft;q). 

A classical manipulation shows that for u and v in D(ft*,q) one can write : 

(1.3) a(u,v) - 2* +f- 7 IZl) + 1 I ( c
J } K u J - K d S ) 

<|u<j,n 3z d 3z 2 | j | = | K|= q
J3fi J 

l|j|=q J IT.(n) 
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where the c T v
 !s are continuous functions on and satisfy c T ~ = c^ T. For each 

z € dQ let T be the (n-1) dimensional space of the holomorphic tangent vectors and z 
let i / ^ be the restriction to of the hermitian form defined by the matrix z z 

^ CJ K^|J|=|K|=q ' n o ' t e ' t h a' t C a n t e i^rinsecally defined by a formula : 

L ( q )(A,B) = < X ( q ) , A A B> , A . B S A ^ 
Z Z 'v z with = 2 3 ( — — 3<j>), a n d < $ ^ = + - au ..Au>AJ^ 1 ̂  where the sign depends only z ij.i z - q! /\ /\ '\ z |d<j>| * n 

on q, and where there are q-1 products of the metric form OJ = £ dz-*dz-. 
j = 1 J J 

Recall that L = is called the Levi-form at z £ 8Q. z z 

Now .our basic assumption will be : 

CONDITION Z(q) : at each point of the Levi-form has at least n-q positive eigen­

values or at least q+1 negative ones. 

It will be shown that if Q is bounded and satisfies condition Z(q), then 

the embedding V(ft;q)a-*L (Q;q) is compact, and then the spectrum of • (which is 

clearly self adjoint and non negative) is .discrete. In that situation we note N^(X) 

the number of eigenvalues of • (on (O,q)-forms) less or equal to X. 

THEOREM 1 : Let Q be a bounded open set in whose boundary is of class and sa­

tisfies condition Z(q) for some q $ n. Then3 as A*-* we have : 

(1.4) N (\) = Xn { (n) m e a s Q + f c(z)dS + oil) I 

? I * (2Jl)n n! hn J 

with a(z) = 0 if q = n and o(z) given when q < n by : 

f~ -xL(q) -Ttr~L - T | L I -
(1.5) o(z) = tr(e z )e zdet{x\L \ (l-e Z f^dx. 

2. '(2*)n n! Jo 2 

In formula (1.5) tr is the sum of the negative parts of the eigenvalues 

of L , |L | is the non negative square root of L*L , and f(s) = — - — is seen as an 
Z Z Z Z ~"S 

1-e 
holomorphic function near the real axis, so that f(r|L |) is well defined. 
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REMARK 1 : When q = n, condition Z(n) is always satisfied, and the operator a is 

known to be elliptic with elliptic (Dirichlet) boundary condition ; in that case 

formula (1.U) is well known so in the sequel we shall always assume that q < n. 

REMARK 2 : Let $ be the set of the sequences J of length q such that n £ {J}. If 

^ are the eigenvalues of the Levi-form, then the eigenvalues of are : • 

(1.6) ^ - I ji, , J < 

n -1 

and setting Mj = Uj + tr~L z = Uj
 + I Max(0,-Uj)> we see that (1.5) can be written : 

i „ r00 _ T » T

 n _ 1 T l u i l 

(1.7) c(z) = 7 e J n ( r-r) àT 

2(2n) nn! J ^ V J o j-1 ^ - ^ j l 

Note that condition Z(q) is precisely equivalent to the fact that > 0 

for all J € so that it is now clear that the integral ( 1 . 5 ) defines a continous 

function on dQ. 

Before beginning the proof we recall the very important following result: 

THEOREM (Edrmander [ <=> ]) : if Q satisfies condition Z(q) then for any z° e there 

are a neighborhood & of z° and a constant C such that : 

(1.7) I \\^\\2

2 + I f Wj\2
 * 0 Q(u,u) 

for all (0,q) forms u € C*(&iq) supported in Q n 6-

In fact, in [ 5 ] this theorem is proved either when Q is strongly pseudo-

3 

convex or when dQ is of class C , but it can be easily extended to the case where 

3Q is of class C 2 ; for the case where that would not be already written in the lit­

térature we shall briefly discuss that point in the appendix. 

At last let us point out the following simple consequence of this theorem : 

2 
if u € V(fi;q), then u has a trace on dQ which belongs to L (3ft), and (1.2) holds a.e. 
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2.- REDUCTION TO THE BOUNDARY. 
n 2 

In the remainder of the paper is a given open set in (C with C boun­

dary satisfying condition Z(q) for some q < n. As a differential operator in ft, 

u is given by (cf. (1 .3)) : 

(2.1) o ( Y U j d S j ) - - I J U u j J d S j 
I J I=q I J I=q 

and a being elliptic and smooth it follows that the spectral function e(X;z,w) (i.e 

the distribution kernel of the spectral resolution E(X) of a) is C°° on Q x Q. To be 

clear, we recall that we are dealing with a system and that e(X;z,w) is then a C 

function on Q x ft, valued in the space of linear operators in the (̂ ) dimensional 

space of the (O,q)-co-vectors. 

From (2.1) we deduce immediatly, using a very classical result [k ] , that 

for z € Q : 

(2.2) lim X~ ntr e(X;z,z) = (°) ( 2 n ) " 2 n f « = (*) 3 
x - +« q J { 5 e e 2 n / U | 2 ^ 2 } q ( 2 n ) V 

Furthermore the convergence is uniform in z if z remains in a compact set 

contained in Q. ' 

Moreover, if we denote by d(z) the distance of z € Q to 3Q, for each 6 > 0 

there is such that : 

(2.3) VX > 0, Vz € fl, d(z) 5 ^ : 0 ^ tr e(X;z,z) S C ^ 1 1 

Because the boundary value problem is non elliptic, this estimate is pos­

sibly not quite classical, and for the sake of completeness a very short proof will be 

given in the appendix. 

The main problem is of course to study the spectral function near the 

boundary, and we will prove : 

PROPOSITION 2,1. : For z° € and for 0 < 5 N< 1 we have : 
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-1/? f 

(2.>0 lim {\ " |tr(e(A;z,z) - g(X;z,z°)|dxdy} = 0 

with g(X;z,z°) = X n + 1 f V 2 A T d ( z ) 2x C ( T , Z ° ) dr 
d(z) denoting the distance of z ̂  Q to 3(], and C ( T , Z ° ) being a positive continous 

/ •00 

function such that c(x,z ° )dT = c(z°) where c(z°) is defined in ( 1 . 5 ) . 
J o 

A consequence of (2.U) is that ; for some C > 0 : 

( 2 .5 ) 7r tr(e(X;z,z)) dxdy ^ C 
^ J | z - z ° U < 6 M 

but we will also prove : 

PROPOSITION 2 . 2 . : for each compact set J C 3G, there are C, A , <5Q such that ( 2 . 5 ) 

holds for X > X , 6 < 5 q ; z° € £. 

Indeed it could be proved that the convergence (2.U) is uniform in z° 

but the weaker and easier result of proposition 2 . 2 is sufficient for our purpose. 

PROOF OF THEOREM 1 : Q is assumed to be compact and near 3ft there are local coordi­

nates z = (<J,t) with a S 3ft and t = d(z). Then dxdy = p(a,t) dS (a) dt with p(a,o) = 1. 

We choose 6 small enough such that \a - z°| ^ 5 a n d o < t < 6 i m p l i e s 

|z - z°| * V / j . 

Note that g(X;z,z°) only depends on t and 

i*^//x r°° o^yT 
(2 .6) g(A;z,z°)dt = X n c(x,z°) (1 - e " 2 6 / X T ) d x 

; o J o 

The dimension of Q is 2n~1 and there are constants < such that : 

(2.7) C- X" n ^ X 2 dS(a) 4 C 0 x " 

and with (2 .6) it follows that : 
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4 r l rV/r 
(2.8) lim {X 2 dS(a) g(X;z,z°)dt - X c(z°) } = 0 

Because c is a continous function we can replace in (2.8) c(z°) by c(a) ; 

then making use of (2.8), propositions 2.1 and 2.2, and integrating in z° € 3Q we 

get : 

X dS(z ) dS(a) tre(X;z,z)dt - X c(a) + 0 
J | a - z ° | < 6 ^ J 0 

Therefore with (2.7) and because p(a,o) s 1, it follows that : 

n f f 

(2 .9 ) X" tre(X,z,z)dxdy > c(a)dS(a) 

Now theorem 1 follows immediatly from (2.2) (2.3) and (2.9) (included the 

compactness of the embedding V(Q;q) L (Œ;q)). 
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3.- REDUCTION TO A PERITOBATION PROBLEM. 

The main idea of this paper is to rake use of dilations near the boundary 

in order to transform the asymptotic study into a perturbation problem, 

Fran now on z° is a given point of 8Q and after a unitary change of coor­

dinates we can assume that z° = 0 and that, near z°, is the set of points 

z = (z1, z ) € c 1 1 " 1 x C such that : n 

(3.1) Im z n > *f (z\ Re z r ) 

where *f (z' ,r) is a C real valued function such that ^ (0) = 0 and d *f (0) = 0. We 

can also assume that the Levi-form at z° is diagonal that is : 

3 2 1 
(3.2) \ - (0) = ̂  y. 6. . for l < j, k « n-1 

j k ^ 
(6. , is the Kronecker's symbol). 

Near z° we consider the following set of antiholcraorphic vector fields : 

f L ' 
n az 

n 
(3.3) 3 

Lj = ^ " ~ a J ( z S ReZn]JT *>r j = l,...,n-I 
J ] J n 

with a. = 2i (1+iHr1!!- * 

We also orthonormalize the L! fs and get an orthonormal set L ^ , — ,L n 

of antiholcmorphic vector fields with L^,... / L
n.j_ tangent to dQ, : 

f n-l 
L j = ^ a J , k ( z ) K for j « n-l 

(3.4) 

L n " j x
 a n , k ^ K 

The coefficients a. , are C 1 functions (near z°) and satisfy : 3 , k 
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a^ k(z) = /2 5 ^ k + o(|z-z°|) if j < n-1, k $ n-1 

(3.5) 

New we flatten the boundary by considering the foliating change of varia­

bles : 

2 = ^ ' ' V ~ > < ( z ) = ( Z ' ' S n ) 

(3.6) 

where ^(2' ,r) is the following real valued function : 

(3.7) *(z',r) = Re {J ^Tf(O) y > " In { .1 ¿ ^ ( 0 ) zz}, 
j<n j J j<n 3 ~k J 

k<n 

Let us call O" a neighborhood of 2°, such that k is a C^-diffecmorphism 

from C onto O"^ = <(0) ; . shrinking CT if necessary we can assure the L 1 j ' s are defi­

ned on C. In the sequel we shall note z = t + is. 

Let M'j be the linage of L'j under k . With (3.2) and (3.7) we see that : 

(3.3) 3 

,,, 3 ^ 1 „ 3 ^ 1 3 
M n = 3 T + 2 B n E + 2 T n 3 i 

With : 

Si(z',t,s) = 2 H-(z',s) - a. (z',t) (l+i |i) = V..Z. + o ( | z • | )+o( |z |) 

J tf^j j c>r J J xl 

(3.9) 8n(z',t,s) = i |^(z',s) 

Yn(z',t,s) = i |£(z' ,t) = 8 n(z
,

/t /s) + o(|z'|) + 0(|z n|). 

Fran now on we drop the tildas, no confusion being possible between func­

tions or operators in the new or old coordinates, and in the new ones we introduce 

the dilations : 
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(3.10) h (z',z: ) = (pz\p 2z ). 
p n n 

If we set M ' j ^ = i (h ) A Mj we get frcm (3.7) : 

» ' j . . - ^ + ï « i . p l E f 0 r j < n 

< З Л 1 ) L . ± л , i a i. 
n,p p 3 Z n 2 йп,р 3t 2 Yn,p 3s 

where 6 • = P S .oh 1 and y„ = p y oh""1 are defined on О" = h (Ûi) . Fran (3.9) 
D ,P D P n,p n p p p 1 

one iiriTiediatly gets : 

LEMMA 3.1. : for any б > 0, 0"p contains the set {z G с 1 1 / |zf | ̂  6, |z n| £ p<5} if 

p is large enough. On this set the functions у and S>. for j = l,...,n are 
П,Р J rP 

bounded as well as their first order derivatives with a bound indépendant of p. 

Furthermore on canpact sets we have the following convergences as p — > +°° : 
def 

D/p 3 az'j 2 ud z 3 at 

M 1 - (p + 8 n ) t | > 0. 
n,p n,p 3z n 

Similarily we define M. = -(h ok) L. (for j = l,...,n) and fron (3.4) 
D / Р Р P * 3 

(3.5) and lemma 3.1 we deduce that Mj p — > ¿2 Zj for j < n and M n p ^ /2p -̂ J— 

(this will be made more precise in lenna 6.4) . 

Now we go back to the Э-Neumann problem ; first we introduce 

the orthonormal dual basis of L^..,,^ in the space of (0,1)-forms ; as usual, if 

J is the ordered sequence (^,...Ост) w e set Wj = w. • If u is a (0,q)-form 

with support in. CFTl we can write it in the u>j1 s basis : 

(3.12) u = У Uj аз j 
|Jrq 

and then : 

(3.13) ||u||2
9 = I ||u T|| 2

9 

LZ(ft;q) |j|=q IT (ft) 
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In the decomposition (3.12) the boundary condition (1.2) becomes : 

(3.14) uj-|-3ft = 0 v * l f i n f i v e r n e ^ 

We note Q = h ок(гЯй = {z e Qr Ire > 0} and we introduce the follo-
P p P n 

2 2 wing unitary operator fron L (flfl©) on L (fi ) : 

(3.15) 3 ^ f = p - ( n " f " 1 ) (|det d^ j" 1 / 2f) о ^ о к ) " 1 

With the decomposition (3.10) we extend jC acting component by ccrriponent 
n ^ 

fron L 2(GnQr; q) on the space (L 2(Q p) ̂  which will be noted ^ 2 ( Q p ; q) . We also 

introduce ; q) the image under % of the space of the u £ V(ft,q) with support 

contained in ПпО". 

For u and v in 1>"(ft ,q) we define : 

(3.16) a(u,v) =4> a й Г ^ Л Г ^ ) 
p z p p 

P 

and fron (1.3) it follows imnediatly that a p has the form : 
f 

a n (u,v) = I (M. u T, M. л v ) _ + 
P 

(3.17) ~ I (M. u , a . v K) ? + ( a . uu, M. v ) 0 + 
P J,J,K 3'° J 1IJ**IQ IT(flp) 3/.JfK,p ~K з,р J L

2 ( Q p ) 

"T I ( 3 j к о u 7 ' V 2 + E f ( ут тс о u - V dx'dy'dt. 
p Z J,K J ' K ' P J К 1 Г ( Я р ) J,K J J ' K ' P u K | S < ) 

where the a . - T , , 8-r „ and y-r т г are continuous functions on Cr , bounded j,J,K,p J,K,P J,K,p P 

uniformly for p >, 1 ; furtherirore, due to condition (3.14) the integral over s = 0 

only involves the sequences J and К which do not contain n. At last because the 

Levi-form at z° is diagonal, (see (3.2)) the matrix С т T , (z°) (f° r J a n d K which do 

not contain n) which appears in (1.3) is also diagonal (see the intrinsic meaning 

of this matrix recalled after (1.3)) . Therefore it follows that, as p goes to infi­

nity : 
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Y T v converges on caipact sets * t o 0 if J ̂  K and to y T = Y u. if 
(3.18) J ' K ' P J j4j 3 

jj = K. 

Fran the main estimate (1.7) we deduce that if 0" is small enough. There 

is a constant C such that for all p ̂  1 and u € lT(a ; q ) : 

«- 1 9» £ I I V > * l £ • I j l a , ! ^ C ( a o ( u , u ) tij||u||j 2 ( % )) 

Now we go to the limit as p -> +«. Fran (3.19) and the equivalence 

M' ^ /2 p ~=~ , it is clear that on the "limit soace" we must have | S - = 0. tee 
n,p o Z j * dZ~ 

precisely, noting the half space Imz n > 0, we define /̂(<c£,q) to be the space of 

the ( U j ) | j | = q e (H 2 (C^) ) ^ with compact support in the Z'-directions, satisfying : 

(3.20) -̂ Jr- uj = 0 for all J 
n 

and also satisfying the boundary condition, analogous to (3.14) : 

(3.21) uj|imz =o = 0 w h e n e v e r n e {J>-
' n 

In fact, with (3.20), (3.21) is equivalent to : 

(3.21) 1 uj = 0 when n € { j } . 

On <2)(C^ , q) we define the following sesquilinear form : 
n-l r. 

(3.22) a (u,v) = I {2 I (Z.uT, Z.vT) 9 „ + p t (uTvT) , dx'dy'dt}. 

We shall show in section 5 that a is positive. 
CO 

Let ̂  be the closure of 2) (cj ; q) in £2(<cJ ; q) and let P be the or­

thogonal projector on $f ; let O be the self adjoint operator in 7 ^ associated 
0 0 

to a ; let E (x) be the spectral resolution of D and let E (\) be the operator 
oo OO — 0 0 o o 

E The following lemma will be proved in section 5 : 
0 0 
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LEMMA. 3.2 : the distribution kernel of E (X) is a C°° (matrix valued) function 

e{\,.,.) on x and satisfies : 

R« -2 Im 
tr e (l;z,z) e 2t c(T,z°)dr 

JO 

where c(t, z°) is as in proposition 2.1. 

New the main idea of this paper is to deduce proposition 2.1 from the 

convergence "ap aj1. In order to make this idea precise we introduce a cut-off 

function Or € (0), which is equal to 1 in a neighborhood of z°, and we consider 

the operator : 

(3.23) E (X) = # 9 E(p 2X) 9 ̂ p 1 

P p 

(If we could take 9 = 1, E (X) would be the spectral resolution of an operator asso­
ciated to a ) . In terms of kernels . (3.23) means that : 

P / 

I I 
(3.24) e(Z) 9(w)e(p2X;2,w) = p 2 x 1 + 2|det d<(z) | 2 |det d<(w) | 2 e (X; h o*(-z) , h 6K(w)) . 

p p p 

From the convergence "ap + aj 1 we will deduce : 

PROPOSITION 3.3 : for any 5 > 0 and X > 0, we have : 

11m ~ | 2 i | ^ 6 |trep(X;z,z) - tr eoo(X;z,z) |dxdy = 0 
_ _ _ _ _ P " H ~ | 2 nl^p6 

PROOF THAT PROPOSITION 3.3 IMPLIES PROPOSITION 2.1. 

For each 5 > 0 there is 5' > 0 such that if |z-z° | < 6/p then w = O K ( Z ) 

satisfies |wf | ̂  5' and |w |- ̂ p6'. Therefore with lamia 3.2 and (3.24), proposi­

tion 3.3 implies that : 

l h a M |tre( p
2;z /z) - ^(p 2

; Z rz 0) |dxdy = 0 
P^+oo J p|z» Z°|<6 

g(p2;z,z°) = p 2 n +^|det d<(z) | e n ^ 2x c(x,z°)dT. 
•'o 
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Because Im z n - ^(z' / Re^) = x(z) d( z) where d(z) denotes the distance 

of z to 3Q and x is continuous and satisfies x( z°) = 1/ and because [det dK(z°)| = 1, 

it is easy to see that : 

7 , |g(p2,z,z°) - g(p2,z,z°) I dxdy + 0 
p Jp|z-z°|<5 

2 
where g(p ,z,z°) is given in proposition 2.1. 

Similarily proposition 2.2 is an iirrcediate consequence of (3.22) and of 

the following result : 

PROPOSITION 3.4 : there are 5, c and p Q such that for p >, p Q : 

tr e (l;z,z) dxdy ^ p C 
J|z'|^6 P 

|zn|*P<5 

Furthermore 6, C and p Q can be chosen independantly of z° if z° ronains in 

a canpact subset of 3ft. 

New the ranainder of the paper is devoted to the proof of propositions 3.3 

and 3.4.' 

4.- A FEW LEMMAS. 

Before going on we must prove a few preliminary results. Following [ 3] we 

introduce the norm : 

(4.1) | | | u | | i a = (|(l+ | c ,| 2+T 2) A |UU',T,S) | 2d? ldxds) 2 

where u denotes the partial Fourier transform relative to (z',t) , and where the 

integral is taken for (5 1 , T , S ) € r " x R x !R+. 

For further use we renark that if a is a C 1 function with canpact support, 

then for every | a | ^ 1 we have : 
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(4.2) I||au|I|a « C |||u|||a 

where C depends only on the dimension n and the norm of a in C 1. 

For p >/ 1 we introduce the space of the u £ L 2 (<Ê ) such that : 

(4.3) ||u||2 - |||u|| |J + p 2 IH |g- |||2 <+~. 

P 2
 n 1 

Of coarse only the norm depends on p, and we also introduce the space of 

8u 

the u € such that j^- = 0 ; is equipped with the norm | | |. | | 1. As usual 
n 

now we note w the space of the u = (Uj) |j|=q such that u^ € for all |J| = q. 

At last for 6 > 0 and p >/ 1 we note uj . the set {z e <j£ / |z • I ̂  5 , 

|znl ^ P5>. 

LEMMA 4.1 : for any 6 > 0 there is C such that for every p 1, ever/ u € V{& ; q) 

with support in w p ^ : 

(4.4) Mull2
 « C {a (u,u) + ||u||2 }. 
P p J£2(Qp ; q) 

PROOF : from theorem 2.4.5 of Folland-Kohn [3] we know that (4.4) holds for p = 1 

if (y is small enough (although they assume Q to be smooth their proof is valid 

without changing a word if 3ft is only of class C ) . Using the dilations h p we imme-

diatly get the estimates : 

M.5) III III | g l l l f I / 2 . C ^ ( u . u ) + i j hull* > 

p Z (̂ p ; q) 

for all u £ -IT (ft ; q) (without any condition on the sur̂ port of u) . 

p 

6 > 0 being given, let x 6 (C11) such that x (z) = 1 for z € m , and 

o i., 0 
x(z) = 0 for |z| i> 45 ; for p >, 1 we set X p(z

!,z n) = x(z',zn/p) so that for 

u € 4r(fl ; q) supported in oj .we have u = y u ; then frcm lemna 3.1 and (4.2) 

P p , ò ^ p 

we deduce that : 
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l i l i l í ! l l - 1 / 2 « c lH " í | l l l . v í 

I H % , 0 w l l l - w « c l l l § l l l - 1 / 2 

Therefore with (4.5), (3.11) and the main estimate (3.19) we see that : 

T I 11 Ü 7 I 11-1/2 + » 2 I I I S : 11 l?V2 « C <ae < u ' u ) + ^ I lul I 2 , 

and with (4.5) the estimate (4.4) follows. 

In order to study with more details the "convergence W -> WJ' we introduce 

the space H of the u € l 2 (<E?) such that = 0. It is easy to see that u e H has a 

trace, noted yu, on the hyperplane s = 0 and more precisely we have : 

LEMMA 4.2. : the operator 

r« 12 T 

(4.6) (R <j>) (z? , 2 ^ ) = J e n $ ( z ' f T ) dx 

is unitary frcm L 2 (C31""1 x ] o,«f ) onto H and 

* ( z ' ' t ) = 7 ^ 7 2 7 ( z ' ' x ) 

v̂ iere Jp̂ _ denotes the partial Fourier transform in the t-variable. 

The proof is inmediate and left to the reader. 

The adjoint operator R acting frcm L (<c£) onto is given 

by : 

(4.7) (R*U) (z',T) =4|^ (z\x,s)e~STds. 

and the ortogonal projector P form L2(C^) on H is P = R R*. 

Now we can state : 
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LEMMA. 4.3. There is a constant С such that for all p > 1 and u £ W p : 

i) ||(1-Р)и||иг * C Q ||u||W 
P P 

i « I I I |;(i-P)u| 1 1 _ 1 / 2 4 1 1 l^a-Piul I L 1 / 2 « c c 111 Щ-\ 1 1 . 1 / 2 

ш > l ( 1 + K , | V , ^ | T ( 1 - P ) U | 2 * " * « 4, I I I ^ M 1-1/2 

REMARK. Fran definitions 4.1 and 4.3 we see that for u € w : p 

l l|u||| 1 / 2 + Ml Ц I I L 1 / 2 « 2 |||u|||Wp 

and it follows that u has a trace y\i 6 L^C11""1 x (R) on p = 0, so Y(1~P)U is also 

well defined. 

PROOF : for simplicity we set f = 2i Щ- and v = (l-P)u. We have |~ + tv = -f and 
n 

it is easy to check that : 

(4.8) v(C ,t,s) = f f (V ,T,a)e~ ( s~ a ) x da = u(C ,t,s) where т < 0 and 

(4.Э) v(S',x,s) « e~ S T f(С',т,а)е~ат da - f K 1 ,x,a)e*^S~aj Tda 
Jo Jo 

/*°° 
= U ( C ' , T , S ) - 2t e~ S T u(S',T,a)e~ a T da 

Jo 

when т > 0. Frcm (4.8) and (4.9) we deduce the following estimates : 

rOO . 0 0 

|v(c' ,x,s) I ds ̂  |uU' , i,s) I ds 
jo Jo 

(4.10) T 2 |v(c',t,s)| ds 4 4 |fU',T,s) 2ds 
Jo Jo 

О Г 0 0 

|т| |v(ee,r,o) I ^ \%V,t,s) 2ds 
^ jo 

frcm which lenma 4.3 follows immediatly. 
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LEMMA k.h : for u € W and v 6 W we have : 
• • P 00 

Proof : with the point iii) of the preceding lemma, it is sufficient to 

notice, making use of lemma U.2, that for v G : 

j ( H , , | ^ M » ) i / 2 | r v | a a e , d T a | | | y | | , a . „ f 
J *T 1/2 oo 

LEMMA k.5 : for each f € L 2(d^) we have : 

lim f Sup |(f,(1-P )u) | / = 0 . 
P + |Mu|| t f % < 1 L 2 ( < ) J 

Proof : it is sufficient to prove the convergence when f is in a dense 
2 n 

subspace of L ((E), and it follows from lemma U.3, ii) if : 

' ^ ' 1 2 + H 2 ) 1 / 2 | ? ( c . f T , 8 , | 2 ^ , d T t a < ^ . 
|x| 

In section T we shall need another kind of information about the ̂ T s , 

namely estimates of the-n-diameters of their unit ball. Let us recall [ 7 ] that 

if B is a bounded subset of an Hilbert space H, then the v-diameter of B in H is : 
d (B,H) = Inf Max Inf ||u-v|| 

V dim G=v u^B v€G 

These estimates will be usefull in order to give bounds to the Kernels 

e^(X) (see Proposition 3.^0 : indeed let us recall that an operator T acting from 

an Hilbert space H^ into another one H, is said to be of class ^(H-j ,H) (see [ "1 ] ) 

if : 

M t | | ^ , ( i v h ) = I (d v(TH 1 5H)} p < - . -
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Here denotes the unit ball of , and this notation will be systemati­

cally used in the sequel. We also recall that if = H = L 2(fl^), any T e £^(H,H) 

is associated to a Kernel T(z,w), defined for almost every z and almost every v, 

and : 

(4.12) |T(z,z)| dxdy * ||T|I 

JC* ^(H,H) 

Before beginning we also remark that d (H.j ,H) < 6 is equivalent to the 

existence of a 6 f < 6 and of a subspace G C of codimension less or equal to v 

such that | | u | | H $ <$f||u||H
 f or all u € G. 

Now we state : 

oo 2 

LEMMA U.6. let x e C o ^ + ' a n d l e t x p ^ z f , z n ^ ~ X ( z f , ^ ) . There is a constant C 1 such 

that for all p ^ 1 and all v € N : 

Proof : for u € we extend v = ( 1 - P q ) U for s < 0 by setting v(z' = 

v(z,,t,-s) . From lemma 4.3 we deduce that : 

(4.13) (1 + U , | 2 + p 2 t 2 + p 2 a 2 ) 1 / 2 ! v ( c , , t 5 a ) | 2 d c f d T d a C q | | U | | 2 

' P 

where v^ denotes the Fourier transform of v in all the variable. Let us call X the 
P 

2 n * 

space of the u € L (<E ) such that the integral in the left hand side of (4.13) is 

finite. Using the change of variables (z',z ) (z T,z n/p) we see that : 

d v( X pX p,L 2(C n)) = d v ( X l X ^ I / V ) s< C(1 + v ) ' l A n 

the last inequality being a consequence of the results of [ 2 ] and of the fact 

that X 1 = H l / 2 ( C n ) . It follows that : 

( M M d

v ( x p d-P )W p,L 2(i;)) * C QC(1 + v ) " l A n 
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It remains to study the v-diameters of W^ ; denoting by , the Fourier 

transform with respect to the 2 1 variables, we introduce for X > 0 the operator 

in L2^"1 x ]0M ) given by : 

( ^ z , G x * ) ( ^ , , t ) = {^z'^ ( 5'' x ) when 1 + | c ' | 2 + t 2 « X 2 

= 0 when 1 + | c ' | 2 + t 2 > X 2 

The operator F^ = R G^ R* is an orthogonal projector in L 2 (c£) ; its 

kernel is C°° and with (4.6) (4.7), we get that : 

F, (z,z) = (2tt) z n + i o o o e ^ 2x d£» dx 
A Jl+|C ' | 2 +T 2*A 2 

t > o 

fron V i l i c h it follows that : 

(4.15) flxp(z) | 2 F A(z fz) dxdy $ C'p X 2 1 1" 1 

New for u € w we have : 
0 0 

(4.16) | | U - F x U | | L 2 ( ^ | | | u | | | W a > 

Because the integral in the left hand side of (4.15) is the Hilbert-

Schmidt norm of x E\ w e have : 
P X 

(4.17)' ^ ( X p F ^ L 2 « ^ ) ) 4 C'P X 2 1 1" 1 

and choosing X = (^-) 1 / / 2 n we get from (4.16) and (4.17) : 

V A . - l 2 ( < » » « 2 < c v r l / 4 n 

Because I I . I I ^ ^ I I. I L we always have d (x W , L2 (<c£)) $ 1 and because 
L 0 0 

of lamna 4.3 we have y p W c (c +1)W ; finally we have just nroved the estimate : 
P _ £ ° — 

(4.18) d v( X pP W p, L2(0^)) * C"(l + ^ ) " 1 / 4 n 

Lermia 4.6 now follows frcm • (4.14) , (4.18) and the inequality : 
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d^,. ( X p V L2(<)) .< dv,(Xp(l-P)V L 2 « E » ) ) + dv„(Xp P V L 2 < ) ) 

LEMMA h.J : let x an^ x p
 a s in lemma 5.6 and let 5 € C°°(lR) be such that C(s) = 0 for 

s ^ 1 and C(s) = 1 for s ^ 2 . We set Cj,(s) = £(s^ T). Then there is C 2 such that 

for all p > 1 and v € EN : 

LEMMA U.8 : let i|>» € C°°(Cn"1) and let *(z*,zJ = ̂ 1 ^ 1 . There is C, such that for o ii z
n
 1 3 

all v € IN : 

d ^ W ^ L 2 ^ ) ) C 3 (1 + v ) " 1 / 1 2 n 

The proofs are quite similar to the proof of lemma 5.6 and we don ft give the 

details. Let us just mention that (U.15) is to be replaced by : 

U T X p ( z ) | 2 Fx(z,z)dxdy * C I X 2 n " 2 

and 

|<Mz)| 2 F x(z,z)dxdy ^ C A 2 n"" 1 

Because ^ x p
 = 0 ^ P < C^T, it is an immediate consequence of 

that : 

d v(? Tx p(l-P )W p 5L 2(€j)) C 5(1 + | V l A n 

and for lemma U .8, (U.1U) is to be replaced by : 

d v U 0 - P )W 1 9L 2(^)) « C(1 + v ) ~ 1 / 1 2 n 

which is a consequence of : 

We end this section with the following remark : it is clear that the es­

timates of lemmas ^ . 6 , ^ . 7 , and ^ . 8 are still valid if we replace W by W and 
P 0 

L 2 ( < ) b y £ 2 ( ( C ^ q ) . 
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5.- THE LIMIT PBOBLFM. 

In this section we study with more details the operator introduced 

in section 3. We shall make an essential use of lenma 4.2 in order to reduce the 

problem to the boundary. 

We note the set of the ordered sequences J of length |j|= q such that 

n ? {J}, and ^ Q the space of the <f> = (<f>j) j € j with <frj e L 2(C 1 1" 1 x (R+). For <f> € ^ 

we define u = , q) by setting U j = 0 if n € {j} and U j = R ^ if n ^ {J}. 

Frcm (3.20) (3.21) and lemma 4.2 we see that ; q) is the image un­

der of the space 2)Q of the with canpact support in z 1 and satisfying 

T 6 3 ^ , <f>j € L 2 ^ " " 1 x ER+) for |a| + |B| < 2. Because <2)Q is dense in $? Q, it follows 

that the closure <^of ; q) in j£ 2(<cJ ;q) is simply J? 

Making use once more of lemna 4.2 we get that for u = St <j> € «S(C^ ; q) we 

have : 

(5.1) a j ^ u ) = b(<M) 

with 

and 

B. = T = r - + i u . t z. for j = l,...,n-l. 
J v Z j Z J J 

The form b is non negative on 3) ; let cB be the operator in $fQ associa­

ted to b f and let F(X) be its spectral resolution. We clearly have : 

(5.2) E (X) = <#F(X) 
CO 

PPOOF OF LEMMA 3.2. 

On C11""1 we consider for J € / the operator : 
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(n-l } 

and in the diagonal operator ̂  = ( A j ) J 6 ^ - A j i s elliptic, self 

adjoint and bounded frcm below by 2 y . = 2 y _ + 2 \ M a x ( 0 , - y .) ; therefore c^is 
j<n 3 

bounded frcm belcw by 2 u = Inf 2 u*j, and due to condition Z (q) , u > 0 . It follows 

that the sepctral resolution of <̂> has a C°° kernel F Q(X ; z', w 1) on 

that F Q(X ; z 1, w 1) = 0 for X < u ; and that F Q(X ; z', w f) = 0(X n~1) uniformly 

for z f and w 1 in a compact set. 

With (5 . 2 ), formulas (4.6) (4.7), and the use of the homogeneity we see 

that E^U) has a C°° kernel given by : 

r « i(z -w ) T 

(5.3) E (X ; z,w) = ~ - e n n 2 t n F (X/x, /Tz 1, /Fw')dx 
oo ^7T O 

(Indeed the integral is over ]0,X/u[ , and absolutely convergent at x = 0 ) . 

Now we ronark that, for each w 1 € df1""1,ccmmutes with the unitary opera­

tor : T
n r l 

Im £ U j Z j W j 

u(z') > v(z') = u(z ,-w l) e j " X 

and so does its spectral resolution ; therefore we have FQ(\;z' ,z') = F o ( A ; 0 , 0 ) and 

with (5.3) we get the formula : 

j-oo i2T-imz 
(5.4) tr E (X;z,z) = e n 2xntrF (X/x;0,0)dx 

o 

The proof of lamia 3 . 2 will be complete il we show that : 
ACQ 

c = i- T n _ 1 tr F (A/-r ; 0 , 0 ) d T 
Jo 

is exactly equal to the value at z° £ ,, r , . , , . c x 
J of the function defined in (1.5) . First we note 

that : 
ACO 

q F 0 ( x / X ) d x = ±_ j ~ e~rdrn-l d T 
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- T (Aj) 
and setting Gj(x) = e we get : 

( 5 , 5 ) c = iif ^ H r r T N " L G J ( T ? 0 ' 0 ) D T -

The Kernels GJ(T,0,0) have been worked out by many authors ([8 ] , [13 ] ...) 

and it is easy to see that : 

G J ( T ; z ' # 0 ) = (2TT) Z { n l ) e J d^'dr,' 

with z* = x f+iy f, e f = C+in 1 and 

$ ( r ; z ' , s ' ) = i l lyJlzJ2 - I C j t T J l c j l 2 - ^ 
j=l 3=1 J J 

n-1 " 2 | u j | T 

where Uj = Uj + I Max(0,-u .) and C . (x) = I • 
j=o J J 1 j 1 

It follows that : 

/„ n -2U_T n-1 21 u . I 
G T(x;0,0) = (2ir) 1 3 1 i j e J n ( 9TTT~r> 

J i=l 2 | u i ' T 

J 1 1-e 3 

Substituting in (5.5) and changing 2T into x we get formula (1.7) and 

the proof of loima 3.2 is complete. 

We end this section with the following lamias we shall need later on : 

LEMMA, 5.1. has no positive eigen values. 

This is a consequence of (5.4) or, more directly, of the quasihonogeneity 
0 0 
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LEMMA, 5.2. ^ } ( C ^ ;q) is contained and dense in the demain of cDm ; furthermore for 

u <= ;q) and v € t/£ we have : 

(5.6, . I / ^ V V ^ , • Ï ̂ V V ^ - ^ , 

, = { ° ^ \ ^ + 1 " ^ ' ^ ' ^ - ^ 

Proof : Indeed for u and v in ; q) we have : 

(5.7) a (u,v) = I 2(zVu ,v) + £ y (Yu ,Yv ) = (f,v) 9 

j,J 3 ] J J ^2(cJ;q) 
n 9 

with f T = Y 2Z.Z.uT + y T R(2T R U T ) e L (<Cy) . 
J j=i 3 3 J J J + 

It follows that u € D( D^) with u = f. Furthermore the second equality 

of (5.7) can be extended to v € $f ; splitting any v e T̂ T into + (1-5)v and re­

marking that Z*Z .u' € H if u € ; q) we inmediatly get (5.6). 

3 j J + 

6. - STRONG CONVERGENCE. 

The first step in the proof of proposition 3.3 is to get the strong con­

vergence E (X) > E (X) . Unfortunately, for technical reasons which will be clear 

p °° 

in the next section, we also have to introduce another parameter and to study the 

translated operators of E (A) in the t-direction. 

First, denoting by R(y) the résolvant operator of a for y e C\[0,°°] r w e 

set with the same function 9 as in (3.23) : 

(6.1) R p ( p ) = # p e p

2 R ( p 2

u ) e ^ - 1 

and we extend R (y) as an operator in i£2(C^ ; q) bv setting that R (y)f is the 
p + p 

extension by 0 oustide of ft of R (y) (f1- ) ' 
P p I Up 

Then, as announced, we introduce for x e R the translation operator : 
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(T f) (z»,t,s) = f(Z',t-PT,S) 
P f T 

and we set 

(6.2) R (у) = T R (y) T" X
T р , т р , т p p , t 

On the other hand we note R (y) the resolvant of a in $?and we extend 
0 0 0 0 

it to £2(c£;q) by setting RJy) = Rju)^. 

Р Ю Р О З Ш Ш 6.1. 

Let Л be a compact set in <C\[ O^j^let 6 be a positive number and let 

f e^ 2(C^;q) . Then R (y)f converges to R (y)f as p goes to -н», uniformly for 

у € л and | т | 4 6. 
Before giving the proof of this proposition we shall make a few ranarks. 

Let us introduce the operators M. and the forms a deduced bv translation 
^ D,P,T P , T 

from the M. ,s and a fs. They are defined on Q = {(z',t,s) 6 <C?/(z' ,t-px,s) D,P P P / T + 

€ a } . On the space = T "J~ we introduce the norm : 
P Г P,T p,T p 

First we note : 

LEMMA 6.2. Let Л be a compact set in C\[0,°°[ . Then there is C Q > 0 such that for 

all f e£ 2(cj;q) all p > 1, all t and all у е л . 

l ^ , T ^ f M p , t « C 0 l | f | l 2 

||R>)f | |g2 S C 0||f | |g 2 

Proof : The second inequality is quite trival, while the first is a conse­

quence of the following ones : 

I | p 2 R (p 2u)g| I , < I |g| I 2 

IT(n;q) IT(n;q) 

l ! p R ( A » g | l v ( f l ; q ) . ii»ii b2 t t f q )-
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Then we remark that R (u) looks like a résolvant for a because we 
P/T P , T 

have : 

LEMMA 6.3. Let A be a compact set in C\[0,«{ and let 6 > 0. There is C 1 such that 

for f €jg2(«Ç;q), w'e IT |T | ̂  6 and p ^ 1 we have : 
P f T 

with 9 = T (eb(h O K . ) " 1 ) . 
P/T p,x p 

oo -1 -1 
Proof : Let e 1 c be 1 on the support of e . We set g = 0-K T f, 

o P p , T 
2 2 - 1 - 1 

u = p R (p y)g and v = e 1 K T w. By definition we have : 
* P P/T •* 

(a -u) (R (u)f,w) = ̂  (a-p2u) (eu,v) 

P/T p , t z 

1 2 

and -~ (a-p y) (u,ev) = (g,ev) = (e f, e n w) 

p ^ P/T p/T 

Clearly we also have : 

|a(6ii,v) - a(u,9v) I ^ C{ I |u| I 9 \ \ | | | - ( | 
L^ j=l 3 z j L 2 

+ IMI 2 I + ||u|| 2 ||v|| 2} 
L j=l d Z j L 2 L^ L Z 

and the lanna follows if we note that : 

" u | I l 2
 + » i < C ' " £ | J c 2 

I M I . 2 + i l l lH r l l ^ " IHI„, T 

h 3-1 3 

It must be noted that if w has its support contained in the set 

{z/|zf I ^ ô, |z I < p6} then, with the notations of the proof above, we have e = 1 

on the support of v provided that | T | $ 5 and p is large enough, so that we have 

exactly : 
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(6.3) (an -y) (R (y)f,w) = (f,w) _ 
P > T P / T vg 2 

An important step in the proof of proposition 6.1 is the following lenrna. 

LEMMA 6.4. Let x 6 C^CC31) be equal to 1 on a neighborhood of 0. For e > 0 and 

p > 0 we set x n Az% ) = x(ez', p""1 ez ) . Let u e £D(C?;q) . Then for fixed 5 and e 

(e small enough) we have uniformly in | T | 4 6 : 

Proof : From (3.4) (3.5) we see that : 

(6.4) M. = 7 a. , M.1 

with coefficients a. v bounded as well as their derivatives and converging to 

/2 6. v on compact subsets. J / K 

Fran formula (3.11) we see that the derivatives W> (x J are bounded, 
j , P / T £ , P 

even for j = n, and converge to 0 on ccmpact supsets of supp u if e is small enough. 

(Recall that u £ ;q) is compactly supported in z 1). 

Now lemma 6.4 follows easilyfrem (3.11); lemma 3.1 and (6.4). 

Proof of proposition 6.1. 

In view of lenma 6.2 it is sufficient to make the proof for f in a dense 

sub space of ^ 2(C^;q) and we assume frcm now on (seelenna 5.2) that u = 8^(11) f 

belongs to D (<Ĉ ;q) • 

As in lemma 6.4 we introduce x e which is 1 near 0, and for e > 0, 

P > 0 we set x„ ff(z,,zn) = x(ez f, P"" 1 ezn) . We note v = R (u)f and v = 
P / £ U 1 1 P / T P f L P / L / t 

X v 
A P , e Pre 
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Because the derivatives M . y are bounded by C z it follows frcm 

formula (3.17) that for p ) 1, we have : 

la (v ,w) - a (v / X w) I ̂  C 0e| |v | I I Iwl I ^ 

and with (6.3) and leaima 6.2 we see that there is Cj, such that for each e < 1, and 

5 > 0 one can find p1 such that for p ^ P 1 # |x | ̂  6 and w € / ^ r
P / T

 w e have • 

(6.5) |(a p / T-u) (vpfTie,w) - (X p / £f,w)^| « C 3 e||w|| p # T 

On the other hand, we set u = y u and frcm formula (3.17) it follows 
p,e p,e 

that : 
n-1 

| (a -y) (u ,w) - I (MT M. U ,W) 0 
1 P , T P,e 3 , P/T 3,P,T p,e £ 

- y(u ,w) . - f (y U , W ) , $ C. {I |M U I If I I 0 } | Iwl I 
p,e' \*2 J P , T p,e' s=o 4 n,p,T p , e M p M 1 %2 1 1 M P , T 

(6.6) (an -y) (u ^ w) = (f, w) + £y T| (u_ 1-Pw) I + o (1) | |w| | 
P,x p,e, £2 tj. J J J, |s=o P,t 

where" o(l) stands for a function (depending on f,e,x,p,y) converging to o as p -*» -h», 

uniformly for y € A and | x | < 6 . 

Now we set w = v - u and we insert w = w in formulas 
P / T , e P / T , e p,e P,T,e 

(6.5) and (6.6) .With lemmas 4.4 and 4.5 we see that : 

| (a -y) (w , w ) | ̂  (o(l) + C^e) | |w| | 1 p / T Prx,e P / T , e 1 3 1 1 1 'p,x 

and with the main estimate (3.19) which is obviously still valid after the transla­

tions we get : 

(6.7) | |v - u I I ^ o(D + Cle. 1 1 p , T,e p , e M p , x 3 

Fran lenmas 6.3 and 6.5 we deduce that : 

Making use of (3.18), lermas 6.4 and 5.2 we get : 
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l ( ap,T-» ) ( Vp,T- Vp,T,e' w ) -«ep,T-*p,e

, f'V 
4 (C, p-1||f||^2 + C 3 £)||w||^ T 

and taking now w = v - v we get with the main estimate that : 

(6.8) ||v -v || ^ CAip*1 + e + | | (8 -x )f||->> 1 1
 p/T p,T,e 1 1 p, T 5 M p, x * p , e 1 ̂ 2 

For each 6 > o and n > o there is e small enough such that for all | T | < 6 

and p large enough we have I I (8 ~x )f I L ~ ^ n. On the other and it is clear 
' ' p,x p,e ' ]y>2 

that u ^ ^ u a s p + + ° o if e is small enough, (u is assumed to be canpactly supported 

in z 1). So fron (6.7) and (6.8) we conclude that v + u as p unifonnlv for 
P/T 

|T| < 6, and proposition 6.1 is proved. 
Similarly to (6.1) we set E (X) = T E (A) T l. Then we have : 

P/T p,t p P,T 

PROPOSITION 6.5. 

For f € % 2 (<c£;q) , X > 0 and 5 > 0 we have : 

Max | I (E (X) - E (X))f I I n „ - h . 0 as p + » . 
|xU<5 p ' t * ^2(<;q) 

Proof : This result is a consequence of proposition 6.1 and of theorem 

1.15, Chap VIII of T. KATO [ 6 1 • (See also the proof of lenma 4.5 of [11]) . 
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Because it is clear that u converges to u as p +» proposition 
p , e 6 . 1 

is a consequence of ( 6 .10 ) and 6 . 1 1 ) . 

Similarly to (6 .3) we set E (X) = T E (X) T~ 1 where E (X) is the 
P j T p ,x p p ,T p 

extension to£ 2 ( < l£,q) of E (X) defined in ( 3 . 2 1 ) . 
" T P 

PROPOSITION 6.2. : for f 6 ^(<C^,q), X > 0 and <5 > 0 we have : 

Max | | (if (A) - E(A))f| | + 0 as p + -*° 
|tk<« P ' T " ^(C^.q) 

This proposition is a consequence of proposition 6 . 1 , lemma 5 .3 and a 

theorem of T. Kato [ 6 ] . (See also the proof of lemma k.5 of P 1 ] ). 

7." ESTIMATES FOR THE SPECTRAL FUNCTION. 

The second step in the proof of proposition 3 .3 is to give a priori esti­

mates for the spectral function. Here we follow closely the method of section 2 . 3 

of [ 11] . 

Let f €^ 2((E^,q) and let u = E ( X ) f ; if v = E(p2A)9jfc~1 T~ 1 f, 
+ P 5 T p,T p , t p p ,x 

v belongs to the domain of Q for all k € N, and it follows that the functions : 

(T.D u ( k ) = T # e - p - 2 * Q k v 

P , T P j T ^ P u P 9 T 

are well defined and satisfy : 

P ' T c£ 2«C»,q) .^ 2(<,q) 

Note that u^°^ is simply u . We have : 
P , T * J p , t 

LEMMA T . 1 : let x 6 C°°(Cn) and let p be large enough so that T 0 = 1 on the 
o . p , T p 

support of x- Then : 
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where M (x) = 1 + Max|(M. x)| > and C is independant of f, k, x» P and t. 
P » T • J a P » ^ 

1 J 

Proof : Commuting with xi& formula (3.17) one gets : 

and because T p T = 1 on the support of x, we have (cf. (6 .5 ) ) : 

/ (k) 2 (kh , (k+1) 2 (kh a (u ,x u ) = (u ,x u ) 0 p,x p , T ' a p,t' p,x , A p » T ig2 

and lemma 7.1 follows. 

Now we set N = 1 2n + 2 and we consider a sequence of cut-off functions 

x
( j ) € C~((En), j = 0,...,N, such that X ( J + 1 ) X ^ ^ = X ( j ) . We introduce x ^ , z

n ) = 

X ^ ( z f , z , ) and we remark that the M ( x ^ ) ^ e uniformy bounded for p ̂  1, n/p p ,T 
IT I ̂  6 ; furthermore T 0- is eaual to 1 on the support of Y ^ for | T | ̂  6 and 

p,T p p 1 1 

p large enough. Therefore, from proposition U.1 and lemma 7.1 we get : 

(7.3) l l x U ) u ( k ) | | < C { | | x ( j ) u ( k + l ) | | + | | Y ( j + l ) u ( k ) | | } 
U O ; I I X P» T -̂ r ° p P ' T £ 2 M P P , T ' V 2 ; 

From lemma k.6 we deduce that for y € R there is a subspace $^ of tV^ of 
Un 

codimension less than C^p u such that on we have : 

<t.» . I I ^ I I ^ I M ^ 

If we assume that x ^ u ^ belongs to $ for all j and k such that AP p,T & y 

1 S j+k £ N, then by induction on N-(j+k), starting with 7.2, and using (7.3) 

and (7.^) we see that : 

and with (7.3) we get : 

(7 .5 ) U N- 1||xJ 0 )u T l l *C 3||f||, 2 

w p °b 
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The integer v being given we choose y = ( — ) 1 An a n ( i ^ follows 
C ^ p U + 1 ) ( N + 2 ) 

from (7 -5 ) that : 

. . . . 
Because E (X) is a contraction the v-diameter in the left hand side of 

P >T 

(7 .6) is also less than one, and summing up we have proved : 

T/EMMA 7 . 2 : The operators Xp°^ ^ ^(X) are in the trace class f r o m ^ 2 t o < ^ and, 

for each 5 > 0 there are C and p such that for | T | ^ <S, p £ p we have : 
0 0 

| | x f 0 ) E f t t ( X ) | | ? .<Cp 
p P , T ^t&2,7f) 

Similarly one can prove : 

LEMMA 7 . 3 : we have the following estimates uniformy for |t| >< 6 and p large enough : 

x ( 0 ) 

I I P - 1 T T E ' U ) | | 0 « C 

Proof : the proof is quite similar to the preceding one : instead of lemma U .6 we 

use lemma U .8 ; instead of ( 7 . 3 ) we use the following consequence of lemma 7 . 1 and 

proposition h.1 : 

|| * ° J ) u ( k'h , C ( | | X ° 3 ) < * + " | | . | , X P + , ) 00,, , 

n 
and (7.*0 is now to be replaced by : 

( N ) 

LEMMA 7.U : l e t ? b e - a s - i s i e D m i a - U . T . t h e n w e h a v e . 
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Proof* : we already know that (7.5) holds if f in is a space of codimension less 

than p u with lemma U.7 we know that : 

(7-7) V' \\^K\\ , | |v|l 
do U/Q 

if v is in a space of codimension less than CpT y 

v being given we choose \x = ^2PC^ ̂ n and u T = (gpfl. ) 1 ^ n and from (7-5) 

and (7.7) we get that : 

and the lemma follows. 

Proof of proposition 3.3 

Let 6 > 0 and X > 0 be given ; for T > 0 we choose x ̂  C o ^ ' n ^ s u c h t h a t 

x( , zn) = 1 when | zf | ̂  6 and | ẑJ < 2T. Because the embedding ofT^ in'1^ is of 

norm less than 1 and because t - ^ •i is bounded from below on support of x w e deduce 

from lemma 7.3 that there is C > 0 and p Q > 0 such that for p £ p Q , | x | ̂  6 we 

have : 

Now we use the following general fact : if E^ is a family of operators 

from an Hilbert space H into another one W ,which is compactly embedded in H, if the 

trace norms | |E^| \^ ^ ^ are uniformy bounded and if E^ converges strongly to E^, 

then E^ converges to E^ in the trace norm £^(H,H) ) furthermore if E p depends on 

parameters, x, if the strong convergence is uniform in x, and if the given estimates 

for the trace norms in f̂* (H,W) are uniform in T , then the convergence in ^ C H j H ) is 

also uniform with respect to x. 

From lemma U.8, the embedding of {u € / supp u C supp into ̂  is 

compact, and with (7-8) proposition 6 .2 and ( U . 1 2 ) , the result recalled.above 

tells us that for given T > 0 , 6 > 0 , X > 0 : 
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(7 .9) Max f |tre* (A;z, z) - tr e l ( X ,z ,z )| dxdy + 0 as p + <* 

k U 2 T 

Because e (X;z,z) - e" ( X ; (z.T ,t-px+is ) (z f ,t-px+is)) and because el(X;z,z) 
p, x P 0 0 

depends only on Imz , (cf. lemma 3.3) we deduce from (7 .9) that : 

( 7 . 1 0 ) lim f-j- |tr e*(X;z.,z) - tr e j X ,z ,z ) | dxdy 1 = 0 
• p — l p J|z< | « 6 P 3 

|t|^6p 
o<s<2T 

On the other hand, from lemma ( 7 . ^ ) and (U.12) we see that : 

( 7 . 1 1 ) |tr è (X,z,z)|dxdy ^ C p T ~ 1 A N 

J|z'|*ô p 

|t|«6p 
s^2T 

From lemma 3.3 we deduce that : 

( 7 . 1 2 ) |tr e~ (X;z,z)ldxdy = e " 2 T t c(x,z°)dx 
J lz. Î o v 0 
|t |^6p 
s^2T 

Letting T go to -h», proposition 3.3 is now a straightforward consequence of 

( 7 . 1 0 ) , ( 7 . 1 1 ) , ( 7 . 1 2 ) . 

Proof of proposition 3.^. 

An immediate consequence of lemma 7 . 2 and (U . 12 ) it that : 

|tr e (X; z, z^|dxdy £ C p 
Jlz f|<« P 

If we look closely at the proof of lemma 7 . 2 we see that the constant C 

depends only on the constants occuring i-n the main estimate ( 3 . 1 7 ) and in proposi­

tion and on the bounds of the functions M ( x ^ ) occuring when lemma 7 . 1 is 

used. It is then almost obvious that C can be chosen independantly of z°, i f z° 

stays in a compact set included in dQ. 
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APPENDIX. 

First we show that Hormander's theorem stated in section 1 is still valid 
2 

if 3ft is assumed to be only of class C . Let z° € 3ft,- we can assume that near z°, 

ft is given by (3.1), and that the Levi form at z° is diagonal (i.e. (3.2)). 

First we recall some convenient notations used in [ 3 ] : we set 

E(u) = C I | | | ^ | | 2
2 + ||u|| 2

 + f | u | 2 } 1 / 2 

and we denote by R(u) any expression such that for each 6 > 0 there is a small neigh-

borhood£?of zP such that for u<= C (ft) with support i n 6 ^ ft we have : |R(u) |^<5E(u) 

Then we recall the following Green's formula : 

, . 1 N ,3u 3v_n ,3u Bv x . f 3u 3u \ -

where (near z°) V j = Td^]" fir a n d * ( z ) = f ( z ' > R e z
n ) " 

Let L 1 . = a . r̂=— (j = 1,...,n-l) be the antiholair>rphic tangent 
a z j 3 3 z n 

vector fields introduced in (3.3) . We have L f . = - - r — + 3 — a . . Developping 
3 j n 3 

I |L' . u| I _ and making use of (A.l) we see that for u € C (fi) : 
3 IT(n) 

||Ll*u||2 =||L!u|| 2 ,. +0(E(u)||u|| 2 ) + f v L'(a.)|u|2. 
3 ir(n) D ir(n) l (n) ha n -1 11 

2 
With the assumptions (3.1) and-(3.2) and remarking that ||L'.U|| _ = 

3 IT(fl) 
| | 2 + R(u), we see that : 

3 L2(Q) 

(A.3) IllHl 2? i - 4 ^ f |u|2 - 0(E(u) | |u| | - ) + R ( u ) . 
3 Z j l/(P.) ^ 3 Jgfi LZ(fi) 
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Now if u € C^flfjq) has its. support i n s n a i l neigborhood of z°, we can write 

it as in formula (3.10), with C1(ft) coefficients U j ; if u satisfies the boundary 

condition (1.2) or equivalently (3.12) we deduce from formula (1.3) that : 

(A.U) a(u,u) = 2 I | | ^ | | 2 + I y f | u J 2 + 0(E(u)||u|| Q ) + R(u) 
j,J J J J ^ L (ft) 

Note that the second term on the right makes sense because U j = 0 on 3ft 

if n € { J } 5 and if n £ { J } u T is, as before, equal to £ y . . 

Now it is well known that condition Z(q), (A.3) and (A.U) imply the main 

estimate (1.7) (see for instance [ 3 J )• 

At last we give a short proof of (2.3). For z° € ft let h 0 be the dila-
P 9 Z 

2 tion z •> z° + p(z-z°). If e o(^) is the spectral function of • in L (ft e s q ) 1 

p,z p , z ^ ^ 
With ft o = h 0(ft)» it is clear that : Qz p ,z 

(A .5 ) e(p 2X;z,w) = p 2 n e n oU;h \o(z) 9 h 1 _ o(w)). 
p,z p,z p ,z 

On the other hand if B r o denotes the open ball of radius 6 centered at 
o ,z 

z° we have for k > n/2. 

(A.6) |u(z°)| x< C 5 {||Aku|| _ + ||u|| . } 
6 ,z° ̂  L ( B 6 , z o ) 

and clearly depends only on 5 . 

If d(z°) £ 6 / p ^ p z° c o n t a i n s B 5 z o a^d it follows from (A.6) that : 

(A.7) tr e^ oU;z°,z°). ̂  CI (A k +1) 

P , Z 0 

Now (2.3) is an immediate consequence'of (A.5) and (A.7). 
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