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MATHEMATICAL HODELUNG AND NUMERICAL ANALYSIS
MODELISATION MATHEMATIQUE ET ANALYSE NUMÉRIQUE

(Vol 32. n° 1. 1998.

A SCHWARZ AUDITIVE METHOD WITH HIGH ORDER INTERFACE CONDITIONS AND NONOVERLAPPING
SUBDOMAINS (*)

Frédéric NAT AF (x)

Abstract — We prove the convergence of a Schwarz additive method for a nonoverlapping décomposition into rectangles with interface
conditions of order two in the tangential direction © Elsevier, Paris

Résumé — Nous prouvons la convergence d'une méthode de Schwarz additive pour une décomposition sans recouvrement en rectangles
avec des conditions d'interface d'ordre 2 dans la direction tangente à l'interface ©Elsevier, Pans

1. INTRODUCTION

The rate of convergence of Schwarz type algorithms is very sensitive to the choice of the interface conditions.
The original Schwarz method is based on the use of Dirichlet boundary conditions. In order to increase the
efficiency of the algorithm, it has been proposed to replace the Dirichlet boundary conditions by more gênerai
boundary conditions, see [7] (or in a different context [4]). Choosing artificial boundary conditions as interface
conditions is a good choice. In [9], it is shown that using exact artificial boundary conditions leads in some
situations to the convergence of the Schwarz method in a number of steps equals to the number of subdomains.
The use of such interface conditions is then optimal. Unfortunately, the exact artificial boundary conditions are
non local in space and they have to be approximated at various orders by partial differential operators using
techniques developed for artificial boundaries, see e.g. [2].

In this paper, we consider a low wave number approximation of the exact artificial boundary conditions
involving second order tangential derivatives, Ventcell boundary conditions (see e.g. [2]). We prove convergence
for a décomposition of the domain into rectangles. The main motivation for considering such interface conditions
is that they lead to a much f aster convergence than Fourier-Robin boundary conditions (see [8], [10] for numerical
results). To our knowledge, our resuit of convergence is the first one of this kind. Indeed, in previous works, either
the geometry is simpler (décomposition into strips) or the interface boundary conditions are of Fourier-Robin type.
In [8], Ventcell boundary conditions are used for a domain décomposition method for the convection-diffusion
équation. Convergence is proved only for a décomposition into strips. On the other hand, in [7] and [1],
convergence is proved for an arbitrary décomposition of the domain. Fourier-Robin boundary conditions are
considered and not Ventcell interface conditions.

The paper is organized as follows: in § 2 the algorithm is defined and notations are given. In § 3, the algorithm
is proved to be well-posed. In § 4, convergence is proved by an energy method.

2. THE ALGORITHM

We consider the équation

M) = \ - Au =ƒ in Qd, u = 0 on BQd (1)

(*) Manuscript received February 26, 1996, Revised September 19, 1996
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108 F. NATAF

where Qd~ ]0, Lx[ x ]0, HY[, e > 0. This équation arises from an implicit semi-discretization in time of the
heat équation with a time step At = e~ 2. We want to solve (1) by a nonoverlapping additive Schwarz method,
well suited to parallel computers, with interface conditions of order 2 with respect to the tangential direction

d i € a2

dn ^ e 2 dT
2

which is the local approximation of order 2 with respect to e of the exact artificial boundary condition (see below).
Such a choice of interface conditions is interesting. Indeed, consider the simplified case of the équation set on
R2 decomposed into two half-planes, R2 and R2 . The additive Schwarz method reads:

£>(un
2

+1)=f i nR 2 , ^ 2 1 ( M 2
+ X) = ^ 2 1 («")a tx = 0

where ^l2~ dx - Al2 and ^ 2 1 = dx — A2V The operators A12 and A21 are convolution operators acting only
in the y variable which are to be chosen. Let Xl2(k) (resp. À2l(k)) be the symbol of Al2{k) (resp. A21 ) in the
Fourier space (k is the dual variable of y for the Fourier transform in the y direction). By performing a Fourier
transform in the y direction, the convergence rate in the Fourier space can easily be computed:

/A12(fc)-A(fc)\ (*21
\XX2(k) + X{k)) \X2l

. „ ( * ) •

where À(k) = Vfc2 + l/e2 .
Let A be the operator of symbol l(k). Thus, taking Al2 = A2l = A leads to an optimal convergence rate

p(k) = 0. This amounts to using as interface conditions, the exact artificial boundary conditions (for more details
see e.g. [10]). Since X(k) is not a polynomial in k, this leads to using as interface conditions pseudodifferential
operators. As for artificial boundary conditions, in order to avoid the complexity and the cost of using Fourier
transform in a code, we shall use approximations of A by partial differential operators (see [2]). They are obtained
by approximating the symbol A(k) by its Taylor expansion in the vicinity of k = 0 :
X12(k) == X2l(k) = 1/e + ek2 12. In the physical space, this means we take Ventcell boundary conditions as
interface conditions:

' i 2 ~~ ur ~ \ - ~~ o w,„, / a n d

The choice of this Taylor approximation is natural since:
• A( k ) has a polynomial behaviour in the vicinity of k = 0.
• there is a truncation in frequency due to the discretization in space of the équation which is necessary when

the équation is solved on a computer.
For a décomposition of the domain into strips, the convergence of the additive Schwarz method with Ventcell

boundary conditions as interface conditions has been proved in [10]. The goal of this paper is to extend this resuit
to a décomposition into rectangles. The domain Qd is decomposed into rectangles:

In order to define the additive Schwarz method, boundary conditions at the corners of the rectangles have to be
used. Our proof of convergence led us to consider the jump of the tangential derivative at the corners. Bef ore
defining the algorithm, we need some notations.

Notations In dealing with boundary value problems on rectangles with mixed boundary conditions, we shall
make a constant use of some notations (see [3]).
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A SCHWARZ AUDITIVE METHOD WITH HIGH ORDER INTERFACE 109

Let Q be the rectangle ]/, L[ x ]h, # [ . We dénote

r, = ]/, H[ x {/*}, r2 - {L} x ]A, H[ , r 3 - ]/, L[ x {//}, r 4 - {/} x ]/>, H[

and r = u ( i^. The segments are thus numbered in such a way that i"t + 1(F5 ~ Fx) follows Ft according to
the positive orientation.

We dénote by Si the vertex which is the endpoint of Ft :

$! = (£> A), S2 = (L,H), S3 = (/ , / / ) and S4=(Z,/z).

Furthermore nx (resp. Tt) is the unit outward normal (resp. tangent) vector on Fx so that (nti rt) is positively
oriented.

S4=(lh)

S2=(L,H)

Figure 1. — Notation.

We dénote by (xt( a), yt( a ) ) the point of F which, for small enough \a\ is at distance G (counted algebraically)
of Sx along dQ. Consequently (xt(a), yt(a) ) E Ft when a < 0 and (-^X0")»^0")) e ^ + î w n e n cr > 0. We
say that two functions (f)J and ç̂  + x defined on Ft and i"( + 1 respectively are equivalent at St if

f
Jofor some 6 > 0. We shall then write

In considering mixed boundary conditions, it will be convenient to fix a partition of {l, 2, 3, 4} in two subsets
2 and sé'. The union of the Fx with i e Q) (resp. stf) is going to be the boundary where we consider a Dirichlet
(resp. artificial) boundary conditions. We have either u — 0 on Ft if i e. 2) or, if i e sé

du . u e d u _
~ï\ ~r — t~i ö — R

for some gt G L2(Ft). Accordingly and concerning corners, we fix, s/c, a subset of {l, 2, 3, 4} so that corner
conditions are written on S^ i G séc. The set sec is such that \Jt e ^ { S j is the set of vertices which do not touch
an edge Ft with i e 2, We define f or m - 1 or 2

Hm(Q)/u]rçE fort G se and w,r = 0 for i

which, endowed with its natural norm
product, is a Hubert space.
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110 F. NATAF

With these notations, we can define the algorithm:
DEFINITION 1: Let u[ be an approximation to u at step n in the interior subdomain Qt j9 u[* is defined by:

a , î

For the other subdomains, the définition is similar except on dQd n 3Qt where un
tj

 l = 0.

3. WELL-POSEDNESS OF THE ALGORITHM

The Schwarz algorithm has been defined above in Définition 1. The following theorem shows that it is well
posed in U je2(QtJ).

THEOREM 2: Let l < L, h< H e R, Q = ]/, L[ x ]A, ƒ/[, ƒ e L2(Q), gx e L2(T ) for i G se There exi
a unique u G Jtif (O) satisfying:

Proof: We first consider the variational formulation in J#?l(Q) of the above boundary value problem: Find
u G jfl(Q) such that:
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The term v(St) makes sensé. Indeed, v is a continuous function on each edge since v^, G T / ^ F ) ,
I = 1,..., 4. Moreover, since v e H^(Q) we have near 5( ( /=! , . . . , 4) that

f v ^ i - a),yi(- o)) - vt + ^ ( o ) ^ ^ - o))\2 Io do
Jo

for some ö > 0 (see e.g. [3]). Thus, D a s a function of the boundary of Q is continuous at St and (2) is well defined.

LEMMA 3: Problem (2) is well posed.
Proof: The resuit foilows from an easy application of the Lax-Milgram theorem in the Hubert space

jtr\ay n
It remains to prove the J^2( Q )-regularity. Our proof foilows that of [5] where the case ht ~ 0 was considered.

We use interpolation results of [6] and regularity results for elliptic problems on nonsmooth domains of [3]. We
will proceed in three steps.

Step 1. Let u dénote the solution to problem (2). On each edge JTI9 i - 1, ..., 4, w, r e / / 3 / 2 ( ,T ) .

Proof: For Î € ® , the statement is obvious since u,rt = 0.
Otherwise, in the sensé of distributions, we have

1\- Au=f'mQ .
e

Since Au e L2(Q) and u G H\Ü), we have (see [3]) that | ^ e ÉT m(Fl), i = 1, ..., 4 where ET I/2( ]J, r[ ) is
the dual of

- y ) ( y - * ) e L2(]s, t[)} .

Hence in the sensé of distributions

and d2u/dr2 e ff" 1/2(.F ), f e «s/. Let Pr2 dénote a right inverse to —". The operator Pr2 is continuous from
drt

H~\rt) into Hl(rt) and from L2(rt) into H2(rt). Thus, by interpolation, Pr2 is continuous from
H~ m(ri) into H3/2(rt). Since Pr2 is unique up to an affine function, w^ G H3/2(rt), i e «ŝ .

Step 2. Lef M dénote the solution to problem (2). Then, u e H2(Q).
Proof: It foilows from the fact that u G H3/2(rt), M as a function of the boundary is continuous at the vertices

St and regularity results for boundary value problems on polygon (see [3], p. 58).
Step 3. Let u dénote the solution to problem (2). u<r G H ( / ^ ) , i = 1, ..., 4.

Proof: From M G H2(Q), it foilows that for i = 1, ...,4, d«/dra e //1/2(.T). Thus, d2w/dr2 G L2(rt). From
standard regularity results, we have w,r e H2(rt).

Then, it is easy to check that u is also the solution to the problem stated in Theorem 2. D

4. CONVERGENCE PROOF

The proof lies on the energy estimate of Lemma 6. In order to prove it, we shall need two results.
THEOREM 4: Hm{ ]Z, L[ x ]h9 H[ ) n Jff2( ]/, L[ x ]h, H[ ) is dense into Jf2( ]/, L[ x ]h, H[ ) for

m ^ 4.
Proof: The proof is given in the Annex.
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LEMMA 5: For all v e J#p2(]l,L[ x ]h, H[ ), we have

i i r /* / 9 \ 9 r 9 /* 9

au au _ | au r _ dv d v dv d v
L[x]h,H[ dx2 dy2 ii]i,L[x]h,H[ \dxdy' Jr.ur, dx dx dn ir2^r4

dn dy2

Proof: By Theorem 4, it suffices to prove the equality for v e H4 n Jf2. The equality is obtained by integrating
by parts first in the x direction and then in the y direction.

We can now prove

LEMMA 6: Let we Jf2(]Z, L[ x ]h,H[) such that

e

Then, we have the following energy estimate:

_ f ( d u , u _ e b\. Y _ ( _ d u , u _ e 3 2 M
J r V ô « e 2dr*J V 3 n + e 2 âT

* Equation (1) is multiplied by — - e Au and is integrated over ]/, L[ x ]&, //[

Lemma 5 applied to the intégral of the term e —f —f yields:
dx dy

-2ef | M /^ -+[ 2e|^^f- f ^M|^=0

By integrating by parts over J^ u 7̂ 3, we obtain

âv

x dy dx dy dx dy
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The boundary and corner terms can be written as différences of squares:

113

dxdydy) )

_[ (du U € dZu\2 ( du U € d2u
Jr\dn + e 2driJ y dn + e 2 tf

D
We can now prove the:

THEOREM 7: Assume u°t J e J^2(Qtj).
Then, the additive Schwarz method (Définition 1) converges in Jtf* .
Proof: We proceed as in [1]. Equation (1) and the additive Schwarz method are linear so that it suffices to take

ƒ = 0 and to prove the convergence to zero of w"; as n tends to infinity. Let

n n ~2 n \ 2

and

n \2

)

/ ^ n . n \ 2

\ 5x dy J K l J' \ dx dy J K l' J/

The estimate of Lemma 6 and the définition of the algorithm show that we have

Hence, after summation over n

and lim E = 0. D

ANNEX

The goal of the annex is to prove
THEOREM Al: Hm( ]/, L[ x ]fc, /ƒ[ ) n Jf2( ]Z, L[ x

m ^ 4.
into /, L[ x ]fc,
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Proof: The proof is adapted from [3]. We first define

f[H2(r)xHm(r)
i

w h e r e yi i s t h e t r a c e o p e r a t o r o n Ft. W e k n o w t h a t Ker (y) = H \ ( ] U L[ X ]h, H[). L e t

n 2 1 / 2 ^

- f ^ 1 = h% at S(, i = 1,..., 4 and gt = 0 for i e ^ i
d T ï + i J

We know (see e.g. [3]) that lm (y) cz Z2(F). Conversely, let (g, h) = (gt, hl)l ^ t ^ 4 G Z2(F), there exists
u G {u G H2( ] / , L[ x ]h, H[ )lyi(u) = 0 on Ft, i G <3) such that y(w) = (g, h). Since y((w) = gt, we have
that M G Jif2. Finally, Im(y) =Z2(F). The vector space Z2(F) is endowed with the norm

| |a|| = inf I I M H ^ .
UG ƒ /y(M) = a

Since Ker (y) = H2
0 is a closed subspace of the Hubert space Jf2, for each a G Z2(F) there exists a unique

w G J'f2 such that | |a|| = \\u\\ w%. Let p be a right inverse to y defined as follows

a ^ w s i ||a||y= || M || j ^

The operator p is by définition a linear continuous operator. It is easy to check that (Z (F), \\ | |y) is a Hubert
space.

The vector space Z (F), endowed with the norm

f
Jo

f
Jo

Ia da,

is also a Hubert space. We show now that the norms || \\y and || ||Z2 are equivalent. We know (see e.g. [3]) that
there exists K>0 such that VM G Jf2, \\y(u) ||za ̂  K\\u\\#2. Hence, Va e Z2, ||a||22 ^ /5T||öE||y. Since
Z2(F) is a Hubert space, there exists c > 0 such that

Thus, J ^ can be written as a direct sum

M2 AN Modélisation mathématique et Analyse numérique
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and any continuous linear form / on J^ 2 can be represented as

where lx e H~ 2 and l2 e Z2'.
Let / be a linear form on J^2 that vanishes on Hm n J f 2, m ^ 4. We show that / vanishes also on jtf2 and thus
the dense inclusion of Hm n Jf2 in J^2. The linear form / is decomposed as above into lx and lT The form /
vanishes on Q){ ]Z, L[ x ]/z, ƒƒ[ ) c; Hm r\ #f2 and therefore we have lx = 0. In other words, {l, u) dépends only
on y(u).

In order to prove that the linear form / vanishes everywhere, it suffices to prove that y(Hm n Jtf*2) is dense
into Z2.

We first study y(Hm n J f 2 ) . W e know that

1

dh dh

(F ) x Hm
^ ( ^ ) = 9t +

In order to prove the density, we only have to look at things locally near each corner St depending on the kind
of the corner. Let ( gi9ht, gi + vhl + 1) G Z2 near Sr

dgi
If we assume i and i + 1 belong to sé, the functions u •-» ^— (xt(— cr)> y£- er) ) ~ h% + ^ ^ ( a ) , ^ ( a ) ) and

^ ^ Hm(a ^^ -—^-^ ( x ^ a ) , y t ( a ) ) + h(x(~ a),yt(- a)) belong to Hm(K+) near zero. There exist two séquences
1 + 1 a a

O J « E N a n d (A)« e N i n ^ ( R
+ ) w h i c h converge to ^~ - ht x and - l + l + AI respectively.

i i + i _

The function 9t + 9l+ x belongs to H ( R + ) near zero. Let ( 5 n ) n e N e ^ ( R + ) converge to gt + ^ ( + j in
/ / 2 . The function gg- gl+1 belongs to # 2 n J ï J ( R + ) near zero. We use the

LEMMA A2:

w Je/wc m H2 n
Proof: Let ff

( 0 n ) w e N

s.t. = 1. Let + ) . The function M - M ' ( 0 ) / ? G
2

Let
be a séquence that converges to u - w'(0) rj in / / 2 ( R + ) . The séquence

„ e N e ®c converges to u in 7/2(R+).
N e ® c ( R

+ ) converge t o ^ - g i + 1 in 7/2 n H j (R + ) .
We now define an approximating séquence (gf", hn

t, g
n
t + v ti] + x ) of (flfi9 /i^ gi + p A( + 1 ) as follows:

vol. 32, n° 1, 1998



116 F. NATAF

Let us first check that the séquence belongs to y(Hm n Jtf*2) locally near St. The regularity of the functions is
clear. Moreover, at the corner Sl we have:

The convergence of (g", A", 0?+ i> *?+ i ) t o (fl^ ^ ' 0* + i , * 1 + 1 ) can easily be checked.
If we assume i e & and i + l e J ^ , the proof is very similar. It suffices to take ô = - L
If we assume i and i + 1 belong to 3, the proof can be found in [3], D
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