
M2AN - MODÉLISATION MATHÉMATIQUE ET ANALYSE NUMÉRIQUE

RONALD H. W. HOPPE

BARBARA WOHLMUTH
Element-oriented and edge-oriented local error
estimators for nonconforming finite element methods
M2AN - Modélisation mathématique et analyse numérique, tome
30, no 2 (1996), p. 237-263
<http://www.numdam.org/item?id=M2AN_1996__30_2_237_0>

© AFCET, 1996, tous droits réservés.

L’accès aux archives de la revue « M2AN - Modélisation mathématique et
analyse numérique » implique l’accord avec les conditions générales d’utili-
sation (http://www.numdam.org/conditions). Toute utilisation commerciale ou
impression systématique est constitutive d’une infraction pénale. Toute copie
ou impression de ce fichier doit contenir la présente mention de copyright.

Article numérisé dans le cadre du programme
Numérisation de documents anciens mathématiques

http://www.numdam.org/

http://www.numdam.org/item?id=M2AN_1996__30_2_237_0
http://www.numdam.org/conditions
http://www.numdam.org/
http://www.numdam.org/


MATHEMATICA!. MODELUNG AND NUMERICAL AHALYSIS
MODÉLISATION MATHÉMATIQUE ET ANALYSE NUMÉRIQUE

(Vol. 30, n° 2, 1996, p. 237 à 263)

ELEMENT-ORIENTED AND EDGE-ORIENTED LOCAL ERROR ESTIMATORS
FOR NONCONFORMING FINITE ELEMENT METHODS (*)

by Ronald H. W. HOPPE 0) and Barbara WOHLMUTH (*)

Résumé. — Nous considérons des estimateurs fiables et facilement calculables pour le trai-
tement de l'approximation des problèmes aux limites elliptiques linéaires au second ordre par la
méthode des éléments finis non conformes. En particulier, nous construisons des estimateurs a
posteriori sur les éléments du maillage ainsi que sur les arêtes, et nous obtenons par là des
bornes inférieures et supérieures pour l'erreur globale de discrétisation. Les contributions
locales de ces estimateurs sont utilisées dans un processus adaptatif comme critères de
raffinement local des triangulations.
AMS (MOS) : 65 N15, 65 N30, 65 N50.

Abstract. — We consider easily computable and reliable error estimators for the approxima-
tion of linear elliptic boundary value problems by nonconforming finite element methods. In
particular, we develop both element-oriented and edge-oriented estimators providing lower and
upper bounds for the global discretization error. The local contributions of these estimators may
serve as indicators for local refinement within an adaptive framework.

Key words : elliptic boundary value problems, nonconforming finite éléments, local error
estimators.

1. INTRODUCTION

Local error estimators play a décisive rôle in the development of adaptive
finite element methods for the numerical solution of elliptic boundary value
problems. In particular, an appropriate error estimator should be efficiently
computable and provide reliable information on the global discretization error
which is used for local refinements of the triangulations. There is a wide
variety of spécifie approaches differing mainly in the refinement techniques
and the choice of the error indicators which are based either on the local
residual or on the solution of suitable local subproblems. Pioneering work has
been done by Babuska, Rheinboldt and others (for an exhaustive bibliography
see e.g. the recent monograph by Szabó and Babuska [11]).

For highly nonuniform triangular meshes, generated by the meanwhile
standard refinement process of Bank and others [2], [3], appropriate error

(*) Manuscript received April 19, 1993 ; revised March 29, 1995.
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238 Ronald H. W. HOPPE

estimators have been developed by Bank and Weiser [4]. These error estima-
tors which provide sharp lower and upper bounds for the global discretization
error are element-oriented in the sensé that they are based on the elementwise
solution of suitable low-dimensional subproblems. An alternative approach
developed by Deuflhard, Leinen and Yserentant [9] is based on the same
refinement process as in [3] but uses a hierarchical splitting of the finite
element space of continuous, piecewise quadratics for the error équation. The
resulting error estimator is edge-oriented, since it can be computed by the
solution of only scalar équations associated with the midpoints of the edges of
the triangulation.

The above error estimators have been established in the framework of
conforming finite element techniques. In this paper we will focus on related
error indicators in the case of nonconforming methods for second order elliptic
boundary value problems based on the use of the lowest order Crouzeix-
Raviart nonconforming finite éléments [8]. This is also of interest with regard
to the application of mixed finite element techniques, since it is well-known
[1]> [7] that by an appropriate post-processing such methods are closely related
to nonconforming discretizations. In particular, we will develop both element-
oriented and edge-oriented error estimators similar to the approaches used in
[4] and [9]. In both cases the error équation will be approximated in the
conforming finite element space of continuous, piecewise quadratics, since
there is no canonical choice for a nonconforming piecewise quadratic ansatz.

The paper is organized as follows : in Section 2 we introducé the noncon-
forming finite element approximation of linear second order elliptic boundary
value problems as well as s ome preliminary results including equivalent
discrete expressions for some norms and seminorms of piecewise linear and
piecewise quadratic functions. Section 3 is devoted to the construction of
element-oriented error estimators much along the lines of [4]. But in contrast
to the conforming case the nonconformity must be taken into account by
introducing an appropriate projection mapping the Crouzeix-Ravi art noncon-
forming finite element space onto the conforming space of continuous, piece-
wise linear functions. Finally, in Section 4 we shall deal with an edge-oriented
error estimator which can be derived by combining the techniques used in the
conforming case in [9] with a suitable tooi measuring the discontinuity of
nonconforming finite element functions across the interior edges of the
triangulation.

2. THE NONCONFORMING SETTING AND PRELIMINARY RESULTS

We consider the linear elliptic boundary value problem

LW(JC) : = - V . O O ) Vu(x)) + b(x)u(x) =ƒ(*), x e Q , (2.1a)
u(x) = 0, XG F=dQ (2Ab)
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LOCAL ERROR ESTIMATORS FOR FINITE ELEMENTS 239

where Q is a bounded polygonal domain i n R , / e L ( £ ? ) and a( . ) and

b{ • ) are piecewise continuous functions on Q satisfying

0 < a ^ a ( x ) ^ â , 0 ^ b ( x ) ̂  ~b, x e Q . (2.2)

Note that only for simplicity we have chosen homogeneous Dirichlet boundary
conditions and a scalar coefficient function a( . ). All the results of this paper
can be extended to cover the case of Neumann or mixed boundary conditions
as well as such problems where a( . ) is supposed to be a symmetrie
uniformly positive definite 2 x 2 matrix.

For the numerical solution of (2Aa-b) we will use a nonconforming fini te
element method based on the lowest order triangular Crouzeix-Raviart élé-
ments with respect to a (possibly) highly nonuniform triangulation 2T. of Q, In
particular, we may think of 2T. as the final triangulation of a séquence
(?fkyk=0of triangulations generated from an initial coarse triangulation 9"0 by
the refinement process of Bank et al. {cf. e.g. [2], [3]). Then each triangle of
any triangulation 2Tfc is geometrically similar either to a triangle in 9"0 or at
least to a subtriangle of a triangle in 2T0 obtained by bisection, and the
triangulations STfcî 0 ^ k =S j ' , share the property of local quasi-uniformity.

Given 2T = £T, in some estimâtes it will be more convenient to replace the
global bounds a, a in (2.2) by their local counterpart s a,., ar when considering
a{ . ) on x e 9\ We suppose that K > 0 is a constant such that
ar lar ^ K for ail x G 2T. We further dénote by ( . , . )0 T, || . || 0 T the standard
L2 -inner product and L2 -norm on L2( x ) and by | . | m T, || . || m T the standard
Hm -seminorm and Hm -norm on Hm(x), m G N, respectively. Moreover, on
L2(Q) we define the L2-inner product (v,w)0 ^ :- 2 (^wOo
associated norm || . !! o sr» an<^ w e re^er t o

:={t; e L\Q)\V\TG Hm(x),xe £T}, me N

as the space of piecewise Hm -functions equipped with the broken seminorm

( | : j < J 1 ' 2 > and the broken norm || t; || m , := ( J ^

Iv II m x / respectively.
For the finite element solution of {2Aa-b) we define a bilinear form

->R by

a( v, w ) := 2 a
T( u ' w )' a r ( u ' w ) :~ Û V V . Vw dx +
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240 Ronald H. W. HOPPE

Then, given an appropriate subspace V a Hl^{ Q ) we aim to compute
u e V satisfying

a(u,v) = (f,v)0?r, ve V. (2.3)

If the bilinear form a( . , . ) is V-elliptic, the existence and the uniqueness of
a solution is guaranteed by the Lax-Milgram Lemma. In this case

: - a( v, v )1/2 defines a norm on V which is said to be the (broken) energy
norm. Note that in case V = HQ( Q ) the variation al équation (2.3) represents
the weak formulation of (2.la-b) and its unique solution u G Hl(Q) is called
the weak solution.

We dénote by £Pp S} the sets of interior vertices and interior edges of 2T and
by S?n Sr the sets of vertices and edges on the boundary 7", and we set
0> := ̂ 7 KJ 0*^ ê : - Sj KJ Sr If e e ê, then me stands for the midpoint
of e. Further, we refer to M'p Jtr as the sets of the midpoints of the interior
edges and the edges on F, and we set *M := JMt KJ *Mr Finally, we define
Pk( T ) as the set of polynomials of degree at most k G N on r e 2T. We are
interested in the computation of an approximation to the weak solution
u G Hl

0( Q ) using the Crouzeix-Raviart nonconforming fini te éléments of
lowest order, i.e., in (2.3) we choose V— N^(Q) where

{»6 L2(fl)|i;|r€ P\r),re 2Tf

v\T(me) = 0,znr=eG êr) .

For further référence we also define

:={ve L2(f l) |ü |Te P\T),TG 2T,

v\T(me) = 0,znr=ee Sr),

= { v e L 2 ( O ) | ü | r G P 2 ( T ) , T E 2T,

v\T(me) = 0, T n F- e G ^

r \ ,

and we refer to L%(Q) := {v G C0(Ö)|i?| r € Pl(r), T G 2T} and
Ö^(r2) :={u G C 0 ( X 2 ) | U | T G P 2 ( T ) , T G 2T} as the conforming finite ele-
ment spaces of continuous piecewise linear and continuous piecewise qua-
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LOCAL ERROR ESTIMATORS FOR FINITE ELEMENTS 241

dratic finite element functions with respect to ST, respectively. The noncon-
forming piecewise linear basis functions spanning N^( Q ) will be denoted by
y/m with supporting points m G Mf, the conforming piecewise linear and
piecewise quadratic basis functions spanning L^(Q ) and Q^(Q) by y/L and
y/®, y/® with supporting points p G 3?! and p G £?P m e Jt v If we choose
V = Ng-(fi), V=L%(Q) or V=Q%(Q), then (2.3) is uniquely solvable
and we dénote the corresponding solutions by uN, uL and uQ) respectively. We
further assume that U e N^(Q) is some approximation of uN computed for
example by preconditionned cg-iterations using the conforming BPX-type
preconditioner for nonconforming Px éléments as proposed by Oswald in [10].

The local error estimators for the global discretization error u ~ U to be
constructed in the subséquent sections will rely on the assumption that the
piecewise quadratic approximation uQ approximates u of higher accuracy than
the nonconforming approximation uN. To state that assumption in a more
précise form we dénote by | . \ê the L2-norm on L2(ê) given by

/ \
y

f 2 \i/2
\ v do 1 . I n
f 2

\v\* : = ( 2 \ v do 1 . I n Section 3 we will frequently consider the

traces v\e and dvldn\e, e e ê, of piecewise Hm -functions. In particular, we
will be interested in the | . | ^ -norms of the functions [v]r [dv/dn]p

I e {A, 7}, where [v]A and [v]j stand for the average and the jump on the
edges defined as follows : if e e Sj and e = T. n T0, then
[v]A\e := l/2(i;|To + * | t i ) | e and [ v ] ^ := ( v \ r o - v \ r i ) \ e w h i l e
[ v ] A \ e - l / 2 ( v \ r ) \ e a n d [ v ] j \ e := ( - v \ r ) \ e i f e G Sr a n d
e -x n F. Note that the sign of [^]y |e dépends on the spécification of T. and
r0. Further, the functions [dv/dn]A and [dv/dn]j can be defined analogously
if n is chosen as the outer unit normal of xi in case e = ré o r0 G êl and of
T if e = r n / T G Sr (Note that [dv/dn]j\e = 0 in the latter case.)

Now, setting eN := u - uN and eQ := u - uQ in the subséquent sections
we suppose the existence of a function PN- PN{h^), h^ := max hT,
&T := diam z, with A^(^g-) ~^ 0 a$ ĝ- —> 0 such that

(2.4)

where he stands for the length of e G S\ This assumption is supported by the
fact that under appropriate regularity conditions on the data of the problem the
left-hand side is of order O(h^) whereas lltê lll is only of order O(^g-). As a
conséquence of (2.4) we obtain the following result.

vol. 30, n° 2, 1996



242 Ronald H. W. HOPPE

LEMMA 2.1 : Under the assumption (2A) there exists a constant ce>0
independent of ET such that :

hl/2\a a ( M

L C
- Mil + CJIIu - U\\\ (2.5)

where Cx := max( 1, ce) fiN and C2 := ce + Cv

Proof: The triangle inequality gives

he2[ad(UönU)l

• (2.6)

Since the first term on the right-hand side of (2.6) already appears on the
left-hand side in (2.4), we only have to estimate the second term. We find

eh
m\ à(uQ-U)~\e r ^ \A

2 ^

(d(uQ-U)\\

\ an Jl
Using the elementary inequality

\dv/dn\l ^ a(h~lWVv J | V 2 t ; | | o r ) Vu

: )

e H

(2.7)

where S\ is the set of ail edges of r e 3" and a > 0 is independent of T, as
well as the inverse inequality

with P > 0 independent of T, both terms on the right-hand side in (2.7) can
be bounded by a( 1 + f) || V( uQ - U) \\2

0 r, te {T., T0}. We thus obtain

ce(\\\u- f/lll + IllUg - wlll ) (2.8)

where ce := ( 1/2 rcaa( 1 + ff))m. Using (2.4) and (2.8) in (2.6) gives the
assertion. •
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LOCAL ERROR ESTIMATORS FOR FINITE ELEMENTS 243

For the computation of norms or seminorms of piecewise linear or quadratic
functions it is useful to have equivalent discrete expressions at hand. The
following two results which will be needed in the subséquent sections are easy
to prove and therefore, the proof is omitted.

LEMMA 2.2 : There exist constants 0 < X ^ A depending only on the
shape regularity of?T0 such that for all x e 2T and v e Pl(z)

3 3

2 .)-t>(m,.))2^ \v\lr^A J ( K m , ) - K m . ) ) 2

where the m^s, 1 ^ i ^ 3, stand for the midpoints of the edges of T.
If T G ST, we additionally dénote by p-, 1 ^ i ^ 3, the vertices of T and

define for an arbitrarily, but fixed chosen iQ e {l, 2, 3} :

,) - Km,))2},
1 = 1

LEMMA 2.3 : There exist constants 0 < f ^ S anc/ 0 < 0 ^ 6>
depending only on the shape regularity of 9"0 SMC/I that for all r e 3 \
!> e P 2 ( r ) a/i^ 1 ^ î < 2

3. ELEMENT-ORIENTED LOCAL ERROR ESTIMATORS

As in the case of conforming fini te element methods treated by Bank and
Weiser in [4] we will dérive element-oriented local error estimators whose
computations amount to the elementwise solution of either a linear algebraic
system with a 6 x 6 coefficient matrix or a linear system with a 3 x 3
coefficient matrix plus the computation of a local energy norm which, how-
ever, can be easily evaluated in view of Lemma 2.3. Although the basic ideas
in deriving these error estimators are the same as in [4], we will need
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244 Ronald H. W. HOPPE

additional tools which take care of the peculiarities caused by the noncon-
forming setting. In particular, we consider linear operators I :

Ĉ Q ) -^ Lg-( Q ) and Q : N^{ Q ) -» L%{ Q ). The operator I will be used to
specify the distance between a function v G Q^(Q) and the subspace
Lg-( Q ) while Q will serve as a measure for the discontinuity of the noncon-
forming finite element functions. We require the operator I to satisfy the
following conditions :

• There exists a constant C7 ^ 1 independent of h^ such that

sup {iil/ulil/illulll li? e Ô2r(^)> I W ^ 0} ^ C; ; (3.1a)

• ƒv e Ly(fi) for ail v e Q%(Q) ; (3.1&)
• Iv = i? for ail u G L^{Q). (3.1c)
If we define / ± as the orthogonal projection of Q^( Q ) onto Ly( Q ) with

respect to the energy inner product a( . , . ), we may uniquely décompose
each v e Q^Q) according to

v = vL + vQ± (3.2)

where u L : = / 1 î ) e L y ( Û ) and
{I; G Ög-WK"1" «> =0}. Obviously

a ( ü , / ü ) = 0, t ) e ö j . (3.3)

Note that 7"1 satisfies (3.1a) with C7x = 1 but does not satisfy condition
(3.16). On the other hand we can show :

LEMMA 3.1 : Assume (3.1a-c). Then there holds

\WIv\\\ ^ \Jc] - 1 IM, v G fiy ( f i ) ; (3.4a)

Illv - /uil! ^ Cyilt; - ƒ x ülll, v G Gg-(fi) ; (3.4&)

2 2( 1 - - ^ ) Illt? - 7i;lll. lliwlll (3.4c)

for ail v G Qar(Ü), w G ^

Proof : Using (3.1a) and (3.3), for any a G R we get

( 1 + a f\\\Iv\\\2 = \\\I( v + a/i; )ll!2 ^ C2Illi; + alv\\\2
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LOCAL ERROR ESTIMATORS FOR FINITE ELEMENTS 245

whence

( a 2 ( l - C /
2 ) + 2 a + l )ill/flll2 ^ C2!llt;lll2 .

Without loss of generality we may assume C7> 1. The quadratic function
q(a) :~ (1 — Cj) ce + 2 a + 1 attains its positive maximum C2.
( C) - 1 )" x in amax := ( C2 - 1 )" x so that (3Aa) follows with
a = °W

Using the décomposition (3.2), the assertion (3Ab) is an immédiate con-
séquence of (3.1c), (3.3) and (3.4a) :

Mu - lv\\\2 = \\\vQ± - IvQ±\\\2 = \\\vQ±\\\2 + MvQ±\f

^ C2\\\vQ±\\\2 = C*\\\v -I1- v\\\2 .

Using again the décomposition (3.2) and taking (3.1c) and (3.3) into account,
the proof of (3.4c) amounts to the computation of the maximal xmax among ail
X G R satisfying

for all V G Ôsr(^) a n d a11 weLg-(fi). By (3.4a) lltofi±lll = 0 implies
Ill/Vg±lll = 0 and hence, without loss of generality we may assume
lllüfiJII= 1. Then, setting a := lllwlll and p := \\\IvQ±\\\ and observing (3.4a)
we have that /max ^ xmax where xmax is the maximum of ail ƒ e R for which

l + (a-p)2-xa

holds true for ail a ^ 0 and ail 0 ^ p ^ ( C 2 - 1 )1/2. An easy calculation
reveals xmax = 2 ( 1 — ( 1 — C^ ) ) which gives the assertion.

By (3.3) the spaces Q^(Q) and Lap(Q) are orthogonal with respect to the
inner product a( . , . ). If we define Q^iQ) :={v e 0^(^2)1/1? = O}, then
(3.4c) in the preceding Lemma allows us to show that éléments in g^-( Q ) and

form an acute angle.

COROLLARY 3.2 : Under the assumptions (3.1a~c) there holds

\a(v,w)\^t]2. lllvlll. lllwlll, v G Q£(Q)9W G Lg-(fi) (3.5)

where rj2 := C~ \c] - 1 )1/2.
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246 Ronald H. W. HOPPE

Proof ; We may exclude the cases llli?lll = 0 or illwlii = 0, since then (3.5)
becomes trivial. Replacing v in (3.4c) by v := + ülüllf lltlwlll. v,
v G ö

|||W + v III2 = 2( lllwlll2 ± lllvlir ^llwlll. a( v, w ) ) ^ 2( 1 - n2)\\\w\\\2

whence

a(v, w) ^ ?/2lllPll

The following results can be easily deduced from (3.4a),

COROLLARY 3.3 : Assume (3.1 a~c). Then we have

\\\uQ - i*Llll ^ C^\\uQ - UfjW . (3.6)

If we additionally suppose (2.4), then there holds

\\\u - Ujfl ̂  Cfilu - %iil (3.7)

where Cï := Cl + ^ ( 1 + C7).

Proof : For all i?L e L^ (O) we have

a(uQ - wL, «fi - uL) = a(uQ~ uD uQ - vL) .

In view of (3.1b) we may choose vL = IuQ and hence» using (3.4a) we get

= C, inf \\\uo - v\\\ ^ CMuo - wJii.

Setting u — uL— (u — UQ) + (UQ — UL), (3.7) is an immédiate
conséquence of the triangle inequality and (2.4), (3.4a) and (3.5). •

A natural choice for an operator I satisfying (3.1a-e) is to defîne I locally
as the Lagrangian interpolation operator

where pT (., 1 ^ i ^ 3» are the vertices of the triangle r e 9".
In the sequel another main tool will be a projection Q ;

NyiQ) »-> L^(Q) which is subjected to the following conditions :
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• There exists a constant CQ 5= 1 independent of h^ such that

sup {llloulll/llluill lu G //g-(fl), lllvlll * 0} ^ CQ (3.8a)

m Qv = v for all v e L%(Q). (3.8fc)

LEMMA 3.4 : Assume (2.4), (3.1a-c) and (3.8a~b). Then there holds

\\\U - QU\\\ *£ C3\\\u » t/lll + C4III*/ - M ÎII (3.9)

where C3 := ( 1 + CG)( 1 + C,), and C4 := C / 1 + CQ) with CI from
(3.7).

Proof: Using (3.7) and (3.8a-fc) we have

HIC/ - QU\\\ = II1C/ -uL-Q(U-uL )lll =S ( 1 + Cfi ) 1111/ - MJH

^ ( 1 + CgXllll/ - ulll + CJiWu - M^III)

^ ( 1 + C f i)(( 1 + Cj)\\\U- wlll + Cyilt/- w^ll) . •

If we define Q as the pseudo-interpolant proposed in the well known thesis of
Xu [13 ; section 4.5], condition (3.8a) is guaranteed [13 ; Lemma 4.9]. But it
is easy to see that (3.8&) is not satisfied.

A natural choice for an operator Q satisfying (3.8a-£) is the quasi-
interpolation operator as proposed by Oswald in [10] :

where vp is the number of triangles containing p as a vertex and xt p,
1 ^ / ^ vp9 are the triangles having p a s a vertex. Since the nonconforming
finite element functions are defined by their values at the midpoints of the
edges, it is more convenient to express Xp(v) by these values

(3.11)

where ma
{ are the midpoints of the edges emanating from/? while m\ p are the

midpoints of the edges opposite to p (cf. fig. 3.1 below).
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248 Ronald H. W. HOPPE

^ ml,p

- s ,

Figure 3.1. — Position of midpoints m\' p, mj p .

It is immediately clear by (3.10) that Q satisfies (3.8b). The fact that Q also
satisfies (3.8<a) has been established by Oswald in [10].

After these prerequisites we are now able to dérive two element-oriented
local error estimators which are based on the variational équation satisfied by
the global discretization error u~- U. As in [4] throughout the rest of this
section we will assume a e C(Û).

LEMMA 3.5 : Let / ( 1 ) : ^ R be the functional given by

/O)(^):= X f (f~L(U)).vdx
TG gr Jz

± V f f dUl r̂ -i
+ > I Ö , DL

e E o v K

(3.12)

Then there holds

a(uQ -U,vQ + vN) = l(l\vQ + vN) + a(uQ - uN, vN)

(3.13a)

a(u-U,v)= ve

(3.13&)
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Proof: In view of (2.3) it follows that

a(uQ, VQ + VN) = (ƒ, vQ + VN)O^ + a(uQ - uN, vN) ,

v e

Then, both équations (3.12a) and (3.12&) can be easily established by an
application of Green's formula for each T e ST. •

As in [4] we now define el e Q^(Q) in such a way that ex\x satisfies

1r ^ y , (3.14a)

ex dx = 0, if T e & such that felr = 0 , (

where / ^ ( u ) :=^(1)(^IT), T e 2T. The computation of e^ amounts to the
solution of a linear algebraic system AT ex\T = bT

l where Ar and bT
1^ are the

local stiffness matrix and local load vector, respectively. In particular, Ax is a
6 x 6 matrix, if T G Q, and of lower dimension, if r n F =£ 0. Note that Ax

has full rank unless ze Q and ftlT = 0 in which case rank (AT, Z?^1)) = 5
ensuring the existence of a solution while the uniqueness is then implied by
the additional condition (3.14è).

As we shall see later on, the energy norm of ex does only provide a lower
bound for the global discretization error u — £/, since it does not account for
the discontinuity of U across the edges. Therefore, we have to look for an
appropriate modification. For that purpose we introducé / (2) : Q^Q) ^ R a s
the functional given by

/(2)(t?) := l{x\o - Iv) + a(QU - t/,t>), ve Q^Q) (3.15)

and define e2 € Q^{Q) locally as the solution of

2\ (3.16a)

[ e2dx= | (QU~ U)dxy if T e Qandbl = 0 , (3.16fc)

where again l[2)(v) :~ l(2\v\t), r e 2T. By the same arguments as before,
e2\z is uniquely determined and can be computed as the solution of a linear
algebraic system of dimension equal to or lower than 6 with the same local
stiffness matrix as in (3.14).
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Since

a(e2-evv)=a(QU-U,v)t v e Q^Q) , (3.17)

it follows that e2 and ex are related by

- U. (3.18)

Further, by (3.14) we have a(evv) = 0, ve L^Q), and hence, (3.17)
implies the orthogonality relation

lllé>2lll
2 = Ill̂ lli2 + 1111/ - QUt. (3.19)

Moreover, in view of (3.18) we get

e 2 - I e 2 = e x - ï e x (3.20)

and thus, taking account of Ix ex = 0 and (3.19), Lemma 3.1 gives

llle2 - A?2III = \\\el - Iex\\\ ^ CJ\\ex\\\ ^ CJWejiW. (3.21)

With the help of the preceding results we can now show that the energy norm
of e2 does provide a lower bound for the global discretization error.

THEOREM 3,6 : Under the assumptions (2.4), (3Ja-c) and (3.8a-b) there
holds

III<?2III ^ yllllM - U\\\ + y2W\uN - U\\\ ( 3 . 2 2 )

where yx and y2 are positive constants depending only on the shape regularity
of 2TQ and on the constants Ct, 1 ̂  i ̂  4, Cp Cj and CQ.

Proof: Using (3.20) we get

Ill^lll2 - /( l \ ex - Iex ) = l ( 1 ) ( e 2 - I e 2 )

= a(u-U,e2-Ie2)- ^ f ["^"^L 'U^Ie^da.

In order to bound the right-hand side we remark that if v e H2r( Q ) and

M o , r ^ yhrax(v,v)m
9 x e 2T

M2 AN Modélisation mathématique et Analyse numérique
Mathematical Modelling and Numerical Analysis



LOCAL ERROR ESTIMATORS FOR FINITE ELEMENTS 251

with y > 0 independent of T, then it is easy to show that there exists
F > 0 depending on a, y and the shape regularity of 2T0 such that

Applying the above inequality, Lemma 2.1 and (3.21) it follows that

Illw - U\\\. \\\e2 - Ie2\\

- Ie2\\\. ( qillw^ - J7III + C2\\\u - U\\\ )

T C 2 )IIIM - Ulll + C! /1IIMN - t/lll ) . !IÎ 2III. (3.23)

Finally, (3.9) and (3.19) imply

\WU-QU\\\2 ^ \\\U-QU\\\\\\e2W\

^ W\e2\\\( C3lllM - ï/lll + CJIIM^ - U\\\ ) (3.24)

and hence, using (3.23) and (3.24) in (3.19) gives the assertion. •

On the other hand, the energy norm of e2 also pro vides an upper bound for
the error.

THEOREM 3.7 : Under the same assumptions as in Theorem 3.6 we have

( 1 - fiN) \\\u - Mil ̂  Hle2lll + ( Cl CQ + PN) \\\uN - U\\\. (3.25)

Proof : Assumption (2.4) implies

Illu - t/lll ^ lllwô - «III IIIMG - ÏM

Wu - uN\\\ + illMfi - U\\\

whence

( 1 - pN) Illw - U\\\ ̂  pJuN - t/lll + lllMfi - U\\\. (3.26)
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Moreover, by (3.1c), (3.86) and (3.13a) we have

\\\uQ » U\\\2 = a(uQ - U, uQ - luQ) + a{uQ- U, IuQ - U)

a(uQ-U,QU-U)

U, uQ-U) + a(uQ - U, QI(uQ ~ U))

+ CjCQ. \\\uN - U\\\ ) \\\uQ - U\\\. (3.27)

Using (3.27) in (3.26) gives the assertion. •
We will now concentrate on the construction of an error estimator requiring

less computational work. For that purpose we first define e3\x, z G 9", as the
unique solution of

^{e^v) = l\l\v\ veQ^(Q). (3.28)

Indeed, (3.28) represents a linear algebraic System with a symmetrie positive
definite coefficient matrix which is 3 x 3, if r e Q, and of lower dimension
otherwise.

In view of

a(evv) = l(1\v) = l(l\v-lv)=a(evv)i v e fi'ff(fl) , (3.29)

it follows that e3 is the elliptic projection of ex onto Q^Q) whence
llte3lll ^ HlfijIH. More than that we have the équivalence of ex and e3.

LEMMA 3.8 : Assume (3.1a-c). Then there holds

( 1 - ^2)1/2llle1lll ^ lll£3ll! ̂  lil̂ jlll. (3.30)

Proof: Only the first inequality remains to be shown. For that purpose we
décompose ex according to el = eL + eI where eLe L^iQ) and
€j G Q^{Q). By (3.1c) we have a(eveL) = 0 and hence,
a(eL, eL) = - a(eL, ef) giving lltejll ^ Ill̂ tll. Using Corollary 3.2 it follows
that

llle1lll
2 = û(€L, ef) + a(ep ef)

^ \WeJi\\. ( Ill̂ ll - f]2 lltejll ) ^ ( 1 - rj2 ) Ill̂ lll2
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which yields

^ llle3lll. llleylll ^ ( 1 - rfy m IIÎ IIUll̂ lll. •

With regard to this équivalence we cannot expect e3 to provide a two-sided
estimate of the global discretization error. However, if we define

(3.31)

then we can prove équivalence of e2 and e4.

LEMMA 3.9 : Under the assumptions (3.1a-c) we have

2 4 +rj2) \\\e^\\. (3.32)

Proof : Corollary 3.2, (3.19) and Lemma 3.8 give

lllé?4lll
2 = lil̂ lil2 + 2a(evQU-U) + \\\QU - U\\\2

- U\\\2)

\\\QU- u\f) =

Likewise

- ti2)(\\\e3\\\
2 + \\\QU- U\\\2)

Summarizing the results of Theorem 3.6, Theorem 3.7 and Lemma 3.9 we
obtain :
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THEOREM 3.10 : Assume (2.4), (3.1a-c) and (3.8a-b). Then there holds

- PN)\\\u - I/lll ^ ( 1 - tf) l W\e4\\\ + (CfCQ + fiN) \\\uN - U\\\ (3.33a)

( 1 + rj1)" m W\e4\\\ ^ yJWu - V\\\ + y2W\uN - f/lll. (3.336)

4. EDGE-ORIENTED ERROR ESTIMATOR

In this section we will follow the approach in [9] to dérive an error estimator
which can be computed locally by the solution of scalar équations associated
with the midpoints of the interior edges. The first step is that we replace the
exact solution u in the global discretization error u — U by its piecewise
quadratic approximation uQ, It is immediately clear that if uQ approximates u
of higher accuracy than U and SQ is some approximation of
SQ '•= UQ— U providing a two-sided estimate of llleôlll, then this also results
in a two-sided estimate of the global discretization error Hlw — U\\\. Using the
orthogonal projection Qx : N#(Q) + Q%(Q) •-> Q%(O) given by
Û( Q ± V* VQ ) = a( v* VQ ). VQ e Q%{ Ö ), we split eQ into a « continuous » part
UQ —Q1' U and a « discontinuous » part Qx U — U and obtain

\\\U - uQ\\\2 = IIIQ ± U - uQ\\\2 + IHÖ ± U - Ut. (4.1)

We will estimate the two tenus on the right-hand side in (4.1) separately. It
turns out that Illg ± U - uJM can be estimated in much the same way as in the
conforming case (cf. [9]) while the estimation of Mo L U - U\\\ requires some
extra tools.

We begin with the two-level splitting

Q%( Q ) = L%( Q ) 0 Vg( Q ) (4.2)

of Q^(Q) into its linear part L^Q) spanned by the nodal basis functions
yy£, p e &!, and the quadratic part V^( Q ) spanned by the quadratic nodal
basis functions y/^ associated with the midpoints m G M'f of the interior
edges. With respect to (4.2) the associated stiffness matrix AQ can be repre-
sented as a block 2 x 2 matrix

=\A A ) •
\nQL nQQ/
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Splitting v e QÎj-(Q) according to V=V
L+VQ>

 p L e ^
VQ e ^sr(^)> anc* identifying finite element functions and vectors it is not
hard to see that there exists a positive constant y0 depending only on the shape
regularity of 2T0 and on the ellipticity of a( . , . ) such that

(4 3,

where DQQ := diag (A f i f i).

Indeed, the upper estimate is easily established while the lower estimate can
be deduced from Lemma 2.3 and Corollary 3.2 as follows :

v(p)y/L
p+ 2

m e

pe 0>, m&Jt,

+
pe &J re 9" me

where y0 := ( 1 - rj ) min ( 1, 0 £min ( K , a/è ) ).

If <3 = <3. is the final triangulation obtained from an initial coarse
triangulation 2T0 by the refinement process of Bank et aL we may further
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replace ALL by its Z^X-preconditioner HBPX. As has been shown in [5], [6],
[14] there exist positive constants cQ and cx depending only on the shape
regularity of ST0 and the ellipticity of a( . , . ) such that

cl \\j + 1 )" ' VT
LHBPX VL s= vT

LAa vL =£ c, i ^ t f ^ y L . (4.4)

Denoting the residual by

riv):=(f,v)OtSj-a(U,v), v e Q%(Q) (4.5)

and representing the associated vector as a block vector according to
r=(rL, rQ)r, we obtain :

THEOREM 4.1 : With the constants y0, cQ and cx from (4.3), (4.4) and the
residual vector r from (4.5) there holds

/H~1 O \
\\\uQ -Q± U\\\2 ̂  y~0

 l max ( 1, co(j + 1 ) ) rTl BPX _ x 1 r f (4.6a)
\ ° DQQ/

(H~1 O \
\\\uQ - Q ± U\\\2 ̂  min ( 1/4, l/( 2 cx ) ) / ( 5/>X - i ) r '

ÖÖ (4.6fc)

Remark : ïf tf( t/, y ) = a( uN, v ), v e L^( i2 ), we have rL = 0 and then
the computation of the lower and upper bounds reduces to the solution of
scalar équations associated with the midpoints of the interior edges.

As f ar as the estimation of IIIQ ± U — U\\\ is concerned it is quite clear that
the computation of Q ± U is as costly as the computation of the piecewise
quadratic approximation uQ itself and therefore, we have to look for an
appropriate simplification. For that purpose we introducé a further projection
Qp : Naj-(Q) + Qaf(Q) •-> Q^(Q) which we require to satisfy the following
assumptions :

• There exists a constant Cp ̂  1 independent of h^ such that

lllgp v\\\ ^ Cplllvlll, ve N^iQ); (4.7a)

• QP v = v for ail v e Q%(Q). (4 1b)
As a conséquence of Corollary 3.2 and (4.1a-b) we note that

CP\\W\l ve Nç?(Q) + Ql(Q) (4.8)

where Cp := ( 2( 1 - rj1 )" x C^ )1/2.
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Indeed, we may uniquely split v according to v = vN + Vj where
n Q%(Q), and then get

+ 2 a ( i ^ , Ü7) + Uittil2

Using the previous results it is easy to see that in IIIQ± U — U\\\ we may
replace Q1 by Qp.

LEMMA 4.2 : Assume (3.1a-c) and (4.7a-b). Then there holds

CP\\\U - Qp XM ̂  \\\U » Q -1 U\\\^ \\\U - Qp U\\\ (4.9)

' mwhere Cp := ( 1 + Cp ) ' m.

Proof : Since QpU G Q^ü), the second inequality trivially holds true. On
the other hand, using (4.8) we have

IIIU - Qp U\\\2 = III f/ - Ö X ^lll2 + IHÖ X ^ ~ Ö P 1̂112

W2= III £/ - g ± U\W2 + \WQP(U-QLU )lll2

Observing assumption (4.1b) and the continuity of functions v e Ngr( 2̂ ) in
m e «•#,, a possible choice of the projection Qp is as follows

where ^.p(i>) is given as in (3.10). Therefore, we may view
(Qpv - v)(p), p e ^ , as a measure for the déviation from the mean value.
In order to prove the continuity of Qp on Ngr( Q ) we dénote by pl

x,
1 ^ / ^ 3, the vertices of T e 9" and by vT . the number of triangles
containing p\ as a vertex. Then, fixing such a triangle T, we set xi x := T and
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number the remaining triangles in the mathematical positive sensé with
obvious modifications in case p\ is a vertex on the boundary F. Applying
Lemma 2.2 and Lemma 2.3 it follows that

\\\v-Qpv\\\2 ^ max(ö,£) ||t> - Qp v \\ *ff ^

3 / vTI- \2

^ Omax(âtfc) 2 2 ^(^^-T-E^/CK))
i e î i = l \ r, i / = l /

3 1 / * ' • ' " '

i = l V t | j \ | = |

v - 1 A.»
^V (V

V T 1 .

3 / vTii \

*sf max(â ) ^ 2^*) EKr,

^ 3 v ^ j £ max ( ö, * ) IIMII2

where vmax dépends on the minimum interior angle of 2T = 3T. and thus only
on the shape regularity of 2TQ.

Although öp U can be cheaply computed, the projection Qp is not a useful
tooi to obtain an edge-oriented error estimator. The reason is that
QPU — U represents a discontinuous piecewise quadratic function which,
however, is continuous at the midpoints of the interior edges where it attains
the value zero. Therefore, we have to compute Qp U — U elementwise by
evaluating it at the vertices. Anyway, no matter how the operator Qp is chosen
we do not get a purely edge-oriented error estimator, since Qpv - v vanishes
at all vertices if and only if v is continuous. Instead of representing the
déviation from the mean value at the vertices we are better off by considering
the discontinuity across the interior edges. For that purpose we introducé
another operator QE : N^(Q) >-> Q^(Q) which is locally given by

(4.11)

where mT . is the nüdpoint of the edge eT . of r e 2T opposite to the vertex
p\ and Tf. is the adjoint triangle with T • n x = eT -, 1 ̂  i ^ 3 (cf. fig. 4.1
below).
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v\

Figure 4.1. — Location of T, Tf-, p\ and mx (., 1 ^ i ^ 3 .

Note that in case e T ( . c r we formally define T. by reflection of T at i" and
set v\ri(p[i+ï)mod3):.= 0.

In view of ^ ' + 1 > m o d 3
 = /£-Omod3 i t i s e a s y t o s e e t h a t Q^ v i s c o n t i n u o u s

in m G Mr Further, QE v - v represents a continuous piecewise quadratic
function with zero values at the vertices of the triangles, and we can prove that
the energy norms of QEU- U and QPU- U are equivalent.

LEMMA 4.3 : Assume that Qp and QE are given by (4.10), (4.11)y respec-
tively. Then there exist constants 0 < cE ^ CE depending only on the shape
regularity of 2T0 and the ellipticity of a( . , . ) such that

- QP I/lll ^ \\\U - QE C/lll ^ CE\\\U - Qp Mil. (4.12)

Proof : With regard to Lemma 2.3 we obtain

) f (4.13a)

(4.13*)

where zm l and xm 2 are those triangles having m e M\ as the midpoint of their
common edge and pm is a vertex situated on the same edge as m. Note that
pm is not uniquely determined but its choice does not change the right-hand
sides in (4.13a) and (4.13&). Likewise, denoting by M the mean value
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we get

\\\U - Qp U\\\2 ̂  max ( a ,

' - QD U\i

Since v ^ v
max> p ̂  &, with vmax depending only on the shape regularity

of 2T0, there exist constants 0 < c( vmax ) < C( vmax ) such that for ail

f

^ i p M p ) 2 . (4.15)

Combining (4.13)-(4.15) gives the assertion. •

5. NUMERICAL RESULTS

In this section, we present some numerical results illustrating the refinement
process as well as the performance of both the element-oriented and the
edge-oriented a posteriori error estimator. The following second order elliptic
boundary value problems have been chosen as test examples :

Problem 1. Equation (2.1a) is considered on the octagon Q with corners

(cosfsinf), (cos^.sin^), (cos^.sm^), (cos^sin^),

xcos 2f> ™ x )• ( cos ^ s i n T 2 )• (cos H2- s i n
2 )•

^, s in—Ô^)- The coefficient a(x,y) is piecewise constant with the

values 1 and 100 on alternate triangles of the initial triangulation (cfifig. 5.1)
and b = 0. The right-hand side ƒ and the Dirichlet boundary conditions are
chosen according to the solution u(x, y ) =( oa2 - y2)( ay2 - x2)/a,

a — ( tan —^- J . Note that the solution is continuous and has a jump
discontinuity of the first derivatives at the interfaces.

Problem 2. Equation (2.1a) with a= 1 and b - 100 on the unit square
Q = ( - 0.5,0.5 )2. Again the right-hand side ƒ and the Dirichlet data are
chosen according to the solution u(xy y) = exp(— 100(x2 - v2)2) which
has an interior layer along the Unes x = y and x = — y.
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a = 100

= 1

261

N = 13796

element-oriented

TV = 20216

edge-oriented

Figure 5.1. — Adaptively generated triangulation on level 6 (Problem 1).

The problems have been discretized by means of the standard nonconform-
ing PI approximation with respect to a hierarchy of simplicial triangulations
which has been adaptively generated using the error estimators described in
the preceding section. The discretized problems have been solved by multi-
level preconditioned cg-iterations with a multilevel preconditioner of BPX-
type designed for nonconforming approximations (cf. [12]),

Starting from an initial coarse triangulation, on each refinement level k the
local error contributions T e 2T. and £,, e e $k have to be calculated,
respectively. We use the standard refinement process of Bank and others [3].
In addition to the simple mean value strategy we take the area of the triangles
into account. In case of the element-oriented error estimator we obtain
£2I£2I ^ CTITI 2 e? a s ^finement criteria, where \Q\ and ITI stand for the area

of Q and T, respectively. a dénotes a safety factor which is chosen as
a = 0.95. The choice a =£ 1 guarantees uniform refinement if the weighted
local contributions are all the same.

Figures 5.1 and 5.2 represent the triangulations on level 6 generated by the
described adaptive refinement process. In Problem 1, the resolution of the
interface between the areas of large and small diffusion coefficient is only
sharp if we use the element-oriented error estimator. In Problem 2, we observe
the expected local refinement in the régions of the layer (cf. fig. 5.2).

We observe that for almost ail test ex amples the edge-oriented error
estimator générâtes more nodes N per refinement step.

£ e s t

In figure 5.3 and 5.4 the efficiency index rf := 1 is shown as a
function of the total number of nodes. The estimated error is denoted by
£est and etrue stands for the true error in the energy norm. In case rj > 0 the
true error is overestimated, in case r\ < 0 the error estimation is too optimistic.
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TV = 5824
element-oriented

N= 17192
edge-oriented

Figure 5.2. — Adaptively generated triangulation on level 6 (Problem 2).
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2.5

2

1.5

1

0.5

0

-0.5

element-oriented
edge-oriented

0 10000 20000 30000 40000 50000 60000 70000
Numberof nodes

Figure 5.3. — Error Estimation for Problem 1.

10000 20000 30000 40000 50000 60000
Number of nodes

Figure 5.4. — Error Estimation for Problem 2.
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Both presented error estimators give a good asymptotic approximation of
the true error in the energy norm. At the beginning of the refinement proces s
we observe over- or underestimation, depending on the chosen error estimator
and the test problem.
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