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MATHEMATKAL M0OEL1MG AND NUMERKAL AHALYStS
MODàJSATION MATHÉMATIQUE ET ANALYSE NUMÉRIQUE

(Vol 28, n° 6, 1994, p 725 à 744)

QUASI-NORM ERROR BOUNDS
FOR THE FINITE ELEMENT APPROXIMATION

OF SOME DEGENERATE QUASILINEAR ELLIPTIC EQUATIONS
AND VARIATIONAL INEQUALITIES (*)

by W. B. Liu ( u ) and John W. BARRETT (l)

Commumcated by R TEMAM

Abstract. — In this paper energy type error bounds are established for the fimte element
approximation of the following vanational inequahty problem

Let K be a closed convex set in the Sobolev space Wl
0
 P(O ) with p e (1, oo ), where O is an

open set in Rd (d = X or 2) Given f, find u e K such that for any v e K

k(xy \Vu\)Vu(x).V(v(x)-u(x))dx3*
J Ü J n

f(x)(v(x)-u(x))dx,

where k e C {O x (0, oo )) is a given nonnegative function with k{. , t) t stnctly increasing for
r^O, but possibly degenerate

In some notable cases these error bounds converge at the optimal approximation rate
provided the solution u is sufficiently smooth

Résumé — Dans cette publication les bornes d'erreur de genre énergétique sont défîmes
pour l'approximation des éléments finis du problème de variation d'inégalité suivant

Prenons K, un ensemble convexe fermé dans Vespace de Sobolev WQ p(f2 ), pe (1, oo ), où O
est un ensemble ouvert dans Rd (d = 1 ou 2) Étant donné f, on cherche u G K de manière a ce
que, pour chaque v e K,

f k(x, \Vu\)Vu(x).V(v(x)-u(x))dx^ f f(x)(v(x)-u(x))dx,
Jn Jn

où k e C {Ü, x (0, oo)) est une fonction non négative donnée avec k{ . , t)t de progression
strictement ascendante pour t s= 0, mais qui peut éventuellement dégénérer

Dans certains cas remarquables, si la solution u est suffisamment régulière, ces bornes
d'erreur convergent au taux d'approximation optimal

(*) Manuscript received January 6, 1993, revised October 14, 1993
(t) Supported by SERC grant GR/F81255
(') Department of Mathematics, Impérial College, London, SW7 2BZ
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726 W B LIU, John W BARRETT

1. INTRODUCTION

Let O be a bounded open set in Rd, d = 1 or 2, with a Lipschitz boundary
3/2 m the case d = 2. Many mathematical models from physical processes
have the followmg form : given ƒ and g> fmd u such that

-V.(*(JC, \Vu(x)\)Vu(x)) = f(x) Vxef2<=:Rd, (Lia)

When & is smooth and satisfies the ellipticity and monotomcity conditions
such as those given m [9] and [11], there is much work on lts well-
posedness. Moreover, optimal error bounds for lts fmite element approxi-
mation have been estabhshed m vanous norms

For many physical models» k does not satisfy these conditions and hence
the lmearization or déformation procedure used in [9] and [11] cannot be
applied at all. A typical example is the p-Laplacian, where k(t ) =
rp~2, p E (l ,oo) and p # 2. Throughout we will dénote k(x, t) by
k(t) for almost every x e 12. Such models arise in many physical processes :
nonlmear diffusion and filtration, see [19], power-law matenals, see [1], and
non-Newtoman flows, see [3]. For such cases the monotomcity method
plays an essential rôle m establishing well-posedness and error bounds,
see [12]. By this method error estimâtes for the fmite element approximation
of (LI) have been given for a class of k, which includes the p-Laplacian,
see [6L [7] and [12], although the results are only suboptimal m most cases
and may be very poor for some important cases (for instance, k(t) = tp and
p # 2). On the other hand, numencal computations mdicate that the
approximation should converge at the optimal rate for such cases at least for
sufficiently regular solutions. This has been confirmed recently for the
contmuous piecewise linear fmite element approximation of (1.1), firstly for
the case where k(t ) — tp ~ 2 m [2] and then for more gênerai cases m [16]. We
note that there is little pomt m considermg a higher order approximation due
to the lack of regulanty of the solutions of (LI) in gênerai. It has been further
shown that the techniques used m dealmg with (11) can also be applied in a
modified form to the case of a quasi-Newtoman flow obeymg the power law
or the Carreau law, see [3], and the parabolic p-Laplacian, see [4].

In the mathematical hterature there has been a huge explosion of work on
the p-Laplacian and related degenerate quasümear elliptic and parabolic
équations. This work has naturally led to considermg the correspondmg
variational mequalities (obstacle problems), see [5] for example. It is the
purpose of this paper to show that the techniques m [2] can be adapted to
study the fmite element approximation of the elliptic variational ïnequahty
correspondmg to (1.1). Error bounds in energy type norms are proved. In
some notable cases these error bounds converge at the optimal approximation
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QUASI-NORM ERROR BOUNDS... 727

rate provided the corresponding solution is sufficiently smooth. In addition
these results in some cases simplify and improve on those for the équation
case presented in [16]. Although there is much work on the finite element
approximation of elliptic variational inequalities for the Laplacian, see [10]
and [8] for example, and when k is smooth and positive, see [17] and [18],
we know of no work for degenerate k except the brief mention of suboptimal
bounds in [8].

The outline of this paper is as follows. In the next section we state the
précise weak formulation of the problem and then prove some important
inequalities. In Section 3 we establish some abstract error bounds for the
finite element approximation of the problem. In Section 4 we dérive some
explicit error bounds from these abstract bounds.

Throughout this paper, we adopt the Standard notation Wm'q(f2) for
Sobolev spaces on f2 with norm || . ||wm,9(/2) and semi-norm | . \w^g^ny In
addition C and M dénote two gênerai positive constants independent of h and

xe n.

2. THE WEAK FORMULATION AND SOME INEQUALITIES

Let ü be a bounded open set in Rd with a Lipschitz boundary
3/2. Let K be a closed convex set in W^p(fl)^ {v E WUP(O) : v - 0 on
3/2} and ƒ e L2(f2). Let k satisfy the following conditions.

ASSUMPTIONS (E) : We assume that k e C (/2 x (0, oo )) and the function
t -> k(t) t is continuons and strictly increasing on [0, oo ) and that it vanishes
at t = 0, where throughout the paper we will dénote k{x, t) by k{t) for
almost every xe D, In addition we assume that there exist constants
p > 1 and t0>0 such that

Mt?"1 ^k(t)t^Ctp~l for t**t0. (2.1)

The problem that we wish to consider is :
(WP ) Find u e K such that

k(x, |VM(JC)|)VW(X). V(I ; ( JC)- u(x))dx
n

f(x)(v(x)-u(x))dx Vü EK .

Associated with (WP ) is the following minimization problem :
(MP ) Find u E K such that

JnW = Min Jn(v), (2.2)

veK

voL 28, n° 6, 1994



728 W. B. LIU, John W. BARRETT

where

f f|v»i r
Ja(P)= k(t)tdtdx- fvdx. (2.3)

Jn Jo Jn

Under Assumptions (E ) it is a simple matter to establish the existence of a
unique solution u to (MP ) by adapting the argument for the équation case
given in [6], [7] and [12]. In addition it foliows that (WP ) and (MP ) are
equivalent problems.

In order to prove error bounds for the finite element approximation of
(WP ) = (MP ) one requires stronger assumptions on the function k.

ASSUMPTIONS (A) : We assume that k e C (f2 x (0, oo )) and that there
exists a constant p ;> 1 such that

(Al) There exist constants axe [0, 1] and s, C > 0 such that for all

and for all s, t > 0 satisfying \ s/t - 1 [ =s e

\k(t)t-k(s)s\ ^C\t~s\[(t + sfx(\ +t + s)l~air~2 •

(A2) There exist constants a2e [0, 1] and M > 0 such that for all

k(t) t - k(s) s Bt M (t - s)[(t + sf2(l + t + s)1 " air ' 2 .

Assumptions (A) are slightly more gênerai than those in [16], where
ax and a2 are either 1 or 0, and can be stated in a more compact way.
Ho we ver, the main advantage to stating the assumptions in this form is that
one can obtain some sharper inequalities, see (2.4) and (2.5), than those
in [6] and [16] for some k.

Remark 2.1 : We note that if k satisfies Assumptions (A) then it satisfies
Assumptions (E). Many functions k met in practical problems satisfy the
Assumptions (A); e.g. k(t) = [fM(l + f ) 1 ' T " 2 with p e (1, oo) and
fx e [0, 1] satisfies (A) with ax = a2 = fx ; k(t) = (1 + t2)^-2*2 with
p e (1, oo ) satisfies (A) with ax = a2 = 0. Clearly the choice of parameters
ax and a2 are not unique. For example if (A) holds for p E (1, 2] and
al9 a2 e [0, 1] then it holds with a1 = 1 and a2 = 0. Similarly if
(A) holds for p e [2, oo ) and au a2e [0, 1 ] then it holds for ax = 0 and
a2 = l. In applying our results in this paper we will always choose
ax = a2 as in the examples above. However, we state our Assumptions
(A) in this more gênerai form so as to relate to previous work.

Throughout this section ( . , . ) dénotes the Rd inner product.
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QUASI-NORM ERROR BOUNDS 729

L E M M A 2.1 : Let k satisfy the Assumptwns (Al ) for p G (1 , oo ) and

axe [0, 1 ]. Then for all x, y e Rd (d^\) and ö ^ 0 we have that

Let k satisfy the Assumptwns (A2) for p e (1 , oo ) and a2 e [0, 1] . Then
for all x, y G Rd (d s= 1 ) and 8 ^ 0 we have that

(k(\x\)x-k(\y\)y9x-y)&

^ M\x -y\2 + ô [ ( | x | + | y | ) a 2 ( l + | x | + \y \ f ~ a2f-2- ô . (2.5)

Proof: We first prove (2.4) with 5 = 0 . Some ideas similar to those m [2],
[6], [7], [12] and [16] will be applied. For any (x, y) e Rd x Rd let

F ( x , y ) = | * ( | * | ) * - * ( | y | ) y | /

/ { | x - ^ | [ ( | x | + l y l T 1 ( 1 + \ x \ + \ y \ ) l ~ a ' r ~ 2 } •

We wish to prove that F is bounded. For A an d x d orthogonal matrix it
follows that for ail (x, y) e Rd x Rd

F (x, y) = F (y, x) , F (Ax, Ay) = F (x, y) and F (0, y) *£ C . (2.6)

Therefore without loss of generality we can suppose that x, y ^ 0. Let
b(x)= [\x\a] (1 + \x\)l~aif~2. Then F can be rewntten as

F(x,y) =

| ) a i (1+

We can further assume from (2.6) that x/|x| = ex = (1, 0, ..., 0 ) r and
| y | /1 x | =s 1. It follows that F (x, y) will be bounded if yf \ x \ does not tend to
ex as the function x -»> k( |x | )lb{x) is bounded above. It remains to show that

hm F (x, y ) <: oo.
yl\x\ - e ,

If 1 - «e ̂  | J | / | J C | ^ 1 for some e e (0, 1 ) then there exists a constant C
such that |x | \y\ ^ ( |x | + | j | )2 ̂  C |x | |y |. Then it follows, smce
\x\\y\ - {x,y)^ | x - y | 2 , that

\k(\x\)x-k(\y\)y\2= (k(\x\)\x\ - k(\y \ )\y\ f +
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730 W B LIU, John W BARRETT

*C(\x\ - \y\)2[(\x\ + M f (1 + |JC| + \ y \ ) l - a ^ - v +

+ C\x-y\* {{\x\\y\f* [ ( 1 + | * | ) ( 1 + \y | ) ] 1 " ay~2

^C\x-y\2[(\x\ + \y\)ai(l+ \x\ + M) 1 "" 1 ] 2 *"" 2 *

Consequent ly one has that (2 4) holds with 5 = 0 On the other hand for all
x, y e Rd and ô ^ 0 we have that

l * - : v | [ ( l * l + M ) a i ( i + | * | + \ y \ ) 1 a'f~2^

* \x~y\l~s l(\x\ + b | ) a i d + \x\ + b l ) 1 " " 1 ? - 2 ^ ,

that is, (2 4) holds for any <5 ̂  0

Similarly (2 5) for the case 5 = 0 holds since we have for Mt > 0 that

- ; y ) = ( * ( | * | ) | * | ~ k(\y\)\y\)(\x\ -

lbl - (x,y))

- \y\)2[(\x\ + | y | ) a a ( l + | J C | + \y\)l-a2Y 2 +

where we have noted for all s, t m 0 that

[s"2(l + 5 ) 1 - a 2 f - 2 + [ta\\ +t)l~aiT 2^

^M2[(5 + O"2 (1 + s + O1-ûf2F 2 (2 7)

Clearly (2 7) holds forp e (1,2] withM2 = 1 Forp e (2, oo), (2 7) follows
from noting that there exist constants M3 and M4(p) such that

Cs + O (l + s + O ^ M 3 [ 5 2 ( l + 5 ) 2 + f 2 (l + O ]

and

(̂  + ^y - 2 ^ M 4 [ / - 2 + tp-2]

In addition for all x, y e /?d and ô === 0 we have that

l * - y | 2 [ ( | * | + b l ) " 2 ( i + | * | + b l ) 1 " " ^ - 2 ^

^ | * - y | 2 + a [(1*1 + | y | ) a a ( 1 + 1 * 1 + | j | ) 1 " a 2 l p 2 5

and hence (2 5) holds for all 6 ^ 0 •
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QUASI-NORM ERROR BOUNDS... 731

Under similar assumptions Chow in [6] has proved (2.4) with ô = 2 — p
for p e (1, 2], ax = 1 and ô = 0 for p e [2, oo), a t = 0 ; (2.5) with
8 = 0 for p e (1, 2], a2 = 0 and 5 = p - 2 for p e [2, oo ), a2 = 1. With
these one can establish some error bounds for the finite element approxi-
mation of (1.1) (see [6], [7] and [12]). These error bounds, however, are
only suboptimal in many important cases. In [2] and [16], sharper inequali-
ties, which can also be viewed as generalizations of those in [6] are
established ; that is, (2.4) with ax = 1 and (2.5) with a2 = 0 when
p e (1, 2], (2.4) with al = 0 and (2.5) with a2 = 1 when p e [2, oo ). It is
these generalizations that makes the establishment of some optimal error
bounds possible for (1.1) by exploiting the associated minimization problem.
However, for some k the inequalities (2.4) and (2.5) are even sharper than
those in [16]. For example k{t) = tp~2, p e (1, oo), satisfies the Assump-
tions (A) with al = a2= 1. These improved inequalities are absolutely
essential in establishing sharp error bounds for the finite element approxi-
mation of some degenerate quasilinear problems for which there is no
associated minimization problem (for example, the parabolic p-Laplacian,
see [4]).

Remark 2.2 : Lemma 2.1 can be generalised so that the inequalities (2.4)
and (2.5) remain true if x= (xtJ) and y= (y ) are d xd matrices with

d

(x, y)= £ xt,jyi,j anc* l x | 2 = (x, x). Therefore these crucial inequalities

can be applied to Systems, such as those studied in [16].

THEOREM 2.1 : Let k satisfy Assumptions (A). Let u = ut e K be the
unique solution of (WP ) for a given f\ e L2(I2 ). Then for p G (1, 2]

* C | | / 1 - / 2 | | L l ( O ) [ l + | M w , . , ( f l ) + \\u2\\w,,nn)?-p , (2.8)

and for p e [2, oo )

( I k - "2\\WL,ia)r-1 * c \\fx - f2\\L2iny (2.9)

Proof : The results (2.8) and (2.9) follow by adapting the proofs for the
équation case in [6], •

3. FINITE ELEMENT APPROXIMATION AND ABSTRACT ERROR BOUNDS

In this section we consider the piecewise linear element approximation of
{WP ) = {MP ). Let f2h be a polygonal approximation to 12 with boundary
8Oh in the case d = 2 and üh= f2 if d = 1. Let Th be a partitioning of

vol 28, na 6, 1994



732 W. B. LIU, John W. BARRETT

fth into disjoint open regular d-simplices r, each of maximum diameter
bounded above h, so that Öh ~ \^J r. We assume in the case d = 2 that

re 7*

Pi e df2h^>Pi e dfè and dist (3/2\ dI2 )^Ch2, where Pi9 i = 1 ->ƒ, is
the vertex set associated with the partitioning Th, We will further assume that

Associated with Th are the finite dimensional spaces

Sh = [x e C0(f2h) :X | T is linear for all r G 7*}

and Sh
0 s {^ G C°(/3) : * | ^ e S* and ^ 1^^* - 0} c Wj' °°(/2*).

Let 7T̂  : C°(>Ö/l) -*• Sh, dénote the interpolation operator such that for any
v e C°(f2h), 7Thv(Pi) = v(Pt) i = 1 -±J. We recall the following standard
approximation results :

For m = 0 or 1, q, s e [1, oo] and u e W 2 ' 5 ( T ) (SO that v G C°(T)) we
have that

provided W2' 5 ( r ) Œ Wm> q(r ). Furthermore if q > d then

l ü - ^ « l w - . , ( T ) ^ C A 1 — |ü | w , . , ( r ) V T € 7 * . (3.16)

Let jSrA be a closed convex set in SQ such that irh(K n C°0 )) cz Kh and

that vh e Kh ^> vh G K. We note that for the analysis that follows these
assumptions can be relaxed (see [9]).

A possible finite element approximation of (MP ) is then :
(MP )h : Find uh e Kh such that

Jnk(uh) = MinJnk(vh).
vheKh

Equivalently, one can define uh as the unique solution of the following
variational. inequality :

(WP )h : Find uh e Kh such that

*( |VM*| ) (VM\ V(vh- uh))dx^ f(vh~uh)dx Vvh e Kh .
Jnh Jnfi

The well-posedness of (WP f and (MP f follows in an analogous way to that
of (WP ) and (MP ).

We now establish some error bounds for such an approximation. Although
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QUASI NORM ERROR BOUNDS 733

no error bounds exist in the hterature for degenerate elliptic vanational
mequahties by combinmg the work on « lmear » vanational inequalities,
i e [10], with the work on degenerate elliptic équations in [6] it is a simple
matter to obtain the following error bounds if u G W2 P (O )

If k satisfies the Assumptions (A) with p G (1 ,2 ] , ax = \ and a2 = 0 then

If k satisfies the Assumptions (A) with p e [2, oo ), a t = 0 and a2 — 1 then

Clearly these error bounds are not optimal Below we will estabhsh some
improved error bounds by applying the ideas used in [2] and [16] These
bounds converge at the optimal rate, provided u is sufficiently smooth, in
some notable cases Firstly, we estabhsh some abstract error bounds

Let u be the unique solution of (WP ) Then for any 6 > -2 and
a e [0, 1] we define for any v e Wl p(f2h)

Ml'**.)-
r

= | Vt? | 2 + ô l(\ Vu\ + | Vi? I ) a ( 1 + I V w l + I Vv I ) ( 1 a)](p~2'5) dx ,
Jnh

where p = max {/?, 2 + 8 } This is well defined for all v e W1 p(Oh),
p G (1, oo), since

WvKs a ) * f ( 1 + |V«| + \Vu\Ydx
J nh

It is easy to estabhsh that || . ||, s a, is a quasi-norm on WQ p(f2h) , that is, it
satisfies all the properties of a norm except the homogeneity property In
addition we note f o r 0 ^ a 1 ^ a 2 ^ l that

H I ^ . ^ I M I 2 ^ ) if P*2+8 (32a)

and IMI'n.^lMI'o,..,) l f P^2 + ô (32b)

We can now state our abstract error bounds in the following way

THEOREM 3 1 Let Ie satisfy Assumptions (A ) Let u and uh be the unique
solutions of (WP ) and (WP f We assume in addition that u e Lco(ü) and
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734 W B LIU, John W BARRETT

V . ( * ( | V M | ) V M ) + ƒ eL2(n)nLco{ü\nh). Thenfor any 8{ e ( - 2 , 0] ,
<52 ^ 0 and vh e Kh we have that

W^ ~ ^\\Zs2ia2^C (\\u-vh\\^ôvax)+ \\u-vh\\Lhnh) + h2), (3.3)

where pt = max {p, 2 + 8t} .

Proof • The proof is similar to that of Theorem 2.1 in [2] and Theorem 4.1
in [16]. For any vh e Kh

. f l h .
Jnh(v) ~ J/}*(") = / W M + ' ( » - « ) ) ( " -

Jo

Jo

u)dt =

<(ü'! - M))(M + t(vh - u) - u) -

t(vh -u)- u)] r l dt + J'nh(u){vh-u)

= A(vh)+J'n»(u)(vh-u),

where

A(vh)= I f {k{\V{u + t{vh-u))\)V{u + t{vh-u))~
JQ Jnh

-k(\Vu\)Vu9 V(vh -u))dxdt .

From (MF )h we have that

A(uh) + /i*(u)(«* - M) = //,*(«*) ~ /fl*(«) <

</fl*(ü*) -//!*(«) = A(vh) + J'nk(u)(vh - u).

It follows, since nh^I2 and (WT ) =>/^(M)(M - uh) ^ 0, that

A (uh) ^ A (vh) + ƒ;,*(«)(»* - M*) = A (vA) + / ^ (u)(vh - uh)

= A(vh) + J'a(u)(vh - u) + 7i(ii)(M - M*) « A (v*) + 7

On the other hand, V . (k(\Vu\ ) Vu) + ƒ e L2(f2 ) n L°°(/2\/2*),
ueU°(n\ nh^n and dist (6/2, 6/2*) ^ e/?2 and so we have that

A ( I I * ) *s A(i>*) + C (||ii - vh\\l2{nh) + ^ 2) V ^ G Kh . (3.4)

Noting for all ül9 i?2 and r e [0, 1] the inequality
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QUASI-NORM ERROR BOUNDS 735

it follows from (2.4) that for all Sr e ( - 2, 0]

P f r1 + 5 l | V ( w -
Jo Jnh

X

x (1 + | V K | +

^ c I I " - ü * l l ^ « „ « , ) • ( 3 - 5 >
Similarly it follows from (2.5) that for all 82^0

Combining (3.4), (3.5) and (3.6) yields the desired result (3.3). •

COROLLARY 3.1a : Under the assumptions of Theorem 3 A we have with
pL = max {p, 2 + <5j that.

Ifp e (1, 2] then for all ̂  e ( - 2, 0] and vh e Kh

ƒƒ p e [2, oo ) then for all 82^0 and vh s Kh

\\U-uh\\Z^2,a2)^

and if in addition ueWhco(n) and \\vh\\wl œ ^ C, then for any

w + h*). (3.9)

\wl œ

[1,2]

Proof Ifp 6 (1, 2] then from a Holder mequahty and (3.2a) we have that

\u-u%x,{ah)*

^ [1 + | Vw | + |V(« - u )\Y dx\ ||w - w I | | ^ 0 0 )

^ \\U "~ U II (p o, 0) ̂  \\U — U ll(p(o, o2)"

Hence the desired result (3.7) follows from (3.3) with 82 = 0.
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Similarly, if p e [2, oo ) we have from a Holder mequality and (3.2b) that

[1 + |VM| + \V(u-vh)\Ydx\

Hence the desired result (3.8) follows from (3.3) with öl = 0.
Fmally choosing ôr = s — 2 in (3.3) and noting (3.2b) yields that

and hence the desired result (3.9). •

COROLLARY 3.1b : Under the assumptions of Theorem 3.1 we have

If pe (1, 2] and we W1' 2 + " l (p"2)(/2) then for all vh e Kh

(3.10)

If p e [2, oo) then for all vh e Kh

(3.11)

and if in addition ueWliCO(f2) and \\^h\\w\ œ(n)^C, then for any

se [1, 2]

, h. 2 + a 2 ( p - 2 )
L | M — M l^i 2 + «2(p-2)^ / ( )J ^

Proof • The result (3.10) follows directly from (3.7) by noting that
ü l l * U ü l 1 2 ( 2 ) ] 'foraU»eW '̂  '(/
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a x e [0, 1 ]. The results (3.11) and (3.12) follow directly from (3.8) and (3.9)

by noting that ||i> \\p
 Q a . s* [\v \w\ 2 + «2(p=i) (üh)] +<*2ip~ for a n

v e W ' + &2 {fïh) and a2 e [0, 1 ]. D

If ax = a2 ~ a, which is usually the case, then one has from (3.3) on
choosing 8X = S2 = 0 that for any vh e Kh

where p = max {/?, 2 } . Hence uh converges to u in the quasi-norm
|| . |L 0 a ) as h -* 0 at the optimal rate ; that is the same rate as the
approximation error inf ||u - vh || Q a ; since in gênerai inf ||u - vh \\p

 Q

vh

is the dominant term on the right hand side of (3.13) as h -• 0. Therefore one
needs to détermine at what rate inf II u ~ vh II n . -• 0 as h -+ 0 and the

relations between these quasi-norms and Standard Sobolev norms. These
questions are addressed in the next section.

Finally, all the above results in this paper simplify slightly when applied to
the équation (1.1) with g = 0, as opposed to the variational inequality. We
have the following simplification of Theorem 3.1.

THEOREM 3.2 : Let k satisfy Assumptions (A), Let u and uh be the unique
solutions of (WP ) with K=W^P{Ü) and (WP f with Kh = Sg. Then for any
ôl G ( - 2, 0] , 82 ^ 0 and vh e SQ we have with pt = max {p, 2 + 5,} that

\\»-»h\\%a»a2)*C\\u-vh\\%têi,a0. (3.14)

Proof : The proof follows that of Theorem 3.1 except that
J'n(u)(Vh - uh) = 0 and so in place of (3.4) we have that A(uh)^A(vh)
Vvh e Sg. The desired result (3.14) then follows. D

COROLLARY 3.2 : Under the Assumptions of Theorem 3.2 we have that
the results (3.7)-(3.13) with « \\u - ^ I I ^ ^ A V + h2 » removedfrom their right

hand side s,

Proof : The results follow immediately from the proofs of (3.7)-(3.13)
with (3.3) replaced by (3.14). •

4. EXPLICIT ERROR BOUNDS

In this section we apply our abstract quasi-norm error bounds established
in the last section to some problems and obtain more explicit results in
familiar norms.
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THEOREM 4.1 : Let k satisfy Assumptions (A) with p e (1, 2]. Let u and
uh be the unique solutions of (WP ) and (WP)h. If V . ( * ( | V W | ) V M ) +
ƒ G L2(f2)n L™(n\nh) and u e WX 2 + ai{p~2\n \ then

Furthermore if u e ^ (/2 ), where v=2-\-al(p-2)e \p, 2], a«d /ƒ

6X15"̂  an open 5e? D Œ /2 wU/z a Lipschitz boundary F (or whose
number of éléments is finite in the case d = 1) swc/z

2 y 2 ( 2

( 4 -2 )

Froof. Firstly, we note for all r e [1, oo ), weWhr(f2) and w{,
2 e SQ that

||w _ w Ï H ^ ^ Â> * C [ | W - w * ! ^ , ,<jaifc> -H ||w - w S H ^ , ^ ^ 1 . (4 .3 )

The error bound (4.1) then follows directly from (3.10) by choosing
vh = 7Th u, applying (4.3) with r ~ p, w = u, w\= uh, w\~ irhu and the
interpolation resuît (3.1a).

We now prove (4.2). Let Th
r = {r e Th : r O F ^ 0 } and we set

Gh = M T. From our assumptions it follows that mes (Gh) ^Ch. We now
rei)-

consider ƒ2* » iï? U Ü\ U /3^ where /2f^D, £l\ e J7\Ö and a\^Gh.
From (3.7) with ô2 = 0 and vh = 7rhu, (4.3), (3.1a) and noting that
W ( ^ - l ) ^ 2 w e have that

-f |VM| +

t = 1 J

(4.4)
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Let H[u] be the Euchdean norm of the Hessian matrix of u Then for any
ç /2f, i = 1 or 2, we have for all x e f that

\V(u- 7Thu){x)\ ^Ch snVH
ye T

\H[u](x)-H[u](y)\
yET

H [u] (x) + Ch2it/ \\u\\c2 «tii-p

In addition it is easy to check that the function W(t) = t2(a + t)P with
a^O and jö e ( - 1 , 0 ] is increasing on R+ and ^ ( l ^ i + ^ l ) ^
2 [ ^ ( | r 1 | ) + ^ ( | f 2 | ) ] for all tl9 t2 eR, Therefore we have for i = 1 and 2
that

\H[u]\

(4 5)

Applying Green's formula it is easy to deduce for all w e W2 x (/2 ) and
f3 e ( - 1, 0) that

see Lemma 3 1 in [2], Hence it follows that

Next we note from (3.1a) that

\V(U-7Thu)\2L
L \V(ji-irhu)\" dx

=s C [ m e s (O3)]2 v [| V(w - irh u)\ l vl{v_

Combinmg the above with (4.4)-(4.6) and noting the assumed regulanty on u
yields the desired resuit (4.2). D

We have the following simplification of (4.2) in the équation case

COROLLARY 4 1 * Let k satisfy Assumptwns (A) with p e (1, 2]. Let u and
uh be the unique solutions of (WP ) with K= W^p(f2) and (WP f with
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ueW22 + a]{p'2)(f2) then (4 1)

\D)n W3 l(f2\ where v = 2 + a y(p - 2) G [p, 2], then

If ueW22 + ai{p~2)(f2) then (4 1) holds Moreover if

(4 2) holds

Proof The proof follows drrectly from the proof of Theorem 4 1 with
f2\= n \ 0%= f2%=0 and noting Corollary 3 2 D

Remark 4 1 We note the following points concerning Theorem 4 1 and
Corollary 4 1

(I) If t-+k(t)t is globally Lipschitz for t s= 0, then we can set
a x = 0 in Assumptions (A ) and so from (4 1) uh converges to u at the optimal
rate in W1 p (f2 ) if u G H2(f2 ) This regularity requirement on w is certainly
achievable in the équation case for a wide class of data, see [13] For
example k(t) = (1 4- * 2 ) ( p ~ 2 ) / 2 , p e (1, 2], satisfies Assumptions (A) with
ax = a2 = 0

(II) The regularity requirements on u do not seem minimal In many cases
it can be further weakened For example for a quasi-uniform partition
l*1 and under some additional assumptions on ƒ, one can weaken the
regularity requirement for (4 2) to hold in the équation case to M G
Wl+2/p p(f2), which seems the weakest possible, see [14] Similarly, one
can weaken the regularity requirement for (4 2) to hold for the vanational
inequahty to u G W2 vl^~l\f2) n Wx + 2lp P(D)D Wl+2lp p(fl\D)

(ni) For the variational inequahty it is not reahstic to assume that
w G C2 axi2~p)lv(n)C\ W3l(f2) or w G Wl + 2fp p(f2) as m the case of the
équation, see [14] and [15] where conditions on the data are given for this to
be achieved A more reahstic assumption for global regularity is that
u G W2 q(f2) for any q === 2, although we have not yet proved this In gênerai
one can only expect u to have higher regularity either side of the f ree
boundary Hence the introduction of 7" m Theorem 4 1

We now apply Theorem 4 1 to the following obstacle problem Let k
satisfy Assumptions (A) with p G (1, 2] let K= {v e W\ p(f2 ) v ̂  <p}9

where we assume that the obstacle <p e WQ p(f2 ) C\ Cö(f2) and is convex It

then follows that Kh = {vh e SQ vh^7rh(p) is well-defined and that

7rh[K nC®(n)]czKhczK (We note that if <p is not convex, then

Kh is not a subset of K Ho wever, one can adapt the methods used in [10] to
obtain similar results to the above ) In addition for u to achieve the required
regularity assumptions for (4 1) and (4 2) to hold it is necessary tor the
obstacle <p to satisfy these conditions, since u = <p in the contact set For
example in the case of (4 2) we require that <p G C (f2) Pi
W3 l{f2) Furthermore, we would choose D= {x G f2 u(x)> <p (x)} so
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that F is the free boundary of the contact set Then provided u satisfies the
regulanty requirements and the free boundary is regular one can apply
Theorem 4 1 Unfortunately, such results are not available in the hterature at
present

Let us now consider the case p e [2, oo ) We have the following result

THEOREM 4 2 Let k satisfy Assumptions (A ) with p e [2, oo ) Let u and
uh be the unique solutions of (WP ) and (WP f If V . (Jfe(| Vw| ) Vw) +
ƒ eL2(n)nLco(n\nh) and ueW1 °°(/2)n W2 s(ft\ se [1, 2], then

ï/f2+ai(p 2)]

Proof The result (4 7) with the seminorm on the left-hand side follows
from (3 12) with vh = nhu and (3 1) by noting that 2 + d(2~ 1 - s~ l) ^ s
The result for the norm follows from (4 3) with r = 2 + a2(p - 2),
w = u, w\ = w\ w\ = 7Th u and noting for ueW1 co(n)n W2 s(fi ),
s s [1, 2], and r 2*2 that

•
If the assumptions of Theorem 4 2 hold with a2 = 0 and s = 2 then (4 7)

yields an optimal H1 (fth) error bound For example k(t) = (1 + t2)^ 2)l2 for
p G [2, oo) satisfies (A2) with a2 = 0 However, for degenerate problems
a 2 e (0, 1 ] and then the error bound (4 7) dégénérâtes as p -• oo

THEOREM 4 3 Le/ £ satisfy Assumptions (A) with p e [2, oo ) Le? M and
uh be the unique solutions of (WP) and (WP f Let V. (k(\ Vw| ) VM) +
ƒ eL 2 ( i2 )n Lœ(n\nh) and ueW1 °°(/2)n W2 *(/2), 5 e [1, 2] ƒ*ƒ<?/

/ör a«_y q e [2, p] a«d r e [1, (?) £/zaf *ƒ

2̂̂  ^ ^ r JJC < oo, where D ^ fïh, then

\u-uh\wlr(D)^Ch^ (4 9)

It follows from (3 9) with vh~7rhu, (3 1) by noting that
2 + d(2~ l — s~ l) ^ s and Holder's inequality that

D

^C\\u-uh\\2
 o ^Chs (4 10)

Hence the desired result (4 9) D
We now apply Theorem 4 3 to the obstacle problem discussed above
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THEOREM 4.4 : Let k satisfy Assumptwns (A) for pe (2, oo) and
a 1 = a 2 = a e ( ö , l ] , andbe differentiable on (0, co). Let <p e W\%p(O)be
convex, K= {v e Wl

0'
p(f2) : vz*<p} and Kh = {u* G Sg : r* =* *•* <p) . Let U

and uh be the unique solutions of (WP) and (WP ) \ We further assume
that V. ( * ( | V K | ) V M ) + ƒ eL2(n)nLco(n\nh), <p9 ueWUoo(n)n
W2>s{n\ ss [1, 2], awrf | / | " r

 Ë L 1 ^ ) , w/icre y >0 and D= {x e I2h:

Then for any r G [1, /?), vŵ  /zav£

< C/z ( P - 2) r^]^[p(r + ̂ )+ (p - 2 ) ys]} / ^ 21)

Consequently, we have that

\u-uh\whlm^Chmm^'2-sl[1 + 7'l + s'^ (4.12)

and hence if s — 2 and y = 2 that

l"-"*!^^)*^' (4-13)

Proof : Setting w = VM, we have that |w| 6W1>J(/2) since V|w| =
\

l^l- A s ~ v - (k(\Vu\)Vu)= f a.e. in D, it follows that

Jk( |w | )V. w + * ' ( | w | ) | w | ( w . V|w|)/ |vy| = - ƒ a.e. in D. (4.14)

It follows from Assumptions (A) and the differentiability of k on
(0, oo ) that there exist two continuous functions N x and N2 on [0, oo ) such
that

and

* ' ( * ) * = (k(t)ty-k(f)* (k(t)ty^
^taip-2)N2(t) on (0, oo). (4.15)

Combining (4.14) and (4.15) yields that there exists 17 e LS(D) such that

\f | ^ v \Wu\a(p-2) a.e. in D . (4.16)

As a > 0 and p > 2 it follows from (4.16) that for q e [2, p) and
r e [!,<?)

f f
O H / r 1 ] " ^ , (4.17)
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where a = r(p - q)/[(p — 2)(q - r)] > 0. Hence if a < s on setting
p = sla e (1, oo ) and y = <rpl(p - 1) = asl(s — o-) we have from a
Holder inequality that

-D/P
=sC. (4.18)

Noting that y = a si (s - <r ) => er = y si (y + s) :> s => <? = r [p (y + s ) +
(p - 2) ys] / [ r (y + s) + (p - 2) r ^ ] - As r e [1, p ) a n d p > 2 itfollows that
^ e (r, /?). However, we also require q 3= 2 for (4.17), (4.18) and hence (4.9)
to hold. It follows for r e [2 ysl{y 4- s + ys), p ) that <? = r[p(y + 5 ) +
(p - 2) r5] / [ r (y + 5 ) + (p -2) ys] e [2, p) and hence (4.9) holds. On the
other hand for re [ 1 ,2 ysl(y + s + ys)) we have that q < 2 and
|w - M*|W1 r(D) ̂  C |M - M*|WI 2r5/cr + 5 + r,) (Z))^ C/is/2. Hence the desired result
(4.11) holds. Finally, the results (4.12) and (4.13) follow directly from
(4.11). D

Remark 4 2 : Clearly, unlike (4.7), the error bounds (4.12) and (4.13) do
not degenerate as p -• 00. If D O 3/2 ̂ has positive measure then by applying
(4.3) we can replace the semi-norm by the norm in (4.11)-(4.13).

Remark 4.3 • In an analogous manner to the proof of Corollary 4.1 the
assumption that V . (jfc(| Vw| ) Vu) + ƒ e L2(H) n L™{B\nh) in
Theorems 4.2-4.4 above can be dropped in the case of the équation,

} and Kh = S%.
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