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A FINITE ELEMENT SOLUTION
OF THE NONLINEAR HEAT EQUATION (*)

by Milos ZLAMAL (*)

Communiqué par P G QARLET

Abstract - Transformation of dependent variables as, e g , the Kirchhoff transformation, is a
classical tooi for solving nonhnear partial differential équations In [1] this approach was used in
connection with thefimte element method and apphed to the solution of nonhnear heat conduction
problems, ofdegenerate par abolie équations and of multidimensional Stefan problems H er e we give a
justification of the methodfor the nonhnear heat équation in case that the discretizatwn is carried
through by piecewiseJmear polynomials in space and by the imphcit Euler method in time An estimate
of the discretizatwn error in the maximum norm is introduced and the convergence rate of the nonhnear
Gauss-Seidel method is investigated

Résume — Une transformation portant sur les variables dépendantes, par exemple la
transformation de Kirchhojf, est un outil classique pour résoudre des équations aux dérivées partielles
non linéaires On a combiné en [1] cette approche avec la methode des éléments finis pour résoudre des
problèmes non linéaires de transmission de chaleur, des équations paraboliques dégénérées, et des
problèmes de Stefan à plusieurs dimensions On donne dans cet article une justification de la méthode
dans le cas de Véquation non linéaire de la chaleur, lorsque la discrétisation correspond à des polynômes
linéaires par morceaux en variable d'espace, et à une méthode d''Euler implicite en variable de temps
On introduit une estimation de Verreur de discrétisation dans la norme du maximum, et on étudie la
vitesse de convergence de la méthode de Gauss-Seidel non lineaire

1. THE PROBLEM, THE METHOD AND THE RESULTS

Let D be a bounded two or three-dimensional domain with a Lipschitz
boundary F. We consider the following înitial-boundary value problem

ou

u(x,

= cp(x,

t 6 ] 0

0) = u°

0.

(«, x, t)

, T[, T<oo,

(x), xeQ,

xeT1, te]0,

i, xer2 , £€]0,
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204 M. ZLÂMAL

Hère x is the point (x1( .. ., x^) and N = 2, 3, c(u) and k(u) are piecewise
continuously differentiable functions bounded from below and from above by
positive constants,

Vue]-oo, oo[, (1.4)

the function q(u, x, t) satisfies

\q(u1> x, t) — q{u2t x, t)\f^L\ux—u2\,

(1.5)\q(utx, t^-qiu, x, t2)\ ^

xeQ, te]0, T[, ulf u2, we]~oo, oo[,

u°eH2(Q), F 1 u r 2 = r,cpiscontinuousonQ x]0, T[, vis the outward normal
to F2 , \|/ is continuous for we] — oo, oo[, XGQ, te]0, T[ and

\|;(w1) x, t)^0, \/ulfu2, u2^u1. (1.6)

We assume that the problem (1.1)-(1.3) has a unique solution.

REMARK : As soon as we know an a priori bound for u in the maximum norm it
is suffïcient that the assumptions introduced above hold for u from a bounded
interval.

The following notation is used

Hm(Q)={veL2(Q);D«veL2(Q), V | a

{veLm{Q); Dctî;6L00(Q), V|

V={veH1(Q), u | r i = 0 } ,

f
(u, v)= uvdx,

hr r
= uuda, a(w, i;)= VW,

Jr2 Jfi

If X is a Banach space, L^O, 71; X) = Lm(X) dénotes the space of functions
v(t) : te]0, r[-> u(î)eZ, which are measurable and such that

ess
te]0.

Further, we introducé the enthalpy

H{u)= f c(s)^s (1.7)
J o
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A FINITE ELEMENT SOLUTION 205

and the Kirchhoff transformation

ru
G(u)= k(s)ds. (1.8)

If u is sufficiently smooth [(1.25) is sufficient] then multiplying (1.1) by a
function veV and using Green's theorem we get the identity

(H, v) + a{G, i>) + <\|f, v}={q, v), Vue V, te]0, 71, (1-9)

where

H=—H(u), G = G(u), \|/ = \|/(M, x, t), q = q(u, x, t).
ot

We consider a family 3~ h of triangulations consisting of triangles and

tetrahedrons, respectively, with vertices lying in Q. Let K (a closed set) dénote an

element of 9~h, hK=J&am-{K)

pK =sup {diam(S); 5 is a,bail contained in K},

Qft= (J K (in gênerai, n h # Q ) ,

rh = dClh. Let r j ( i = 1, 2) be the parts of Th corresponding to r* and let r j be
such that it is-ô closed set the boundary of which consists of vertices of triangles
and of edges of tetrahedrons, respectively. Hence, Tl is open and a boundary
side and face, respectively, belongs either to T\ or to r J. Finally, we assume that
the family £Th is regular in the following sensé (Ciarlet [2], p. 132) :

(à) there exists a constant a such that

9K h

(b) the quantity
h = max hK

KeSTh

approaches zero.

To each triangulation $~h we associate the fmite dimensional space

Vh= {veC°(Qh)l v is piecewise linear on ETh and u|r± = 0 } . (1.10)

Also the space

Wh= {veC°(Qh); v is piecewise linear on ^~h], (1.11)

will be needed.
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206 M. ZLÂMAL

Let {x j }r
j= i be the set of ail nodes of $~h and {x J} jL x be the set of nodes from

ÇïhKjYl (hence \xj]r
i=p+x are nodes lying on TX

H). Let v,(x) be the basis
function associated to the node xj

(vj{x)e Wh, Vj(xk) = 0 for k*j. Vj{x*) = l).

We consider a uniform partition of the interval [0, T] :

Q<tt<...<tM. tt = iAt (i=l, . . . , M ) , M <
At

The value ul of the exact solution u(x, t) at the time t= tt will be approximated
by

U'^iu'jvjix). t/J = <p(x>f t,), j = p + l , . . . , r . (1.12)

[REMARK: The condition U) = <p{xJ, tt)t 7=p-h 1, . . . , r is equivalent to
t/ l ' | r i=<p^| r i where for the approximation cpj, of <p(x, tf) we take the
interpolate of <p(x, ^)1.

For approximations of H1 =H(ui), Gi = G{ui)i ^ '=^ (1** , x, tt) and
^' = g(M\ x, tt) we take

= I H(U))vj(x), Yl= t G(U))vj(x)t

(1.13)

Evidently, the functions W\ etc. are interpolâtes of the fonctions H(Ul), etc.
We also approximate the bilinear forms {w, v), a(w, v),(w,v}. To this end

the following quadrature formula for a JV-dimensional simplex S is chosen :

I N+i

S)Xf(x i) (1.14)
JV+1

[in (1.14) xl are vertices of S]. Then we set

(w,v)k= Y IK(wv), ah(w,v) =
(1.15)

Hère K' dénotes a side of a triangle and a face of a tetrahedron, respectively.
Obviously,

=^\ Vw.Vvdx,
K

R.A.I.R.O. Analyse numérique/Numerical Analysis



A FINÏTE ELEMENT SOLUTION 2 0 7

therefore

ah(w, v)= I Vw.Vvdx, Vu?, ve Vh. (1.16)v, v)= VM;.1

Now we can dérive the discrete analog of (1.9) by means of which the
approximate solution will be defined. We put t = ti+1 in (1.9), we replace Hi+l

a{w, v), (w, v} are replaced by (w, \)h, ah(w, v), <u?, i;>h and u° by the
interpolate w°. We get

- ^ v)h + Atah(Y
i+l, v) + At(Vi+l, vyh = At(Q\ v)ht

h, î = 0, . . . . A f - 1 , (1.17)

We prove that there exists just one set { Ul }f= 1 of functions of the form (1.12)
satisfying (1.17). Ul is the value of the approximate solution U of the problem
(l.l)-(1.3)at the time t = tf.

Let us introducé the following notations: {x^f^x are nodes from Q h :

, . . . , if (Ç p)) r ,

= (0, . . . , 0, v(/(^+1 , x^+1 ,

M - {(üJf ̂ ) f c }f ,^ i , K= {ah(vit v

The matrices M, K, B are constant p x p band matrices, M and X are positive
definite and B is positive semidefinite. In addition, owing to the choice (1.13) of
the quadrature formula the matrices M and B are diagonal (the engineers speak
about lumping).

Suppose now that Ul has been computed. Setting v = vjtj = 1, . . . , p in (1.17),
transferring all given or computed terms to the right-hand side and denoting it by
f we see that the computation of Ui+1 is equivalent to the solution of the non-
linear System

f. (1.18)

We introducé the new variables

Ç,J=G{%J), j = l P- (1-19)

vol. 14, n°2, 1980



208 M. ZLÀMAL

Due to the assumption (1.4), the mapping (1.19) maps Rp one-to-one on Rp. We
set (nij and bj are diagonal éléments of M and B, hence mj>0, bj^O,

Then (1.18) is equivalent to the system

F(Ç) + AtXÇ = f. (1.20)

(1.20) is a necessary condition for the minimum of the functional J :

(1.21)
7 = 1

The G-derivative of J is a uniformly monotone mapping on Rp (see Ortega and
Rheinboldt [5], p. 141) due to the assumptions (1.4), (1.6) and to the fact that M
and K are positive defmite matrices, B is positive semidefinite and M, B are
diagonal matrices. Therefore J is uniformly convex on Rp (see [5], 3.4.5) and
subsequently (see [5], 4.37) it has a unique global minimizer. If J attains the
minimum at Ç = Ç° then ^ ^ G " 1 ^ ) is the only solution to (1.18).

Several Gaîerkin-type methods leading to the solution of linear Systems were
proposed for the nonlinear heat équation. Let us mention the predictor-
corrector method and the Crank-Nicolson extrapolation by Douglas and
Dupont [3]. These methods are certainly good when applied to mildly nonlinear
problems. The method discussed hère leads to the solution of nonlinear Systems.
This difficulty is compensated by three things: 1) The method gives very good
results (even when Àt is not very small) also injcase that rapid variation of heat
capacity occurs within a narrow température range and the boundary condition
is highly nonlinear. 2) It is not necessary to recompute the matrices M, K, B at
e very time step as in the methods leading to linear Systems. 3) We shall prove that
the nonlinear Gauss-Seidel method applied to (1.18) converges at least so fast as
the linear Gauss-Seidel method in case of the linear heat équation with c (u) = c x,

Consider the following iinear elliptic boundary value problem: Find z such
that z — cp * e V and

a(z, u)+<\|/*, »>=(ƒ, v), VveV. (1.22)

R.A.LR.O. Analyse numérique/ Numerical Anal y sis
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Here<p*(x)eC°(£2)nif1(n), i|/*(x)eC°(Q)andƒ(*)eL2(O).Theapproxi-
mate solution zheWhi$ defmed by

v - " " ' W - T X ^ ( 1 > 2 3 )

(REMÂRK: The discrete boundary condition is, in fact, the discrete analog of
z — cp* e Kbecause it is equivalent to zft — (p£ e Vh where for the approximation
9 1 of 9 * we take the interpolate of 9 *). We will assume that the foliowing error
bound in the maximum norm is valid: If ze W2' °° (Q) then

\\z — zh\\ * < C | | z | | 2 ce Q(h). (1-24)

Before introducing the main resuit of the paper we need one more defmition: The
triangulation 3~ h is called of acute type if ail angles of the triangles and ail angles
made by adjacent faces and edges of tetrahedrons, respectively, are not greater
than(l/2)7i.

THEOREM . — Let the triangulations ST h be of acute type and let the solution u of
the problem (1.1)-(1.3) be sufficiently smooth, i. e.

d
Jt'

— H U EL- L- II ( 1 " 2 5 )

Then

h W i ^ i = l M, (1.26)

where the constant C does not depend on S (h), At and i.

REMARK: Several papers contain error bounds in the maximum norm for
solutions of elliptic boundary value problems. Nevertheless, we do not know
such error bounds for the gênerai formulation (1.23). Usually, F is supposed to
be a polygon and a polyhedron, respectively (hence Q = Qft), T

1 =T and cp* = 0
or F 2 = F and \J/* = 0 and numerical intégration is not taken into account. We
refer to the papers by J. A. Nitsche [4] and R. Scott [6] where in two dimensions
there are proved error bounds of the form (1.24) with& (h) = h2\\g h\.

2. PROOF OF THE ERROR ESTIMATE

If v e Wh attains a local maximum (minimum) at a point from Q h then evidently
it attains this maximum (minimum) also at a node. v attains a local maximum

vol. 14, n°2, 1980



210 M. ZLÂMAL

(minimum) at a node xj iff the values of v at the neighbouring nodes are not
greater (smaller) then v(xj).

LEMMA: Let the triangulation &\ be of acute type. IfveWh at tains a local
maximum (minimum) at the node xJ then

where Vj is the basis function associated with the node xj. Further,

*„ = ah(i> t,u,)£0 if i±L (2.2)

Proof: We restrict ourselves to the two-dimensional case and to the maximum.

ah(v, Vj) is equal to the sum of intégrais Vv.Vvjdx where K is any triangle
JK

with the vert ex xj. Consider Vv.Vwdx. Any displacement, rotation and
JK

reflection does not change the expression Vu.Vu;. As the Jacobian of such
transformations is equal to ± 1 we have (writing, for a moment, x, y instead of

Vv.Vwdxdy=\ Vy ' .Vw'
JK JK'

We take such transformations that the vertices of the resulting JC'are the points
(0, 0), g 2 , 0), (£3l rj3) with Ç2>0, ^3^0 , r |3>0. By elementary compilations
we get

Vv.Vwdxdy= — ]— {r\l(v2-v1)(w2-w1)
JK 2 ^ 2 r i 3 L

w"-u:1)]}, ( 2 .3 )

where vl ,wi(i=l,2,3) are the values of v and w at the vertices (0, 0), (E, 2 , 0) and
(̂ 3> 'Hs)* respectively. If u attains a local maximum at xJ we choose the
transformations so that v1^v2^v3 = v(xj). Then for w = Vj we have
ia1 =w2 = 0, WJ3 = 1 and

[
K 2 T l 3

Ail angles of K are not greater than (1/2)n. Therefore ^ 2 ^ 3 > hence

V v. V vj dx dy ̂  0 which proves (2.1).

R.A.I.R.O. Analyse numérique/Numerical Analysis



A FINITE ELEMENT SOLUTION 211

If xl and xl are not neighbours then ah(vt, vt) = 0. If they are neighbours, then
ah {Vi>Vi) is a sum of two intégrais over triangles which both have xl and xl for
vertices. Consider any of these triangles. We set v = vx, w = u, in (2.3) and choose
the transformations in such a way that v1=0,v2 = l,v3 = 0,w1 =w2=0,w3 = l.
Weget

1 1 —
2 H

which proves (2.2).

REMARK : An easy conséquence of the lemma is a discrete maximum prmciple.
Take T\=Yh and let S be the set of ordered couples (k, /), k = 1, .. ., r (r is as
before the number of ail nodes of the triangulation <7~h), 1 = 0, .. ., M — 1, such
that either xkeTh and 1 = 0, . . . , M - 1 or xkeQh and Z = 0. Let { f/Jf=1 be the
functions from Wh satisfying

MveVh, i = 0, . . ., M - l .

^O) thenitholds

U;>maxt / i (^ minl/J), ; = 1 r; î = l , . . . f M . (2.4)
{k t)<=S {k [)ES

Proof of the theorem. In the sequel, C will dénote a generic constant, not
necessarily the same in any two places, which does not depend on h, At, ï.

From (1.9) and (1.3) if follows that Gl = G(ul) = G{u (x, tt)) satisfies

a{Gl, v) + (y\fl, vy=(cjl-Hl, v), VveV,

Let y1 e Wh be the approximate solution of the above problem:

ah(y\ »)+<\|fl. u>, = (c/'-H', v)h Vue Vh,

From (1.24) and from the first requirement in (1.25) we have for i = 1, . . . , M :

Also

G1 —G1 — (y1 —y1) L ( m

\ o i 14 n : i ' t su
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We dérive a relation which will play a fundamental rôle m the error
estimation. First, notice that ( ƒ, v)h = {fj, v)h,(f, v > h = < f}, v}hforveWh and
for any function ƒ defmed on Qh. Therefore usmg (2.5) we get

ft, (2.8)

j=\,...,r, i = 0, ..., M-l (2.9)

[the subscript dénotes always the node at which the corresponding value is taken,
e. g.r) = r(x}, t,)]. (2.9) follows from threefacts: (a) allnodesof J ^ lie in Q;(b)
the implicit Euler method is of order one; (c) we assume

Set

Subtracting (2.8) from (1.17) one obtains.

' = u;-C/ ' . (2.10)

= At(Ql-q'+\v)h-At(r>,v)h \/veVh. (2.11)
We estimate Q l - q ' + 1 by means of (1.5):

«((/}, x\ tj-qiu'/1,^, tl + 1) = q(U\, xJ, t,)

-q(u),xJ, tù + q^.x', £,)

-q(ulj,xJ, tl+i) + q{u),xJ, t, + 1)

-q{u)+\x\tl + l) = O{\
As

(2.12)

by the Mean-Value theorem and by (2.6), we see that

hence

and (2 11) is equivalent with

VveVh

(2.13)

R A I R O Analyse numerique/Numencal Analysis
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We use the notation AcoJ = cDj+1 — a), etc. and we express AcoJ by means of
Ae". First, by (2.7):

As; = Ayl
]-AG(u))+AG(ul

J)-AG(U)) =O(AtÔ(fc)) + AG(uJ) -AG(U)).

By the Mean-Value theorem

AG(u))- AG (!/}) = *£;) Au)-k&)) A U)

The numbers ^J, ÇJ are of the form

therefore

hence

Similarly,

From the last two équations and from (2.12) and (1.4) ît follows

l
J
+1 \),\

^r
(2.14)

We corne to the estimation of || £l \\L^W . As e1 is piecewise lmear ït is sufficient

to estimate max | sj | We dénote

£ — ( 6 1 , • • • > £ r ) > £ o o =

k

to (1.6), i\)+ ^ 0 . We put v = Vj in (2.13) and use (2.1) and (2.14). We get easily

vol 14, n°2, 1980



214 M. ZLAMAL

consequently

(2.15)

(2.15)canbeprovedinthesamewayif8;+ 1<0andife;+ 1=0then| |£ t

Let now e)+1 e1/1 <Q. If e)+1>0 then e)+1<0 and, as

[see the line preceeding to (2.12)], ît holds e)+1>-CS(h). Because e)+1 is
négative ît follows e)+i = O(3(/z)) and

(2.16)

(2.16) can be proved in the same way ife^+ * <0, e)+1 >0. As || £° ||œ ^C§(h) we
see from (2.15) and (2.16) that

(2.17)

To finish the proof we set a° = CS, a l + 1 = y a l

Evidently, a l ^ C 8 , By induction we easily prove H c ' U ^ a 1 . As

i = l M

we get llfi 'H^^CS and by (2.12) H e ' H ^ C S , Ï = 1, . . . , M e1 is piecewise
linear, hence || el \\Lœ{Qh) g C S. Finally, wl - Ul = ul - u) + M] - 1 / ' The first term is
in the L00 (D)-norm bounded by Ch2 {see [2]), the other by C5 which proves
(1.26).

3. CONVERGENCE OF THE NONLINEAR GAUSS-SEIDEL ITERATION

We consider the System (1.20) which is equivalent to (1.18): If Çv are Gauss-
Seidel itérâtes for the System (1.20) then

fëï tïF-iG-Hïi) G-l{çr)f
are Gauss-Seidel itérâtes for (1.18). We assume again that the triangulations 3~ h

are of acute type and instead of (1.6) we assume.

£è0. (3.1)
OU
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Let ( )

O<otg inf j ~ . (3.2)

As we assume (1.4) we can take

Consider the linear System
f, (3.3)

which we get if we solve the linear heat équation a (du/dt) = Au + q(x, t). Let yv

be the Gauss-Seidel itérâtes for the System (3.3) and let us choose y0 such that it
satisfies

(3.4)

(i. e. y° ûyj> j = l , • • -, p)- It is easy to see that

y v ^y , v = l , . . . (3.5)

In fact , let y " g y, n = 1, . . . v.The nondiagonal éléments k^oîK are nonpositive
[see (2,2)]. Therefore

g -Ai £ k l s \ \

thus J Ï + 1 ^ 3 ' I . Supposing yv
s
 + 1^ys for s^ j we prove in the same way that

yvjU^yj+i' Hence, y v + 1 ^ y which proves (3.5).
Wc now require that y0 satisfies

y« (3.6)

(i. e., |Çj.—Ç^|^yi—y{j,j = 1, . . ., p). For such a choice of y0 we prove that

| Ç - Ç v | ^ y _ y v f ( 3 > 7 )

i. e., the Gauss-Seidel itérâtes Ç for the nonlinear System (1.20) converge in each
component at least so fast as the itérâtes yv for the linear System (3.3). From (3.7)
it also follows that | G © - G ( ^ v ) | ^ y - y v , hence

|^-^v|^T?-(y-yv)- 0.8)

Proofof(3.1): From (3.5) it follows y - y v ^ 0 . Assume that |Ç-Çn | ^ y - y \
n=\, . . . , v. Set <Pj(s) = Fj(s) + AtkjjS. We have

vol. 14, n°2, 1980



216 M ZLÂMAL

As

cpj= -—• +AtkJJ^amJ
rC

we get by means of the Mean-Value theorem

Let l ; , - ; ^ 1 | ^W~j i + 1 for s<,J Then

<j + l

-At

-At £ kJ+u(ys-yl)] = yJ + l-y):i
S>J+l

Hence |Ç-ÇV+1 | g y - y v + 1 which proves (3 7)

REMARK Themappmgdeûnedbytheleft-handsideof(l 20) is an M-function
in the sensé of Ortega, Rhemboldt [5] (p 468)
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