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DISCUSSION OF D. DENIS 

StephenM. STIGLER* 

Significance tests hâve a very long history. It may be a stretch to see the 
Old Testament clinical trial in the Book of Daniel (1: 12-16) as an example 
(e.g. Stigler, 2000), since the significance level and even the test statistic were 
left vague there. But later examples (John Arbuthnot, Daniel Bernoulli, Pierre 
Simon Laplace) going back three centuries are unambiguous. Still, Denis is 
right to associate Ronald Fisher with the elucidation of many points in the 
logic of the procédures, and with greatly influencing practice through the 
successive éditions of his texts and his statistical tables. Fisher himself would 
hâve resisted association with the Neyman-Pearson term "hypothesis testing" 
in place of his favored "tests of significance", but subséquent usage has not 
always respected the nuances Fisher saw, as Denis makes clear in his article. 
I will comment on three aspects of this multifaceted article. 

1. Randomization 

Fisher's use of randomization in designed experiments has a subtle relationship 
to his views on testing. As Denis notes, Fisher emphasized the estimation of 
error, and the rôle of randomization in the élimination of some types of bias is 
often mentioned. But there was a deeper mathematical reason behind Fisher's 
use of randomization, one related to his development of conditional inference. 
Fisher was well aware that the major tests based ostensibly on the assumption 
of normally distributed errors (the t-tests and the analysis of variance tests) 
do not actually require normality for their validity. Ail they require is that the 
multivariate distribution of the errors be spherically symmetric. Since the only 
spherically symmetric continuous multivariate distribution with independent 
components is the multivariate normal, some regard this distinction as only 
of académie interest, but Fisher knew better. Fisher knew that with a rich 
enough randomization set, the act of randomization induced a spherically 
symmetric distribution conditional upon the data. Even though this was a 
discrète multivariate distribution it gave at least approximate validity to the 
tests without any strong normality assumptions. Charles Sanders Peirce had 
earlier emphasized that randomization could validate inference (Stigler, 1999, 
Chap. 10); Fisher took this a subtle step further, into multivariate settings. If 
we consider that Fisher thus viewed thèse tests as conditional upon the data, 
we may see his résistance to the discussion of alternative hypothèses in a new 
light. When you condition on the data and make inferences solely based upon 
the randomization distribution, the null hypothesis makes perfectly good sensé 
but the spécification of alternative hypothèses can be extraordinarily difficult. 
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2. Alternative hypothèses 

A degree of Fisher's résistance to the discussion of alternatives was nonetheless 
tied to his wish to distance himself from Neyman. In a perceptive review of 
Fisher's work, William H. Kruskal tells of an hour-long discussion that he 
and Jimmie Savage had with Fisher in Chicago in the early 1950s. With great 
care they worked to draw him out, carefully avoiding any use of Neymanesque 
terms like "power". "In the end, of course, Fisher agreed that, yes, naturally 
one had to think about distributions for the sample other than that of 
the hypothesis under test. And why were we making such a fuss about an 
elementary and trivial question?!" (Kruskal, 1980, at p. 1022). 

3. The fîve percent level 

Despite his repeated disavowal of any case for the sanctity of the appeal to 
the 5% level for testing, Fisher's tables and the early difficulty of Computing 
P-values for the more complicated statistical procédures no doubt contributed 
to the spread of the 5% level as a standard. But the 5% level is as entrenched 
today as it was three décades ago, despite a long séquence of articles calling 
attention to the shortcomings of this as a scientific process. Why? I submit 
that the ubiquity of this practice in the face of repeated denunciation suggests 
there are deeper social reasons for it than statistical calculation alone can 
account for. Even with electronic publication we shall never hâve the patience 
or space to seriously attempt to publish ail négative findings. Nor should 
we. And so, some means of gâte keeping will always be required. But what 
can justify an unthinking and context-free rule such as the 5% rule? The 
question deserves more study than it has been given, but I suggest as one 
hypothesis that a large number of studies are in fact carried out with sample 
sizes where reasonable power to detect scientifically interesting alternatives 
can be achieved by testing at the 5% level. Even if this hypothesis could be 
verified (or at least tested and not rejected), the question would remain, was 
the phenomenon a cause or a conséquence of the widespread adoption of the 
5% level? 
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