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ON THE STRUCTURE
OF GENERAL STOCHASTIC AUTOMATA (*)

by H a n s D A D U N A ( X )

Communicated by W. BRAUER

Abstract. — We describe the inner structure of stochastic automata over measurable spaces by their
lattice of congruences, where a congruence is given by a diminished set of possible events and by a
factorization of the underlying set. Using the knowledge of this (almost "countably dual-algebraic")
lattice structure we construct the least quotient describing a given event and show when we are able to
infer properties of a (hidden) event by measuring events in quotients which do not include this event.

Résumé — Nous décrin
par son treillis de congruen
possibles et par une jactoris,
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]ve interne dun automate stochastique sur un espace mesurable
•ongruence est donnée par un ensemble diminué d'événements
semble associé. En utilisant la connaissance de cette structure
'ombrablement dual-algébrique) nous construisons le quotient
é et nous démontrons dans quelles conditions il est possible de
aché en mesurant des événements dans des quotients qui netrouver les propriétés d"un événement

contiennent pas cet événement.

I. INTRODUCTION

Stochastic automata with gênerai measurable state space were implicitly
used as models in many areas (see for example: non-stationary Markovian
programming [9]; learning theory [10], statistical search [11]), while the usual
structure theory of stochastic automata only dealt with discrete state spaces.
During the last years some articles appeared, which used explicitly the notion of
a gênerai stochastic automaton over measurable spaces (e. g. [1-7]). In this note
we will study the class of state automata and describe the inner structure of such
Systems.

The auxiliary instrument to get knowledge about this structure is the lattice of
congruences which we defmed in [2]. This investigation enables us to speak of a
least quotient automaton which describes a given event in an experiment.
Looking for criteria which say when we are able to infer properties of a (hidden)
event B from the measurement of events in smaller automata, which don't
include B itself, we prove décomposition theorems in the manner of Hartmanis
and Bacon.

(*) Received August 1979, revised March 1980.
C) Technische Universitàt Berlin, FB3, Mathematik, Berlin, R.F.A.
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II. STOCHASTIC AUTOMATA

1 DÉFINITION: A stochastic automaton A = ((O, 21), Q;F) is defined by a
measurable space (Q, 21), an initial distribution Q on (Q, $1) and a set F of
transition kernels; i e., XeF implies that X : Q x 21 -• [0,1] is a stochastic
kernel. (In the following let A be fixed.)

2. REMARKS: a. The automata we consider in this note are "initial Medvedev
automata" with state space Q, a set 2I<i^(Q) of possible events, an "input
alphabet" F and an initial distribution Q on (Q, 21).

The time development of the automaton is given in the following way: at
t = 0 the automaton is in state Q; if at time te N the automaton is in state P [a
probability measure on (Q, 21)], and if at time t there is an input XeF, then the
automaton is in state:

P(dx)X(x, .) = :(kP)(.) at time r+1
Q

So for every séquence (Xt : teN) of input symbols the behavior of the
automaton is given by an inhomogeneous Markov process.

b. Formally one should distinguish between an input symbol X and the
associated transition kernel the application of which is caused by an input of X
into the System. (Different inputs my cause the same transition.) But there will
raise no difficulties if we identify input set and set of associated kernels: if X and |i
are different input symbols with the same associated kernel k, then we have k^
and kk in F.

This description enables us to talk about stochastic automata of the "same
(input)-type" although the sets of associated transition kernels are defined on
different measure spaces (see e.g. lemma 7).

c. The transcription of the following investigations to the case of output
automata is possible. {See [3], chapt. 10.)

d. For some practical purposes (stochastic dynamic optimization, e. g ) one
needs a measurable structure on the set F of input symbols. Since in our
investigations we consider automata as sequential machines it would be
sufficient to introducé the a-algrebra generated by the countable subsets of F.

3. EXAMPLES: a. The first time, a continuous automaton was constructed
explicitly seems to be in the note [11]: The automaton constructed there was an
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automaton with output. It had state set and output set (Un, S"). But the
transition kernels from state space (Uf\ 33") to the cartesian product of state and
output space (IR", 33")2 are in their second component concentrated on the
diagonal diag U2". So we have essentially an automaton S =((R", 33"),
Q; { uo,Uj } with kernels u, : Un x 23" -» [0,1], / = 0,1, and \ix (a, . ) is the point
mass in ( — a), u() (a, . ) is uniformly distributed on a bail with center a and fixed
radius r. (5 in state se U" means that the automaton at this time makes a walk
given by vector s; u.! is used if the last step was not successful: the automaton
goes back its last way; u0 means: the automaton walks in any direction a way the
length of which is at most r).

b. Given any initial topological state automaton 7 =((M1,61), s0; i
7,) with

state space (IR1, C.l ), where (i 1 are the open sets and Ft is a set of continuous
mappings from U1 into Ul. Then there exists a stochastic automaton

7_ = ((IR1,951),Ö;F), where ^B1=o(&1) and the cernels of i7 are defined in the
following way:

if

j : (U\(9l) -+ {U\(91)eFt,

then
Xf : U'xïï1 -+ [0,1],

V27TQ Jc \ 2O

is ijn F. (Â' is Lebesgue measure.)

7_ is a perturbated version of 7 : at any transition [which should be controlled
byj (x)] the automaton makes some faults which are given normally distributed,
centered at the "true" value ƒ (x).

c. Any homogeneous chain, any Markov process with continuous state space
and discrete time scale is an initial Medvedev automaton.

III. THE LATTICE OF STOCHASTIC CONGRUENCES

4. DÉFINITION: A (stochastic) congruence on A is a pair 0 = (0, 2l0), where 0 is
an équivalence on D. and $l0 a sub-a-algebra of ^l, such that the following holds:

(i) (9l0 nat 0) n a t ë - ^ S l o , where 210 natê = { D^A/Q : D nat 0" 1 e2 l e } ;

(ii) for all XeF, a, beQ, Ce2l e : a 0 b => X(a, C) = ^(b, C);

(iii) for all XeF, C G 2 1 Ö : X : (., C) : Q ^ [0,1] is 2I e -93 1 n [0,1]-

measurable.
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290 H DADUNA

5. REMARKS: a. The équivalence 0 tells us which points should not be
distinguished further, and the sub-a-algebra 21 e of the congruence contains the
possible events of our experiment to which we want to reduce our interest.
Condition (i) and (iii) represent the compatibility of the measurable structures of
the automaton and its quotient, while (ii) reflects an algebraic compatibility:
Transition operators and équivalence are interchangeable.

b. It is a little bit surprising that from (i) and (iii) we can deduce (ii):

If [X]Q :={yeA : xQy], then from (2I0 nat 9) nat 0" { = 2ïe it follows that

[ x ] 0 n £ = 0 or [x ]ëgB for ail £e2I 0 . But from the 2I e -93 1 n [0,1]-

measurability of À.(.,C) for Ce2I0 we have for fe[0,1] : { t} X(., C)"1 e2le.

There is a bijection between (stochastic) congruences on A_ and state
homomorphisms with domain A_ (see [2]). The given définition permits the
construction of quotient automata.

6. DÉFINITION: a. Let A_, £ = ((A, 93), P; F) be a pair of stochastic automata
[ofthe same input type — see 2 b)] A state homomorphism^ : A -» £ i s given by
a fonction j : Q -> A with the following properties:

(i) .ƒ is 9l-33-measurable;
(ii) P = Q j (the image mesure of Q under^/ );

(iii) for ail aeQ and for ail XeF X(aj, .) is the image measure of X(a, .)
under^/;

(iv) for ail XeF (X Q)j = \P = X(QJ ) .

b. lsomorphisms are those state homomorphisms^ : A_ —> 5 that are given by
a bijection^/ : Q -• A which has a 33 — Ul-measurable inverse.

7. LEMMA: Let 0 = (0, ^H0) be a congruence on A. Ihen

A/Q : = ((fi/ë, 91/0), Ç/0; F) is a stochastic automaton, where 91/0 :=9Ie nat 0.

Ö/0 : = Qna t0 (iwa^e measure under natö) anJ X.([a] 0, C) = X(a, C nat 0"1),

Ce91/0. (>4/0 called a quotient modulo 0 oj A. Remember that A^ and A_/Q are

only oj the same input type, the associated kernels are distinct.)

Prooj: From 4 (ii) follows that X : .4/0x91/0 -^ [0,1] is a mapping. For fixed
De91/0 M-, D) is 21/9-93 ! n [0, l]-measurable by 4(i) and 4(iii) and for fixed
[x]0e/4/0 ^([x]0, .) is a probability measure on (,4/0,21/0).

8. EXAMPLE: £4=((R1,931), Q\ { U } ) with:

R.A.I.R.O. Informatique théorique/Theoretical Informaties



ON THE STRUCTURE OF GENERAL STOCHASTIC AUTOMATA 2 9 1

where Q ( . ) = 2e~2x \[o,oi)(x)'k1 (dx) is the exponential distribution with
J (•)

parameter 2. ([ |x |] is the greatest integer t with f ^ | x | . ).

Let us define 2le = a ( { [ w , w + l ) : n e Z } ) and:

xQy o [x] = [y].

Then 0 = (0, 2Ie) is a congruence on A and we have:

A/Q = ({[n]Q : w e Z ) , ^ { [ n ] ë : n e Z } , Q/9; {X}),

where [H] 0 is the class modulo 0 which contains n.

is the geometrie distribution with parameter \ — e~2 on Z, and:

Lti(Wë,{[m]ê})= L
In the following we need some knowledge from the theory of équivalence

relations (see [8]):

Given a set A^Ç); the set con A of équivalences is partially ordered by:

0 , c p e c o n ^ , t h e n 0 ^ c p o (a <p b => aQb for a, be A ) .

con 4̂ contains a least element co and a greatest element i, where co is equality (in
set représentation the diagonal) and i is the ail-relation A2.

The partial ordering induces a complete lattice (con A; v , A ); the (arbitrary)

meet-operator is given by A (0, : iel) := O(0, • ie ƒ), wheretherightsideofthe
équation must be read as a meet of the set représentations of the équivalence
relations.

9. THEOREM [2]: The partial ordering kW<;" dejined on the set con A_ oj

congruences on A by: 0rgcp<=>(0^cpA <sHü^$l(p), is a complete lattice.

Prooj: Since co :=(co, &), resp. i=( i , (cp,Qj) , are the least resp. greatest

congruence, it is sufficient to show that:

sup(0, : / e / ) = (v(0 , : iel), O(2le, : / e / ) ) , is a congruence.

(i) we have to show: (2I0 nat 0) nat 0 " 1 ^S2IÖ.

Suppose B e 5 I e = n ( ^ e , - i e / ) . Then for every i e / , 5 is a disjoint union of

équivalence classes of 0 r
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292 H DADÜNA

Consider x, y e Cl, xeB and x nat 6 = y nat 0. Then there exists a séquence

x = c09cu...,cn = y, c , e Q , n e N , with ct~QJ(l)ci+l for i = 0, . . . , n - l ,

Q J { l ) e ( Q l : i e l ) , w h i c h i m p l i e s : c , e B => c l + l e B ;

(ii) we have to show: X(.,C) : A -+ [0,1] is 2 l e -93 1 n [0, l]-measurable

for ail Ce2I e . But we have for Ce (9I9i : i e / ) and

te[0, 1] : { c e i ; . Me, C)^ r}e3 l 9 i for all iel.

The infima in (con A, ^ ) of a set (6, : ieI) are defined by the least sub-a-

algebra 33 of 21 containing ail 2I0i such that ail X(.,B), B e S , are

33 — 93 * n [0, l]-measurable and the greatest équivalence cp on Q contained in ail

0, such thaï cp is compatible with 23 in the sensé of 4(i). There is no real

constructive description of the infimum, but ior some proofs we need a recursive

procedure. So we introducé a generating scheme for congruences.

10. LEMMA: If {B, : i e / } g 2 l , then dejine:

8Io • = U U (&n[0,l])X(.9Bl)-
1u{Bl : i e l } ;

iel XeF

ij for r^neN, 21 r is dejmed, then:

9i;+]= y u ^ W f U D M - ^ r ^ l B , : iel}
Be U 21, XeF

and 2 l n + 1 is the closure oj 21 ~+ x under fini te intersections. Now we set

2ï(B, : tel) '•= C J ( U 2ï„) ^nd conchide: For ail Ce%B.ieI) the Junction
neN

A.(..C) : n -> [0. 1] /.s 2 l ( B i . / 6 / , - (95 1 n [0, l])-measurable.
a -> À (a, C)

Proo/: U 21,, is closed under finite intersections: If Bte [J 2ïn, i = l , . . . ,m,
/ief\i /îef̂ J

then there exist natural numbers jO) , / = 1, . . . ,m, such that Bt e2 I J ( I ) . From the

définition we have for ail / = 1, . . ., m, Bt e 2lmax(7(0 . (=j „(), which is closed under

finite intersections.

Again from the définition of 2X„ the function X(., C) : Q -» [0,1] is

2I(B, .,£/) — (^B1 n [0,1 )]-measurable for Ce2I„ , and this proves the desired

measurability of ail X( . ,C) , C E 2 I ( 5 , e / ) .

Given any a-algebra 21 = { A, : / e ƒ ] on Q, then 21 générâtes a partition on Q

by the blocks C\(A[ : i e 1 ), where A\ = A { or A\ = A\. These blocks are the classes

of the greatest équivalence 6 on Q which fulhls (21 nat 0) nat 0~ 1 =21 . We say

that 0 is generated by 21. From 10 we get the following corollary:

R.A.I.R.O. Informatique théorique/Theoretical Informaties
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11. COROLLARY:Ö. Fov{B, : ieI} theveexistsagreatestelementq(B, : iel)

in the set of congruences cp on A uhich juljill $1^ = 31^ /e/).

b. If 0 is a congruence with 3 I e ü { £ i : iel\, then 3t(fî :jG/)<=3Xe. [Not
necessary 0gcp(£ f : iel).]

c Ihe injumim oj { 0, : ie IJ gcon A is:

(cp(U(3Iö , : i E / ) ) n O ( 6 , : iel),

Prooj.a. cp(/3, : iel)is def inedby the a -a lgeb ra3 l ( B :/G/) and cp(£, : / e / ) , the
équivalence generated by 3l(Bi /e/j.

c The choice ol 3IU(S.H0 ,e/) gives the measurabi l i ty condi t ion 4(iii) a n d the

extremal p roper ty with respect to the a -a lgebra , while the choice of an

équivalence smaller than O (6, : iel) gives the extremal p roper ty with respect

to the équivalence. P rope r ty 4(i) holds because lor every a -a lgebra (£, 0 ^ c p

and ((£ na t 0) nat 0 " 1 =ü imply (£ na i cp) na i cp - 1 =(£ and because

<P(U(2le, - iel)) is generated by 3 l U ( ï l 0 .I6/).

12. Ex AMPLE: Given the s tochast ic a u t o m a t o n of 8. W e want to find cp ([ — 1,1).

Let lor xeU.] be U ( A , [ — 1, l ) ) = r0 . Then we have:

(where 0 is defined as in 8) which means 3 l [ - i , n i { [ x ] ö u [ - x ] 6 :

From a { [ x ] 0 u [ —x]0 : xeU1 } — 53 * n [0, l]-measurability of the functions
ja(.,C) we get:

8I[-i.i, = a ( { [ x ] e u [ - x ] e : X E P 1 ] ) .

In analogy to algebraic lattices we define:

13. DÉFINITION: 11 (F, ^ ) is a complete lattice, then:

(i)re Kis countably dual-compact (c.d.c.)

o[v^ A (vt : iel)^l)=>v^ A (vt : ÎG/Og/)

for some countable / 0 ] ;

(ii) (l, g ) is countably dual-algebraic (c. d.a.) o every t e V is inhmum of a
set ol countably dual-compact éléments.

Now we can prove:

14. LEMMA: Let A be a stochastic automaton:
(a) Jor {Bn : neN) g 31, cp(£„ : neN) is c.d.c;

(b) ij 6 = (0 ,3 l o ) is c.d.c, then 0 = (0 ,3 l ( B ( . B e N ) ) , Jor a countable set
{B„ : K E N j s S l ;
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(c) (con^4, ^ ) contains a cd.a. lattice (F, < ); the embedding respects the
partial orderings;

(d) the set oj c. d. c. congruences on A_ is a o-inj-semilattice under the restriction
o) c c ^ " . (Ihere are examples, shouing that the embedding must not be a
sitphonwmorphisni.)

Proof: The crucial fact is (a). By an inverse induction on the construction of 10

we show that for the génération of every Bn we only need a countable set of a-

algebras 2l6i, ielo^l:

Let (0, : / e / ) g c o n A and cp(£„ : ne M)^ A(0, : iel) = : 6. This implies

21(B ) I . , J 6N)Ü2IÜ and from lemma 10, we get 2I Ö = 2 I U 0 H 6 : / e / ) and (with notation of

10) a generating set U (21 „ : n e N) of 2I0.

For every Bin neN, we have a countable set:

{C„( : i e l \ l ) £ U ( 2 l „ : neN) with Bneo { Cn : i e M }.

Given C,v n9ieN, thereexists a least element i o e N of these to fnumbersme N

which fulfill Cnie2ïwl.

So there is a finite set {cX, :j = 0, • • • 5 niü } ^ % ~ such that C„t = O d°n . By
j-o

définition of 2I~ there is for every C^ a 7n'° 6 951 n[0, 1], aXeF, and

aC^* GU(2Ir : r ^ i ( ) - l ) , such that C^ = ( 7 ^ ) ^ ( . , ' c ^ ) - 1 .

Starting again, for every Ĉ ° there exists a least element i01 e N of the set of

numbers me N which fulfill Ĉ 0 e2Im, and we have i01 < i 0 .

Continuation of this construction stops after a fmite set of steps. At each step
we need only a countable set of éléments for génération and thus we get a
countable set {C„ : ne N } of generators for the Bin neN.

Taking for every C„, neN, some 0,,e{9, : iel) with:

C„e2le(,eU(2Ie, : iel)
we get:

This inclusion and 11 c, give:

(p(B„ : nef^J)^ A(6W : « e N ) .

b. ForallJ5e2ïöwehave(ë,2lB)Gcon£4;soe = A((ë,2lB) : Be21 e). From the

c.d.c. property we have 6^A((8, 2IB ) : ne N) for suitable 2Jwe2le.

From 0,^(6, 2IB ) for all neN, we conclude the proposition.

R.A.I.R.O. Informatique théorique/Theoretical Informaties
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c. Defme V= {0econ A : ë is generated by <He} and 0£ cpo2l e â9 l , r
6/ Let 0,-, ieN, be c.d.c. with A (6, : iel)^ A (cp7 : je J). We have

0 ,^ A((p̂  : ./eJ,) with countable J,<=J for ail IeN.

15. REMARKS: a. The isotone embedding of 14c, is generally not a
a-sup-morphism: Take an automaton A with underlying set
A ; = ({a} xX)u({b] xX) (X not countable, a^b, a, b^X) and cr-algebra
a ( 2 l e ^ 2 I v ) = « (2l0 : = cr({ r J : te {a} xX), %: = o({s} : s e { f r } x * ) ) ,

which has congruences 6 anJ cp with 2I0, $1^ as defined.

From 2IÖ n SI,,, = {cp, ^ ] we have in ( F, < ) 0 v cp = i; but generally in (con ^4,

^ ) we have 0 v cp / i: For il 6 v cp = i holds, for (a, x), (b, x) e A there must exist a

finite séquence (a, x) = c0 , Cj, . . ., cM_ l5 c„ = (b, x), which fulfills ct^ci+l or

c,• cp ct + j , i = 0, . . ., n — 1 So at least one i e {0, . . ., n — 1 ] must exist with

(a, x I) = c I 0 c I + 1 =(b, x ( 1) or (a, x,) = cIcp cI + 1 =(fc, x,-+1). But this is
impossible, since such points are seperated by ^ly and $l9 .

b. Given a physical experiment described by the automaton A with $X as set of

possible events. If B e 51 is a special interesting event, then ^4/cp (5) is the smallest

quotient automata for a direct investigation of B.

IV. SUBTENSORPRODUCT DECOMPOSITION OF STOCHASTIC AUTOMATA

Quotient automata are "smaller" than A, so they are easier to handle with.

But they only reflect parts of the structure of A — so we ask for a method, to put

all the information contained in A in a suitable set of quotients and for an

inversion of this splitting to get back the whole A_.

14. DÉFINITION: Let Ani = ((Qnn 2 I J , Qm\ F); me M, be a family of stochastic

automata with the same input set. The tensorproduct (g) (̂ 4m : meM)= : A of

the ^4m is defined by:

Q = X(QW : meM); 2l = (g)(9XWI : meM),

Q = ®{Qm :meM);

for ail X e F, X : Q x m -+ [0, 1] is defined by:

X((am : meM),X(C, :jeJ)pv^-l) = l\(X(ar C,) : jeJ),

where pr^ : JV (Qm : meM)->JV(Qj :jeJ^M) is the measurable projection
and J is finite, Cj e 21 r (Tensorproduct is the usual shunt connection and defines
a monoidal automata category.)

vol. 15, n°4, 1981



296 H DADUNA

b. If® (Am : me M) is given as defined in a, then the projection:

pif : X(Qm : meM)-*X(Qm : meJ\

(am : meM)-+(am : meJ),

defmes for J^M, J ^ 0 , an unique state homomorphism called tensor
projection.

The connection between quotient décomposition and tensor composition
gives the following idea: Try to find a représentation of A as tensorproduct of
some of its quotients in a way that ail those quotients that are used in the
représentation are irreducible, i.e., they are not decomposable in the sketched
way. Then you can investigate the whole System A via the simpler
quotients —and you have found the "best" décomposition to do this.

But from deterministic automata theory it is known that such a décomposition
is possible only rarely. The succesful concept there is a représentation as a
subautomaton oi a product of irreducible quotients (see définition 19 a). The
irreducibility as usual means that a représentation by a product of quotients is
only possible if one of the factors is isomorphic to the automaton to be
represented (see définition 19 6).

17. DÉFINITION: B=((%, S ) , P; F) is a subautomaton of A iff:

and for ail XeF, be%:

\(b, .)l«mx

The connection between quotient décomposition and tensorcomposition
gives the following idea:

18. REMARK: The automaton B as in 17, is a subautomaton ol A il and only if
the set inclusion inc: x -> ^ is bimeasurable as mapping onto % inc and induces a
state homomorphism which we call an embedding of B into A. Any state
homomorphism j : B -+ A which is defined by an injective mapping J : % -• Q
which is bimeasurable as mapping onto x j is called an embedding and defmes an
isomorphism between B and the subautomaton BjotA.

19. DÉFINITION: a. A is subtensorproduct of Ann meMoA is a
subautomaton of ® (Am : me M) and the restrictions of the tensorprojections
are surjective.

R.A.I.R.O. Informatique théorique/Theoretical Informaties
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b. A_ is sub tensor i a l ly i r r educ ib le <=> for every set K= {0 , : Î G / } < = c o n A_,

such t h a t A is i s o m o r p h i c to a s u b t e n s o r p r o d u c t of the A /Qt, iel, there exists a
0 6 K wi th 0 = co.

20. THEOREM: A is isomorphic to a subtensorproduct oj

A/6I9 iel, ei = (ël, 9le,)Gcon A, ijj the jollowing holds:

Zl. H(0, : iel) -©;

Z2. ai = a(U(9le, : *e/));

Lef Jf be f/?e set oj jinite nonempty subsets oj / , inc the inclusion oj Q into

X{Ç1/Q, : / G / ) :
Z3. jor ail Je M, C, e 91/8/

Q((X C^

Z4. lorallJeJiï, CJeSn/n ,

K(a,(X C.Jpri"1 inc" 1) =

Proo/ We have to show that an embedding of A into ®(A/Qt : IG/ )
exists, which respects the automaton transformations. A set inclusion

inc: Q^X(Q/0t. : iel\ a^([a]Qt : iel),
is given by Zl: _ _

ainc = b inc <̂> [̂ ] 0Z- = [b] 9f
for ail

ielo(a, b)e O(0i ' iel)oaw b<=>a = b.

We have to show that ® (Ö/0, : z'e/)is the image measureoiQ underinc, î.e.,
for ail Ce®(2l /0 ( \iel) we have ®(Ö/0, : ieI)(C) = Q(C inc""1). For sets
C = X(Cy : . /GJ)pr^ 1 , Je^ ,C y G^/0 / ,7eJ , th i sequat ionholdsbyZ3.But the
collection of these sets is stable under fmite intersections and générâtes
®(2l/8, : iel).

In the same way we prove condition 6 (iii) from Z4.

Finally we must show that inc is (restricted on its image) bimeasurable. Let C

be as above. Then C inc~1 = O(C J nat 0y
-1 :jeJ). So inc is measurable

Let
g :Qinc = X(Q/0 ; : iel)n Qinc -> X(Q/6f : Ï G / )

be the (®(8l/ö f : iG / )nQinc —®(91/9,. : ie7)-measurable injection,
/z : Q inc -> Q the inverse of inc. Then for ail / G / we have /lonat 0I = öfopr{i}
and the mapping on the right side of the équation is

® (91/8^)0 0 inc-91 /9 , - measurable.
So from the (9l9i —91/9,) measurability of nat 0, and Z2, we conclude the

desired measurability of h.
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21. EXAMPLE: Given 5 =((R1, 931), R; {u}), where u is as in example 8, and
R = (3/4)DO + (1/4)D 3. {Dx is the one-point distribution in x.) The congruence
0 = (0, 2Ie) defïned in 8, is a congruence on 5 too.

We show that 5 /0 is subtensorially irreducible.

Prooj: Suppose there exists a set of congruences (0, : z e / ) <= con 5 /0 , siîch that

5 /0 is isomorphic to a subtensorproduct of the (5/0) /0 n iel. From

associativity of tensorproduct, the définition of the infimum in (con 5/0; ^ ) and

theorem 20, we conclude that 5 /0 is isomorphic to a subtensorproduct of two

quotients (5/0)/cp,, i = l, 2.

Now one can prove (in an analoguous manner as in 12), that the following

holds: (9ï/9)<p,^a {[x]0 u [ -x]0 : xetR1 j , i = l , 2. So for a, 6e N, a^b, the

points [a]B and [b]Q of (RV8 are separated by (2l/9)Vi, i = l, 2. From this we see

that no injection from 5 /0 into (5/0)/q)j ®(5/0)/(p2 can exist.

22. REMARK: The décomposition scheme of 19 a, is the one we want to work
with. If we add to this définition: "A_ = (x) (Am : meM)", we get the
décomposition of /l into a tensorproduct of quotient automata in 20. There we
have to add some conditions to get an analogous theorem. The possibility of
such a décomposition is of some practical importance:

If we have to calculate the state of a (finite) stochastic automaton 5 at time
t = n, given its state distribution at time t = 0, and if we have the décomposition of
5 into a tensorproduct BA ® 5 2 of quotients, it is easy to see that we must carry
out fewer multiplications in calculating the n-th state of the quotients first, and
then the common distribution of 5 , than in calculating the distribution of 5
directly. The différence of expenses increase with n. So (for large n) it would be
worthwhile to work even with a subtensorproduct décomposition.

The aim of a décomposition theory is to get a décomposition of every object
into irreducible factors, in our case: A stochastic automaton is isomorphic to a
subtensorproduct of subtensorially irreducible quotients.

First we characterize the irreducible components:

23. LEMMA: A_ is subtensorially irreducible ijj |Q | = 1 or jor every set

{0, : iel}sœnA(withQ,>(ûJorallieI)u:hichjulJillZl,Z3,7A9thereisaip>(û

in con A_, such that cp^0, holds jor all iel.

Prooj: We show that for a set {0, : iel} under condition Z l , Z3, Z4 the

inûnimum is representable as:

A(0, : i e / ) = iœ, a(U(2Ie , : î e / ) ) ) .
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For this it is sufficient to show that for any set E contained in the closure of
U(2le, • ï'e/) under fmite intersections the mapping X(., E) : Q -> [0, 1] is
a(U(3le, : / e / ) ) - © 1 n [0, l]-measurable.

Now £ = H (Cj : j e J) for some J e Jf, C^ e 2ï6j, and there exist D, e 21/8, such

that Dy = C, nat 0y,7"eJ.

So:

X E £ <̂> [XIQJEDJ for:

For te[0, 1] we have:

j :jeJ)prI
J~

l inc

: iel)),

because every \(.,Cj) is 2Ie; — ^B1 n [0, l]-measurable, hence
a(U(2ïe, : ie / ) ) —S 1 n [0, l]-measurable.'

Now sufficiency and necessity are proved by way of contradiction:

(i) suppose (0, : / e / ) g c o n A^ has properties Zl, Z3, Z4 and v4 is

subtensorially irreducible. Then A (0, : ie /) = (co, a ( U (2Ie, • zG/)))>co because

from A (0,- : ï'e 7) = co we would have Z2 and a possible décomposition of ̂ 4;

(ii) suppose for every set (0, : z e / ) ü con A which has properties Zl, Z3, Z4,

there exists some cp E con ̂ 4 with co < cp ̂  0, for ail i e I and A_ is not subtensorially

irreducible. Then there is some set (0^ : k e K ) g con ̂ 4 such that 4̂ is isomorphic

to the subtensorproduct of the ^4/0^, keK.

From theorem 20 (0^ : keK) fulfils Zl , Z3, Z4, and therefore there exists a

cpecon ^4, with co<cp^0^ ^I^^^H. So Z2 does not hold.

In 15, we characterized the quotients A/(p(B), defined by the c d c
congruences cp(5), B E $1, as those automata, which are the smallest one to
investigate B directly.

While for deterministic automata the greatest congruence containing a given
pair (a, b) of states générâtes a subdirectly irreducible quotient, this is not true
for our automata in gênerai.
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24. EXAMPLE: Given a stochastic automaton A ={((R1, 33 * ),exp X; {Xo, X1 } j ,
where exp X is the exponential distribution with parameter X, and:

X{) : P i
1x331-+[O, 1],

(x, C)-^DO(C),

X, : U'x®1 -^[0, 1],

D0(C), x > 0 ,

(x, C)

Computing the c. d.c. congruencc cp({0}) = (cp({0}), 2l(Oj), we get
, oo), {0}).

The quotient automaton:

is isomorphic to a subtensorproduct of two quotients:

where:

and:

(9I/cp({0}))e2 = a([(0, c

andG, is generated by (91/({cp } ))/6n /= 1, 2(theproofisaneasy checkingofthe
((9I/cp({0}))9,-©1 n[0, 1]) measurability of X.;(., D), i,.y=l, 2, and of Zl , Z2,
Z3, Z4.) We see that none of the two quotients of ^4/cp({0}) contain

This "irregularity" of stochastic automata shown in 24, enables us to

décompose the automaton A /cp {B) into smaller components. Now the question

arises whether we can décompose every A/<$(B) in such a way as example 24,

looks like:

The quotient as a single automaton does not reflect properties of B, only their
common structure gives us information about B. The important fact is this: We
get information on B without measuring B itself, only working on smaller
quotients. Saying it in other words the next theorem will prove the following:
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If in some physical System described by a stochastic automaton a hidden event
B should be investigated and if the smallest quotient System which includes B is
not irreducible then we are able to measure B indirectly. We factorize the
smallest quotient including B such that none of the factors includes B itself — and
from the knowledge of the factors we get the whole information about B.

22. THEOREM: Ijjor Be^l the quotient A /cp(B) is not subtensoriel irreducible,

and (ƒ" ,4/(p(JB) is a subtensorproduct of the (A/q>(B))/Qh iel, (0,-XD), then

B nat cp(B)^(9l/cp(B))öi/or all iel.

Prooj: By a corollary to the II. lsomorphism theorem [9, 8] there exists a
lattice isomorphism:

m: (con^4/cp(£), g)-+([cp(E)), ^ ) ,

cp -• c p ' ,

where [(p(£))= {Gecon A : 0^(p(£)} is the dual ideal generated by (p(B) in

(con A, S) [see (11)] and for cpecon A/q>(B) cp'econ A is defined by:

a, beQ, then

acp', b o [fl]cp(B)cp[ft]cp(B) and %' = (9l/<p(fl))9 nat q> (By1.

[If for example coecon ^4/cp(J5) is the least congruence on ^4/cp(5) then

Now from 0,->© in the lattice (con ^/q>(B), S) we dérive in ([cp (£), g ) [which

is a sublattice of (con A, ^ ),] the following relation:

3.'= (8;, 2le;)=(e;-,21/cp(B))e,nat

If B nat (p(£)e(2l/cp(£))ei, we get from 9b, and (*) 9lB = 9Ié,. lf 0; = (p(B), we

have a contradiction to (o<6„ and if 0;>cp(.B), we have (0J, 5IB)>(cp(B), 9lB), a
contradiction to the définition of cp(B).

The gênerai problem of décomposition theory: "Is every stochastic
automaton isomorphic to some subtensorproduct of a set- of subtensorially
irreducible quotients ", sems to be open up to now.

In connection with the problem of theorem 25, it should be said that there are
stochastic automata which are decomposable into factors which are of the form
cp(l?) for every event B of the factor a-algebra, such that each factor is
subtensorially irreducible.
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A partial answer for the décomposition question was given in [2] for the case of
stochastic automata having Noetherian lattice of congruences, Le.: every
ascending chain in the lattice terminâtes.

26. THEOREM: IJ (con A, ^ ) is a Noetherian lattice, then A_ is isomorphîc to a
subtensorproduct oj subtensorial irreducible quotient automata.
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