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VALUE FUNCTIONS FOR BOLZA PROBLEMS WITH DISCONTINUOUS
LAGRANGIANS AND HAMILTON-JACOBI INEQUALITIES ∗

Gianni Dal Maso
1

and Hélène Frankowska
2

Abstract. We investigate the value function of the Bolza problem of the Calculus of Variations

V (t, x) = inf

�Z t

0

L(y(s), y′(s))ds+ ϕ(y(t)) : y ∈W 1,1(0, t;Rn), y(0) = x

�
,

with a lower semicontinuous Lagrangian L and a final cost ϕ, and show that it is locally Lipschitz for
t > 0 whenever L is locally bounded. It also satisfies Hamilton-Jacobi inequalities in a generalized sense.
When the Lagrangian is continuous, then the value function is the unique lower semicontinuous solution
to the corresponding Hamilton-Jacobi equation, while for discontinuous Lagrangian we characterize the
value function by using the so called contingent inequalities.
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1. Introduction

Consider the autonomous Bolza minimization problem of the Calculus of Variations

inf

{∫ T

0

L(y(s), y′(s))ds + ϕ(y(T )); y ∈W 1,1(0, T ;Rn), y(0) = x

}
, (1.1)

where ϕ : Rn 7→ R+∪{+∞} and L : Rn×Rn 7→ R+ are lower semicontinuous and L(x, ·) is convex. The classical
Lagrange problem (with the fixed final condition y(T ) = xT ) may be reduced to the above one by simply setting
ϕ(xT ) = 0 and ϕ = +∞ elsewhere. Lagrange problems were studied in the literature from various points of
view. If a Tonelli type coercivity assumption holds true

∃ Θ: Rn 7→ R+, lim
|u|→∞

Θ(u)
|u| = +∞, ∀ (x, u), L(x, u) ≥ Θ(u), (1.2)
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then absolutely continuous minimizers do exist (see, for instance [13]). Actually the very same condition yields
also lower semicontinuity of the value function associated to problem (1.1). It was observed in [2] that, without
additional (boundedness) assumptions, minimizers are in general not Lipschitz. This creates a major difficulty in
developing the Hamilton-Jacobi theory in a general case. It was also shown in [2] that minimizers are Lipschitz
continuous, under the local boundedness condition

∀ R > 0, ∃M > 0, ∃ r > 0, ∀ (x, u) ∈ B(0, R)×B(0, r), L(x, u) ≤M,

where B(x, r) denotes the closed ball with centre x and radius r. The above condition may be rewritten in the
following equivalent way:

∀ x0 ∈ Rn, ∃M > 0, ∃ r > 0, ∀ (x, u) ∈ B(x0, r)× B(0, r), L(x, u) ≤M. (1.3)

Since any minimizer of problem (1.1) solves also an associated Lagrange problem, the same statement remains
valid also for the Bolza problem, whenever the infimum in (1.1) is finite.

Consider the Hamilton-Jacobi equation
Vt +H(x,−Vx) = 0 in R?+ × Rn,

V (0, ·) = ϕ in Rn,

(1.4)

where R?+ = R+\{0} and H is the Hamiltonian associated with L, defined by

H(x, p) = sup
u∈Rn

(〈p, u〉 − L(x, u)) , (1.5)

i.e., H(x, ·) is the Legendre-Fenchel transform of L(x, ·).
It is a well known fact that (1.4) does not have smooth solutions even when H and ϕ are smooth, and one

has to use generalized solutions to treat first order equations of the above type. To prove the uniqueness of
the solution to (1.4) in the viscosity sense (as done in [15]), the authors assumed, among other hypotheses, the
continuity of H and looked for bounded uniformly continuous solutions (in the viscosity sense).

The link between (1.4) and (1.1) is the value function V : R+ × Rn 7→ R+ ∪ {+∞}, defined by

V (t, x) = inf
{∫ t

0

L(y(s), y′(s))ds + ϕ(y(t)) : y ∈W 1,1(0, t;Rn), y(0) = x

}
,

which is, under some regularity assumptions, a viscosity solution to (1.4), i.e., it is a supersolution (resp.
subsolution) with derivatives replaced by subdifferentials (resp. superdifferentials). The above definition of
value function is somewhat different from the usual one, but, our problem being autonomous, we have found
it more convenient for our purposes. The reader accustomed to different definitions can easily make suitable
changes to derive similar results for other value functions.

There exists an interplay between subdifferentials of the value function and minimizers. For instance, in
Section 3 we show that, if y is a minimizer to the last problem and if the subdifferential of V at (t, x) is
nonempty, then the difference quotients

{
y(h)−x

h

}
are bounded (Prop. 3.2).

Many results about Bolza problems with smooth data were extended to the case of lower semicontinuous L
and ϕ. In such case, under Tonelli’s assumption (1.2), H is merely upper semicontinuous and, for this reason, it
is natural to look for an extension of the viscosity solutions theory to this situation. Also in such general case V
is only lower semicontinuous, which creates additional difficulties in formulating maximum principles yielding
uniqueness. However we prove that V is locally Lipschitz on R?+ × Rn, whenever L is locally bounded, even if
the data L and ϕ are discontinuous (Cor. 3.4).
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In the case of lower semicontinuous solutions and Hamilton-Jacobi-Bellman equations related to Mayer’s
problem of optimal control theory, a maximum principle for lower semicontinuous functions was proposed
in [10] to deduce uniqueness of solutions to the Hamilton-Jacobi equation (corresponding to Mayer’s problem).
In [20, 21] the same uniqueness result was obtained by exploiting properties of the epigraph of the solutions of
the Hamilton-Jacobi equation.

When L is continuous, we prove (Th. 4.1) that V is the unique lower semicontinuous function which satisfies
the initial condition V (0, ·) = ϕ and solves the Hamilton-Jacobi equation (1.4) in the following sense:

∀ (t, x) ∈ dom(V ), t > 0, ∃ u ∈ Rn, D↑V (t, x)(−1, u) ≤ −L(x, u), (1.6)

∀ (t, x) ∈ dom(V ), ∀ u ∈ Rn, D↓V (t, x)(1,−u) ≤ L(x, u) (1.7)

where D↑V (t, x) and D↓V (t, x) are the lower and upper contingent derivatives of V at (t, x), whose definition is
recalled in Section 2. We underline that they coincide with Dini’s lower and upper derivatives when V is locally
Lipschitz.

Contingent inequalities for discontinuous functions were introduced in [3] to study lower semicontinuous
Lyapunov functions. They were introduced independently in the context of Lipschitz functions (and Dini’s
directional derivatives) in [29] to investigate Isaacs’ equation of differential games. In [18] contingent inequalities
were used to study lower semicontinuous supersolutions of Hamilton-Jacobi-Bellman equation of optimal control.

Under the same assumptions we prove also (Th. 4.5) that the restriction of V to R?+ × Rn is the unique
locally Lipschitz function which satisfies the initial condition

lim inf
h→0+, y→x

V (h, y) = ϕ(x) (1.8)

and solves the Hamilton-Jacobi equation (1.4) in the following generalized sense (which is weaker than (1.6)
and (1.7)):

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) = 0,

where ∂−V (t, x) denotes the subdifferential of V at (t, x).
Moreover we prove that the restriction of V to R?+×Rn is the unique locally Lipschitz function which satisfies

the initial condition (1.8) and solves the Hamilton-Jacobi equation (1.4) in the viscosity sense:

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) ≥ 0,

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂+V (t, x), pt +H(x,−px) ≤ 0,

where ∂+V (t, x) denotes the superdifferential of V at (t, x). We have been not able to prove that there is only
one lower semicontinuous viscosity solution. For this reason we have to adopt a rather unusual notion of solution
in our uniqueness result for lower semicontinuous solutions.

When L is discontinuous and locally bounded, we prove (Th. 5.1) that V is the unique lower semicontinuous
function which satisfies the initial condition V (0, ·) = ϕ and solves the Hamilton-Jacobi equation (1.4) in the
following sense:

∀ (t, x) ∈ dom(V ), t > 0, ∃ u ∈ Rn, D↑V (t, x)(−1, u) ≤ −L(x, u),

∀ (t, x) ∈ dom(V ), ∀ u ∈ Rn, D↓V (t, x)(1,−u) ≤ L+(x, u),
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where L+ is defined by

L+(x, u) = lim sup
h→0+

1
h

inf
{∫ 0

−h
L(y(s), y′(s))ds : y(−h) = x− hu, y(0) = x

}
(see [16] and [1]).

Under the same hypotheses we prove also (Th. 5.5) that the restriction of V to R?+×Rn is the unique locally
Lipschitz function which satisfies the initial condition (1.8) together with the additional condition

∀ x ∈ Rn, ∀ λ > 0, lim
h→0+, y→x
|y−x|≤λh

V (h, y) = ϕ(x), (1.9)

and solves the Hamilton-Jacobi equation (1.4) in the following sense:

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) ≥ 0,

∀ (t, x) ∈ R?+ × Rn, ∀ u ∈ Rn, D↓V (t, x)(1,−u) ≤ L+(x, u).

In all these theorems, the uniqueness is obtained by proving suitable comparison results for the corresponding
notions of sub- and supersolution. In particular, we extend here a result from [19] proved in the context of
Mayer’s problem with bounded dynamics, and show (Cor. 5.3) that, if (1.3) holds true, then the value function
is the smallest lower semicontinuous function satisfying the initial condition V (0, ·) = ϕ and the contingent
inequality (1.6).

Recently solutions to the Hamilton-Jacobi equation of a nonautonomous Bolza problem were investigated
in [23]. However the results of [23] do not overlap with ours, since the assumptions of that article imply that
the Hamiltonian is locally Lipschitz.

2. Preliminaries

Let K ⊂ Rn be a nonempty subset and x ∈ K. The contingent cone TK(x) to K at x is defined by

v ∈ TK(x)⇐⇒ lim inf
h→0+

dist(x+ hv,K)
h

= 0.

The negative polar cone T− to a subset T ⊂ Rn is given by

T− = {v ∈ Rn : ∀ w ∈ T , 〈v, w〉 ≤ 0}·

We recall the following result due to Cornet [14] (see also [9]).

Theorem 2.1. Let K ⊂ Rn be a closed subset and x ∈ K. Then

Liminf
y→x
y∈K

co TK(y) = CK(x) ⊂ TK(x),

where Liminf denotes the topological lower limit (in the Painlevé-Kuratowski sense) and CK(x) denotes Clarke’s
tangent cone to K at x.

Let W : Rn → R ∪ {+∞} be a lower semicontinuous function. The subdifferential of W at x ∈ dom(W ) is
defined by

∂−W (x) =
{
p ∈ Rn : lim inf

y→x

W (y)−W (x) − 〈p, y − x〉
|y − x| ≥ 0

}
·
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By [19] (or [9])

p ∈ ∂−W (x) ⇐⇒ (p,−1) ∈
[
TEpi(W )(x,W (x))

]−
, (2.1)

where Epi(W ) denotes the epigraph of W defined by

Epi(W ) := {(x, r) ∈ Rn × R : r ≥W (x)} ·

An equivalent definition of subdifferential uses directional derivatives of W defined by

∀ u ∈ Rn, D↑W (x)(u) = lim inf
h→0+
v→u

W (x+ hv)−W (x)
h

· (2.2)

Clearly for every x ∈ dom(W )

Epi(D↑W (x)(·)) = TEpi(W )(x,W (x)), (2.3)

and therefore

p ∈ ∂−W (x) ⇐⇒ ∀ v ∈ Rn, 〈p, v〉 ≤ D↑W (x)(v). (2.4)

The upper directional derivative of W at x in the direction u is defined by

∀ u ∈ Rn, D↓W (x)(u) = lim sup
h→0+
v→u

W (x+ hv)−W (x)
h

·

The superdifferential ∂+W (x) of W at x is defined by ∂+W (x) = −∂−(−W )(x) or, equivalently, by

p ∈ ∂+W (x) ⇐⇒ ∀ v ∈ Rn, 〈p, v〉 ≥ D↓W (x)(v). (2.5)

We shall need the following version of Rockafellar’s result (see [27]).

Lemma 2.2. Let x ∈ dom(W ) and let (p, 0) ∈
[
TEpi(W )(x,W (x))

]− be such that p 6= 0. Then there exist xε
converging to x (as ε→ 0+) and

(pε, qε) ∈
[
TEpi(W )(xε,W (xε))

]−
converging to (p, 0) as ε→ 0+ such that qε < 0.

A closed subset K of Rn is called a viability domain of a set-valued map G : Rn  Rn if for every x ∈ K

G(x) ∩ TK(x) 6= ∅.

The following formulation summarizes several versions of the viability theorem (see [4] and [5]).

Theorem 2.3 (Viability). Suppose that G : Rn  Rn is an upper semicontinuous set-valued map with compact
convex values. For a closed subset K ⊂ Rn the following conditions are equivalent:

(a) K is a viability domain of G;
(b) G(x) ∩ co TK(x) 6= ∅ for every x ∈ K;
(c) for every x0 ∈ K there exist ε > 0 and a solution x : [0, ε[ 7→ K to the Cauchy problem
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x′(t) ∈ G(x(t)),
x(0) = x0.

(2.6)

The equivalence (a) ⇐⇒ (b) was proved in [24]. This proof was simplified in [5] (p. 85). The fact that (a) ⇐⇒
(c) was first proved by Bebernes and Schuur in [11]. A proof can be found in [7] or [4, 5].

3. The value function of the Bolza problem

Consider a lower semicontinuous function L : Rn×Rn 7→ R+ and an extended lower semicontinuous function
ϕ : Rn 7→ R+ ∪ {+∞}, not identically equal to +∞. Throughout the whole paper we suppose that L is convex
in the second variable and that the coercivity assumption (1.2) holds true. Without any loss of the generality
we also assume that Θ is convex.

Given t0 > 0 and x0 ∈ Rn, let us consider the Bolza problem:

minimize
∫ t0

0

L(y(s), y′(s))ds+ ϕ(y(t0))

over all absolutely continuous functions y ∈ W 1,1(0, t0;Rn) satisfying the initial condition y(0) = x0. The
dynamic programming approach associates with this problem the family of problems (t ≥ 0, x ∈ Rn):

minimize
∫ t

0

L(y(s), y′(s))ds+ ϕ(y(t))

over all absolutely continuous functions y ∈W 1,1(0, t;Rn) satisfying y(0) = x. The value function V : R+×Rn 7→
R+ ∪ {+∞} is defined by

V (t, x) = inf
{∫ t

0

L(y(s), y′(s))ds + ϕ(y(t)) : y(0) = x

}
· (3.1)

Proposition 3.1. Under the above assumptions for all (t, x) ∈ R+ × Rn the infimum in (3.1) is attained (it
may be infinite) and V is lower semicontinuous on R+ × Rn. Furthermore, if L is locally bounded, then V has
finite values on R?+ × Rn and satisfies (1.8) and (1.9).

Proof. The existence of a minimizer is a well known result. For the reader’s convenience, we sketch the proof
of the lower semicontinuity of V . Consider a sequence (ti, xi) ∈ R+×Rn converging to (t, x) such that V (ti, xi)
converge to lim inf(s,y)→(t,x) V (s, y). Let yi be the corresponding minimizers of (3.1) with (t, x) replaced by
(ti, xi). If lim

i→+∞
V (ti, xi) = +∞, then

V (t, x) ≤ lim
i→+∞

V (ti, xi) .

Assume next that the above limit is finite. Hence for some M for all i,∫ ti

0

L(yi(s), y′i(s))ds ≤M.

Set yi(s) = yi(ti) for s ≥ ti. By the coercivity assumption (1.2), the sequence y′i is equiintegrable on [0, t+ 1].
This, the Dunford-Pettis criterion (see, e.g. [17], Th. II.25), and the Ascoli-Arzelà theorem yield the existence



HAMILTON-JACOBI INEQUALITIES IN CALCULUS OF VARIATIONS 375

of a subsequence yik converging uniformly to some y on [0, t+ 1] such that y′ik converge to y′ weakly in L1. We
denote this subsequence again by yi. Then y(0) = x and yi(ti)→ y(t). Fix 0 < ε < t. Then for all large i,∫ ti

0

L(yi(s), y′i(s)))ds ≥
∫ t−ε

0

L(yi(s), y′i(s)))ds.

Since L is lower semicontinuous and convex in the second variable, from the lower semicontinuity theorems by
Olech [26] and Ioffe [25] (see also [12], Th. 2.3.3) it follows that

lim inf
i→∞

∫ t−ε

0

L(yi(s), y′i(s)))ds ≥
∫ t−ε

0

L(y(s), y′(s))ds.

Thus

lim inf
i→∞

∫ ti

0

L(yi(s), y′i(s)))ds ≥
∫ t−ε

0

L(y(s), y′(s))ds.

Since
∫ t−ε

0
L(y(s), y′(s))ds converges to

∫ t
0
L(y(s), y′(s))ds when ε → 0+, the lower semicontinuity of ϕ yields

lower semicontinuity of V .
Since ϕ is not identically +∞, it is clear that V is finite on R?+ × Rn whenever L is locally bounded.
To prove (1.9) consider a sequence (hi, xi) → (0+, x) such that (xi − x)/hi is bounded. Then, by lower

semicontinuity of V ,

lim inf
i→∞

V (hi, xi) ≥ V (0, x) = ϕ(x),

V (hi, xi) ≤ ϕ(x) +
∫ hi

0

L(xi + s(x− xi)/hi, (x− xi)/hi)ds.

Passing to the upper limit when i → ∞, and using the fact that L is locally bounded, we obtain (1.9).
Condition (1.8) follows now from (1.9) and from the lower semicontinuity of V .

Proposition 3.2. Let (t, x) ∈ dom(V ), with t > 0, and let y be a minimizer of (3.1). Assume either that
∂−V (t, x) is nonempty or that (1.3) holds. Then the set{

y(h)− x
h

}
h>0

(3.2)

is bounded in Rn. Furthermore, if

y(hi)− x
hi

→ u (3.3)

for some hi → 0+, then

D↑V (t, x)(−1, u) ≤ −L(x, u). (3.4)

Consequently, V is a viscosity supersolution to (1.4), i.e.,

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) ≥ 0. (3.5)
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Proof. First we observe that for all 0 ≤ h ≤ t

V (t, x) = V (t− h, y(h)) +
∫ h

0

L(y(s), y′(s))ds. (3.6)

Step 1. Let us prove that (3.2) is bounded. If (1.3) holds, then (3.2) follows from [2]. Suppose now that
∂−V (t, x) is nonempty. If (3.2) does not hold, then there exists a sequence hi → 0+ such that

|y(hi)− x|
hi

→ +∞. (3.7)

Taking a subsequence, still denoted by hi, we may assume that for some v ∈ Rn

y(hi)− x
|y(hi)− x|

→ v.

Fix (pt, px) ∈ ∂−V (t, x). By the definition of subdifferential

lim inf
h→0+

V (t− h, y(h))− V (t, x) − 〈(pt, px), (−h, y(h)− x)〉
h+ |y(h)− x| ≥ 0, (3.8)

which yields, by (3.6),

lim sup
i→∞

1
hi + |y(hi)− x|

∫ hi

0

L(y(s), y′(s))ds ≤ −〈px, v〉 ·

By (1.2) this inequality implies that there exists a constant c > 0 such that

∀ i ∈ N, 1
hi

∫ hi

0

Θ(y′(s))ds ≤ c
(

1 +
|y(hi)− x|

hi

)
·

By Jensen’s inequality we obtain

∀ i ∈ N, Θ
(
y(hi)− x

hi

)
≤ c

(
1 +
|y(hi)− x|

hi

)
·

By (3.7) this contradicts the coercivity assumption (1.2) and ends the proof of our claim.

Step 2. Let us fix R > 0 and ε > 0. We want to prove that there exists δ > 0 such that

∀ ξ ∈ B(x, δ), ∀ u ∈ B(0, R), L(ξ, u) ≥ L(x, u)− ε. (3.9)

We start by observing that the function L(x, ·) is continuous, since it is convex and finite valued. Thus for every
v ∈ B(0, R) there exists ρ1 = ρ1(v, ε) > 0 such that

∀ u ∈ B(v, ρ1), L(x, v) ≥ L(x, u)− ε

2
·

As L is lower semicontinuous, for every v ∈ B(0, R) there exists ρ2 = ρ2(v, ε) > 0 such that

∀ ξ ∈ B(x, ρ2), ∀ u ∈ B(v, ρ2), L(ξ, u) ≥ L(x, v)− ε

2
·
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Putting r = r(v, ε) = min{ρ1(v, ε), ρ2(v, ε)}, it follows that

∀ ξ ∈ B(x, r), ∀ u ∈ B(v, r), L(ξ, u) ≥ L(x, u)− ε.

By compactness there exists a finite set {v1, . . . , vk} contained in B(0, R) such that B(0, R) ⊂ B(v1, r1)∪ · · · ∪
B(vk, rk), where ri = r(vi, ε). It is then clear that (3.9) is satisfied with δ = min{r1, . . . , rk}·

Step 3. Consider now a sequence hi → 0+ and u ∈ Rn such that (3.3) holds. By (3.6) we have

D↑V (t, x)(−1, u) ≤ − lim sup
i→∞

1
hi

∫ hi

0

L(y(s), y′(s))ds. (3.10)

From (3.6) and (3.8) we obtain

lim sup
i→∞

1
hi

∫ hi

0

L(y(s), y′(s))ds ≤ pt − 〈px, u〉·

By (1.2) this implies that there exists a constant C > 0 such that

∀ i ∈ N, 1
hi

∫ hi

0

Θ(y′(s))ds ≤ C. (3.11)

Let us fix R > 0 and ε > 0. By (3.9) for i large enough we have

L(y(s), y′(s)) ≥ L(x, y′(s))− ε (3.12)

for every s ∈ [0, hi] such that |y′(s)| < R. For every i let

Ai = {s ∈ [0, hi] : |y′(s)| < R}, Bi = {s ∈ [0, hi] : |y′(s)| ≥ R},

and let θ(R) = min{Θ(v) : |v| ≥ R}. Then

|Bi| ≤
1

θ(R)

∫ hi

0

Θ(y′(s))ds ≤ C

θ(R)
hi,

where | · | denotes the Lebesgue measure. Consequently |Ai| ≥ τ(R)hi, where

τ(R) =
(

1− C

θ(R)

)
→ 1 as R→ +∞.

By (3.12) we have

1
hi

∫ hi

0

L(y(s), y′(s))ds ≥ τ(R)
|Ai|

∫
Ai

L(x, y′(s))ds− ε,

and by Jensen’s inequality we obtain

1
hi

∫ hi

0

L(y(s), y′(s))ds ≥ τ(R)L(x, ui)− ε, (3.13)
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where ui = |Ai|−1
∫
Ai
y′(s)ds. For every v ∈ Rn let ω(v) = |L(x, u+ v)−L(x, u)|. Since L(x, ·) is continuous at

u, the function ω is continuous at 0 and ω(0) = 0. From (3.13) we have

1
hi

∫ hi

0

L(y(s), y′(s))ds ≥ τ(R)L(x, u)− ω(ui − u)− ε. (3.14)

In order to estimate |ui − u|, we notice that

|ui − u| ≤
∣∣∣∣∣ 1
|Ai|

∫
Ai

y′(s)ds− 1
hi

∫ hi

0

y′(s)ds

∣∣∣∣∣+ εi,

where

εi =
∣∣∣∣y(hi)− x

hi
− u
∣∣∣∣→ 0 as i→∞.

Therefore

|ui − u| ≤
1
|Ai|

∫
Bi

|y′(s)|ds+
(

1
|Ai|
− 1
hi

)∫ hi

0

|y′(s)|ds+ εi. (3.15)

Let us define

ζ(R) = min
|v|≥R

Θ(v)
|v| ·

By (1.2) ζ(R)→ +∞ as R→ +∞, and there exists a constant α ≥ 0 such that Θ(v) ≥ |v|−α for every v ∈ Rn.
From (3.15) we obtain

|ui − u| ≤
(

1
τ(R)ζ(R)

+
1

τ(R)
− 1
)

1
hi

∫ hi

0

Θ(y′(s))ds + α

(
1

τ(R)
− 1
)

+ εi

≤ C

τ(R)ζ(R)
+ (C + α)

(
1

τ(R)
− 1
)

+ εi.

Since τ(R)→ 1 and ζ(R)→ +∞ as R→ +∞, we have

|ui − u| ≤ σ(R) + εi,

where σ(R)→ 0 as R→ +∞. Therefore we deduce from (3.10) and (3.14) that

D↑V (t, x)(−1, u) ≤ −τ(R)L(x, u) + ω + ε,

for every R > 0 and ε > 0. Taking the limit as R→∞ and ε→ 0+ we obtain (3.4).

Step 4. Let us prove (3.5). Pick (pt, px) ∈ ∂−V (t, x) and u satisfying (3.3). From (2.4) and (3.4) we get
pt + 〈−px, u〉 − L(x, u) ≥ 0. The conclusion follows from the definition (1.5) of H.

Proposition 3.3. Assume that L is locally bounded and let (t0, x0) ∈ R?+ × Rn. Then there exist r > 0 and
δ > 0 such that for all (t, x) ∈ B((t0, x0), δ) every minimizer y(·; t, x) of (3.1) is r−Lipschitz.
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Proof. According to [2] (Th. 4.1) for every minimizer y(·) := y(·; t, x) of (3.1) there exists k(t, x) such that for
some p(s) ∈ ∂uL(y(s), y′(s))

〈p(s), y′(s)〉 − L(y(s), y′(s)) = k(t, x) for a.e. s ∈ [0, t].

On the other hand, since L is locally bounded, for some M1 > 0 and for all (t, x) sufficiently close to (t0, x0)

∫ t

0

L(y(s; t, x), y′(s; t, x))ds ≤M1.

This and coercivity assumption (1.2) imply that y′(·; t, x) are equiintegrable and therefore y(·; t, x) is uniformly
bounded in L∞ for (t, x) near (t0, x0). Furthermore, there exists R > 0 such that for all (t, x) sufficiently close
to (t0, x0) the sets

A(t, x) := {s ∈ [0, t] : |y′(s; t, x)| ≤ R}

have positive measure. Since L is locally bounded,

sup
s∈[0,t]

sup
u∈B(0,2R)

L(y(s; t, x), u) ≤M2 <∞

for all (t, x) sufficiently close to (t0, x0). This implies that for some M3 < +∞ L(y(s; t, x), ·) is M3−Lipschitz
on B(0, R) for (t, x) near (t0, x0) (see, e.g. [6], proof of Th. 2.1). Hence for almost every s ∈ A(t, x) we have
|〈p(s), y′(s)〉| ≤M3R, which implies

|k(t, x)| ≤M2 +M3R.

Consequently, k(t, x) is bounded in a neighborhood of (t0, x0). By [2] (proof of Th. 4.2), y(·; t, x) are Lipschitz
with the same Lipschitz constant whenever (t, x) is sufficiently close to (t0, x0).

Corollary 3.4. If L is locally bounded, then V is locally Lipschitz on R?+ × Rn.

Proof. Fix (t0, x0) ∈ R?+ × Rn ⊂ dom(V ). By Proposition 3.3, there exist r > 0 and δ > 0 such that for all
(t, x) ∈ B((t0, x0), δ) every minimizer y(·; t, x) of (3.1) is r−Lipschitz. We may assume that 5δ < t0. Let (t1, x1)
and (t2, x2) be two distinct points of B((t0, x0), δ), let h1 = |t1 − t2| + |x1 − x2|, and s1 = h1 − t1 + t2. Let
u1 ∈ Rn be such that y(s1; t2, x2) = x1 + h1u1. Then 0 < h1 < t1, 0 ≤ s1 ≤ 2h1, and

|u1| ≤
|y(s1; t2, x2)− x2|

h1
+
|x2 − x1|

h1
≤ 2r + 1. (3.16)

Let y1 : [0, t1] 7→ Rn be the function defined by

y1(s) =


x1 + su1 if 0 ≤ s ≤ h1,

y(s− t1 + t2; t2, x2) if h1 ≤ s ≤ t1.
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Then

V (t1, x1) ≤
∫ t1

0

L(y1(s), y′1(s))ds+ ϕ(y1(t1)) =
∫ h1

0

L(x1 + su1, u1)ds

+
∫ t2

s1

L(y(s; t2, x2), y′(s; t2, x2))ds+ ϕ(y(t2; t2, x2)).

As s1 = h1 − t1 + t2 ≥ 0 and L ≥ 0, we obtain

V (t1, x1) ≤
∫ h1

0

L(x1 + su1, u1)ds+ V (t2, x2).

Since L is locally bounded, it follows from (3.16) that there exists a constant M , depending only on L, t0, x0,
δ, and r, such that

V (t1, x1)− V (t2, x2) ≤Mh1 = M(|t1 − t2|+ |x1 − x2|).

Exchanging the roles of (t1, x1) and (t2, x2) we obtain that V in M−Lipschitz on B((t0, x0), δ).

When L is discontinuous, different contingent inequalities have to be introduced, which involve the function
L+(x, u) defined by

L+(x, u) = lim sup
h→0+

1
h

inf
{∫ 0

−h
L(y(s), y′(s))ds : y(−h) = x− hu, y(0) = x

}
= lim sup

h→0+

1
h

inf

{∫ h

0

L(y(s),−y′(s))ds : y(0) = x, y(h) = x− hu
}
· (3.17)

Remark 3.5. The function L+(x, u) was introduced in [1]. In that paper it was shown that, if for some positive
constants D, d and p > 1 we have

∀ (x, u) ∈ Rn × Rn, d|u|p ≤ L(x, u) ≤ D(1 + |u|p),

then L+(x, ·) is continuous for every x ∈ Rn and convex for almost every x ∈ Rn.
Clearly for all u the function L+(·, u) is smaller than or equal to the upper semicontinuous envelope of L(·, u).

Proposition 3.6. If L is locally bounded, then L+(x, u) ≥ L(x, u) for all (x, u) ∈ Rn×Rn. Moreover, if vh → u
as h→ 0+, then

L+(x, u) = lim sup
h→0+

1
h

inf
{∫ 0

−h
L(y(s), y′(s))ds : y(−h) = x− hvh, y(0) = x

}
·

In particular L+ = L when L is continuous.

Proof. Let us fix (x, u) and vh as in the statement of the proposition, and let L(x, u) be the right hand side of
the formula to be proved. We want to show that L(x, u) ≤ L+(x, u). For every h > 0 let εh = |vh − u| and let
yh be a minimizer of the problem

inf

{∫ 0

−(1−εh)h

L(y(s), y′(s))ds : y(−(1− εh)h) = x− (1− εh)hu, y(0) = x

}
·
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For all s ∈ [−h,−(1− εh)h] set

yh(s) = x− (1− εh)hu+ (s+ (1− εh)h)
vh − (1− εh)u

εh
·

Then yh(−h) = x− hvh. Since (vh − (1− εh)u)/εh is bounded, we deduce that for some M > 0 and all h > 0,∫ 0

−h
L(yh(s), y′h(s))ds ≤

∫ 0

−(1−εh)h

L(yh(s), y′h(s))ds +
∫ −(1−εh)h

−h
Mds.

Dividing by h and taking the upper limit when h→ 0+ we get L(x, u) ≤ L+(x, u). The opposite inequality can
be proved in the same way.

To prove that L+(x, u) ≥ L(x, u), for every h > 0 let yh be a minimizer of the problem

inf
{∫ 0

−h
L(y(s), y′(s))ds : y(−h) = x− hu, y(0) = x

}
·

Observe that L+(x, u) is finite, because L is locally bounded. By [2] there exist kh such that for some ph(s) ∈
∂uL(yh(s), y′h(s))

〈ph(s), y′h(s)〉 − L(yh(s), y′h(s)) = kh.

We set yh(s) = yh(−h) = x− hu for s ≤ −h. Then for some M ≥ 0∫ 0

−1

L(yh(s), y′h(s))ds ≤M.

Arguing as in the proof of Proposition 3.3, we deduce that the sequence kh is bounded. By [2] (proof of Th. 4.2)
the sequence y′h is bounded in L∞.

Let ε > 0. Since L is lower semicontinuous and continuous in the second variable, for all h small enough

L(yh(s), y′h(s)) ≥ L(x, y′h(s))− ε a.e. in [−h, 0]

(see Step 2 in the proof of Prop. 3.2). Integrating and using Jensen’s inequality we get

1
h

∫ 0

−h
L(yh(s), y′h(s))ds ≥ 1

h

∫ 0

−h
L(x, y′h(s))ds − ε ≥ L(x, u)− ε.

Taking the upper limit when h→ 0+ and ε→ 0+ we obtain L+(x, u) ≥ L(x, u).
If L is continuous, we have also L+ ≤ L by Remark 3.5, hence L+ = L.

We generalize now a result obtained in [1] under some additional growth conditions.

Proposition 3.7. Assume that L is locally bounded. Let y : [0, T ] 7→ Rn be a Lipschitz function. Then
L(y(t), y′(t)) = L+(y(t), y′(t)) for almost every t ∈ [0, T ].

Proof. We already know that L+ ≥ L. To prove the opposite inequality, we fix a function y as in the statement of
the proposition. Since L is locally bounded, the function t 7→ ψ(t) :=

∫ t
0 L(y(s), y′(s))ds is absolutely continuous.

Let t ∈ [0, T ] be such that both ψ′(t) and y′(t) do exist and ψ′(t) = L(y(t), y′(t)). Since vh = (y(t)−y(t−h))/h
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converges to y′(t) as h→ 0+, from Proposition 3.6 we obtain

L+(y(t), y′(t)) ≤ lim
h→0+

1
h

∫ t

t−h
L(y(s), y′(s))ds = ψ′(t) = L(y(t), y′(t)),

which concludes the proof.

4. The Hamilton-Jacobi equation

In this section we suppose that L is continuous and we consider three different notions of generalized solutions
of the Hamilton-Jacobi equation (1.4). In Theorem 4.1 we prove that the value function V defined by (3.1) is
the unique lower semicontinuous solution of the Hamilton-Jacobi equation (1.4) in a suitable generalized sense,
expressed in terms of contingent inequalities. Then we restrict our attention to locally Lipschitz solutions, and
we look for uniqueness results for weaker (and more usual) notions of solutions. In Theorem 4.5 we prove thatV
is the unique locally Lipschitz function which satisfies the Hamilton-Jacobi equation in the following generalized
sense:

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) = 0.

Finally, in Theorem 4.6, we prove that V is the unique locally Lipschitz viscosity solution of (1.4).

Theorem 4.1. Assume that L is continuous. Then V is lower semicontinuous on R+ × Rn and solves the
Hamilton-Jacobi equation (1.4) in the following sense:

∀ (t, x) ∈ dom(V ), t > 0, ∃ u ∈ Rn, D↑V (t, x)(−1, u) ≤ −L(x, u), (4.1)

∀ (t, x) ∈ dom(V ), ∀ u ∈ Rn, D↓V (t, x)(1,−u) ≤ L(x, u). (4.2)

Let W : R+×Rn 7→ R+∪{+∞} be a lower semicontinuous function which satisfies the initial condition W (0, ·) =
ϕ. If W is a supersolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ dom(W ), t > 0, ∃ u ∈ Rn, D↑W (t, x)(−1, u) ≤ −L(x, u), (4.3)

then W ≥ V on R+ × Rn. If W is a subsolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ dom(W ), ∀ u ∈ Rn, D↓W (t, x)(1,−u) ≤ L(x, u), (4.4)

then W ≤ V on R+ × Rn.
Therefore V is the unique non negative lower semicontinuous function which satisfies the initial condition

V (0, ·) = ϕ and solves the Hamilton-Jacobi equation (1.4) in the sense of (4.1) and (4.2).

Proof. The lower semicontinuity of V is proved in Proposition 3.1. Condition (4.1) follows from Proposition 3.2.
Let us prove (4.2). Fix (t, x) ∈ dom(V ) and u ∈ Rn. Observe that for all h > 0 and v ∈ Rn we have

V (t+ h, x− hv)− V (t, x) ≤
∫ h

0

L(x− sv, v)ds.

Dividing by h and taking the upper limit when h→ 0+ and v → u we obtain (4.2).
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Let W be as in the statement of the theorem. Assume that W is a supersolution, i.e., W satisfies (4.3). Let
(t, x) ∈ dom(W ), t > 0, and ε > 0. By (2.2) and (4.3) there exist hi → 0+ and ui → u such that

W (t− hi, x+ hiui) ≤W (t, x)− hiL(x, u) + εhi.

Since L is continuous, for all sufficiently large i we have

W (t− hi, x+ hiui) +
∫ hi

0

L(x+ sui, ui)ds ≤W (t, x) + 2εhi.

Consider the set A of all pairs (σ, y) ∈ ]0, t]×W 1,1(0, σ;Rn) such that

y(0) = x & W (t− σ, y(σ)) +
∫ σ

0

L(y(s), y′(s))ds ≤W (t, x) + 2εσ.

The set A is nonempty by the first part of the proof. We introduce the following partial order on A: we write
(σ, y)� (τ, z) if σ ≤ τ and y is the restriction of z to [0, σ].

We claim that for every totally ordered subset B of A there exists (τ, z) ∈ A such that (σ, y) � (τ, z) for
every (σ, y) ∈ B. Indeed let

τ = sup
(σ,y)∈B

σ

and consider a sequence (σi, yi) ∈ B with σi → τ . Define z : [0, τ [ 7→ Rn by setting z(s) = yi(s) whenever s < σi.
As B is totally ordered, the function z is well defined and, if (σ, y) ∈ B with σ < τ , then y coincides with the
restriction of z to [0, σ].

Since W ≥ 0 we deduce that for some c and for all i∫ ti

0

L(yi(s), y′i(s))ds ≤ c.

Set yi(s) = yi(σi) for all s ∈ ]σi, τ ]. Since L satisfies the coercivity assumption (1.2), y′i are equiintegrable on
[0, τ ]. Consequently, yi are equicontinuous on [0, τ ]. So z can be extended by continuity at τ , z belongs to
W 1,1(0, τ ;Rn) and (τ, z) belongs to A (recall that W is lower semicontinuous). It is clear from the construction
that (σ, y)� (τ, z) for every (σ, y) ∈ B.

By Zorn’s lemma there exists a maximal element (σ, y) ∈ A. We claim that σ = t. Indeed, if not, then acting
as at the beginning of the proof, we construct (τ, z) ∈ A with σ < τ ≤ t and (σ, y) � (τ, z), which contradicts
the maximality. So

V (t, x) ≤W (0, y(t)) +
∫ t

0

L(y(s), y′(s))ds ≤W (t, x) + 2εt.

The number ε > 0 being arbitrary, we conclude that V (x, t) ≤W (x, t).
Suppose now that W is a subsolution, i.e., W satisfies (4.4). Let us fix t > 0 and x ∈ Rn, and let y be a

minimizer of (3.1). Since L is continuous (1.3) holds true. Thus y′ ∈ L∞(0, t;Rn) by [2]. Consider a sequence
of continuous functions ui : [0, t] 7→ Rn which is bounded in L∞(0, t;Rn) and converges to y′ almost everywhere
in [0, t], and define

yi(s) = y(t)−
∫ t

s

ui(τ)dτ.

Then yi converges to y uniformly in [0, t]. Fix i and set ψ(s) = W (s, yi(t− s)) for 0 ≤ s ≤ t. By (4.4) for every
s ∈ dom(ψ), with s < t, we have

D↑ψ(s)(1) ≤ L(yi(t− s), ui(t− s)). (4.5)
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Consider the closed set
K = Epi(ψ) ∪ ([t,+∞[× R),

and the system 
(α′(s), z′(s)) = (1, L(yi(t− s), ui(t− s))),

(α(0), z(0)) = (0, ϕ(y(t))).
(4.6)

It has the unique solution

(α(s), z(s)) =
(
s, ϕ(y(t)) +

∫ s

0

L(yi(t− τ), ui(t− τ))dτ
)
. (4.7)

According to (2.3), Theorem 2.3, and (4.5), this solution is viable in K, i.e., for all s ∈ [0, t], (α(s), z(s)) ∈ K.
Thus for all s < t

W (s, yi(t− s)) ≤ ϕ(y(t)) +
∫ t

0

L(yi(τ), ui(τ))dτ. (4.8)

Since L is continuous and W is lower semicontinuous, from the Lebesgue Theorem we obtain

W (t, x) ≤ ϕ(y(t)) +
∫ t

0

L(y(τ), y′(τ))dτ, (4.9)

which gives W (t, x) ≤ V (t, x).

Remark 4.2. In the previous theorem, the comparison result for subsolutions remains true, if we assume that
(4.4) holds only for t > 0, provided that W satisfies also condition (4.20) of the next theorem. In this case (4.5)
holds only for s > 0, but we can modify the proof in the following way. We fix ti → 0+ and xi → y(t) such
that W (ti, xi)→ ϕ(y(t)), and define

yi(s) = xi −
∫ t−ti

s

ui(τ)dτ,

for 0 ≤ s ≤ t − ti Consequently, ψ(s) is defined only for ti ≤ s ≤ t, and (4.5) holds only for ti ≤ s ≤ t. Then
we replace 0 by ti and ϕ(y(t)) by W (ti, xi) in (4.6–4.8), and we obtain (4.9) as before.

Remark 4.3. The following example shows that we can not remove the assumption W ≥ 0 in Theorem 4.1
even if L does not depend on x. Let n = 1, L(x, u) = 1

2 |u|2, ϕ(x) = 0. Then V (t, x) = 0 and H(x, p) = 1
2 |p|2.

Let us consider the lower semicontinuous function W : R+ × Rn 7→ R defined by

W (t, x) =
{

0 if tx < 1,
−(tx− 1)1/2 − x3 − xt−2 if tx ≥ 1.

By direct computation one checks that for tx 6= 1 the function W is differentiable and

Wt(t, x) +H(x,−Wx(t, x)) = Wt(t, x) +
1
2
|Wx(t, x)|2 ≥ 0,

which implies that

∃ u ∈ Rn, D↑W (t, x)(−1, u) ≤ −L(x, u). (4.10)
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On the other hand for tx = 1 we have

∀ u > 1/t2, D↑W (t, x)(−1, u) = −∞,

which implies (4.10) also in this case. Therefore W satisfies (4.3), but W (t, x) < V (t, x) for tx ≥ 1.

The following proposition shows the equivalence between the notion of subsolution considered in the previous
theorem and a notion defined by using subdifferentials.

Proposition 4.4. Assume that L is continuous. Let W : R+ × Rn 7→ R ∪ {+∞} be a lower semicontinuous
function. Then the following conditions are equivalent:

∀ (t, x) ∈ dom(W ), ∀ u ∈ Rn, D↓W (t, x)(1,−u) ≤ L(x, u); (4.11)

∀ (t, x) ∈ dom(W ), ∀ u ∈ Rn, D↑W (t, x)(1,−u) ≤ L(x, u); (4.12)

∀ (t, x) ∈ R+ × Rn, ∀ (pt, px) ∈ ∂−W (t, x), pt +H(x,−px) ≤ 0. (4.13)

The equivalence remains true if dom(W ) is replaced by dom(W )∩ (R?+×Rn) in (4.11) and (4.12) and R+×Rn
is replaced by R?+ × Rn in (4.13).

Proof. It is clear that (4.11) implies (4.12). Suppose that W satisfies (4.12). Then (4.13) follows from (2.4) and
from the definition (1.5) of H.

Conversely, suppose that W satisfies (4.13). We claim that for all (t, x) ∈ dom(W )

∀ u ∈ Rn, (1,−u, L(x, u)) ∈ co TEpi(W )(t, x,W (t, x)). (4.14)

To prove this fact, let us fix u ∈ Rn. Then

∀ (pt, px) ∈ ∂−W (t, x), pt + 〈−px, u〉 − L(x, u) ≤ 0. (4.15)

We want to prove that

∀ (pt, px, q) ∈
[
TEpi(W )(t, x,W (t, x))

]−
, pt + 〈−px, u〉+ qL(x, u) ≤ 0. (4.16)

When q < 0 this inequality follows from (2.1) and (4.15). By Lemma 2.2, if (0, 0, 0) 6= (pt, px, 0) ∈ [TEpi(W )(t, x,
W (t, x))]−, then for some (ti, xi) → (t, x) and (pit, p

i
x, qi) ∈

[
TEpi(W )(ti, xi,W (ti, xi))

]−, with qi < 0, we have
(pit, p

i
x, qi)→ (pt, px, 0). So

pit +
〈
−pix, u

〉
+ qiL(xi, u) ≤ 0.

Taking the limit we get pt + 〈−px, u〉 ≤ 0, which concludes the proof of (4.16).
By the separation theorem (4.14) follows from (4.16). Thus for all (t, x, r) ∈ Epi(W )

(1,−u, L(x, u)) ∈ co TEpi(W )(t, x, r).

From Theorem 2.1 and continuity of L we deduce that for all (t, x) ∈ dom(W ),

(1,−u, L(x, u)) ∈ CEpi(W )(t, x,W (t, x)).
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Fix ε > 0. Then it is not difficult to check that

∀ u ∈ Rn, (1,−u, L(x, u) + ε) ∈ Int
(
CEpi(W )(t, x,W (t, x))

)
.

By [8] (Prop. 13, p. 425) this yields

lim sup
h→0+, v→u

W (t+ h, x− hv)−W (t, x)
h

≤ L(x, u) + ε. (4.17)

As ε > 0 is arbitrary, we obtain (4.11).

We recall that for a locally Lipschitz function ϕ : Rn 7→ R the contingent derivatives coincides with the Dini
derivatives:

∀ u ∈ Rn, D↑ϕ(x)(u) = d−ϕ(x;u) := lim inf
h→0+

ϕ(x+ hu)− ϕ(x)
h

< +∞.

∀ u ∈ Rn, D↓ϕ(x)(u) = d+ϕ(x;u) := lim sup
h→0+

ϕ(x+ hu)− ϕ(x)
h

< +∞.

By (2.3) this implies that

(p, 0) ∈
[
TEpi(ϕ)(x, ϕ(x))

]− =⇒ p = 0. (4.18)

Theorem 4.5. Assume that L is continuous. Then V is locally Lipschitz on R?+×Rn and solves the Hamilton-
Jacobi equation (1.4) in the following sense:

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) = 0. (4.19)

Let W : R?+ × Rn 7→ R+ be a locally Lipschitz function which satisfies the initial condition

∀ x ∈ Rn, lim inf
h→0+, y→x

W (h, y) = ϕ(x). (4.20)

If W is a supersolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−W (t, x), pt +H(x,−px) ≥ 0, (4.21)

then W ≥ V on R?+ × Rn. If W is a subsolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−W (t, x), pt +H(x,−px) ≤ 0, (4.22)

then W ≤ V on R?+ × Rn.
Therefore the restriction of V to R?+×Rn is the unique non negative locally Lipschitz function which satisfies

the initial condition (4.20) and solves the Hamilton-Jacobi equation (1.4) in the sense of (4.19).

Proof. The fact that V is locally Lipschitz on R?+×Rn is proved in Corollary 3.4. Property (4.19) follows from
Theorem 4.1. Indeed (4.1) and (2.4), together with the definition (1.5) of H, imply that

∀ (t, x) ∈ R+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) ≥ 0;
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the opposite inequality follows from (4.2) and Proposition 4.4. The initial condition (4.20) for V is proved in
Proposition 3.1.

Let W be as in the statement of the theorem. Assume that W is a viscosity supersolution, i.e., W satisfies
(4.21). Define

G(x) = {(−1, u,−L(x, u)− ρ) : ρ ≥ 0, u ∈ Rn} ,

and fix t > 0 and x ∈ Rn. Since W is Lipschitz around (t, x), ∂−W is locally bounded. By the coercivity
assumption (1.2) there exist R > 0 and δ > 0 such that

∀ (s, z) ∈ B((t, x), δ), ∀ (pt, px) ∈ ∂−W (s, z), ∀ |u| ≥ R, pt + 〈−px, u〉 − L(z, u) < 0.

This (4.21), and the separation theorem imply that for every (s, z) ∈ B((t, x), δ)

G(z) ∩ ({−1} ×B(0, R)× [−m, 0]) ∩
(
co TEpi(W )(s, z,W (s, z))

)
6= ∅,

where m = max{L(z, u) : (z, u) ∈ B(x, δ)×B(0, R)}. The above holds true also with W (s, z) replaced by any
r ≥W (s, z). From Theorem 2.3 we obtain

G(x) ∩ ({−1} ×B(0, R)× [−m, 0])∩
(
TEpi(W )(t, x,W (t, x))

)
6= ∅,

which is equivalent to

∃ u ∈ B(0, R), D↑W (t, x)(−1, u) ≤ −L(x, u).

From Theorem 4.1 we deduce that W ≥ V on R?+ × Rn.
If W is a subsolution, i.e., W satisfies (4.22), then W ≤ V on R?+×Rn by Theorem 4.1 and Remark 4.2.

Theorem 4.6. Assume that L is continuous. Then V is locally Lipschitz on R?+×Rn and solves the Hamilton-
Jacobi equation (1.4) in the viscosity sense, i.e.,

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) ≥ 0, (4.23)

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂+V (t, x), pt +H(x,−px) ≤ 0. (4.24)

Let W : R?+ × Rn 7→ R+ be a locally Lipschitz function which satisfies the initial condition (4.20). If W is a
viscosity supersolution of the Hamilton-Jacobi equation (1.4), i.e.,

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−W (t, x), pt +H(x,−px) ≥ 0, (4.25)

then W ≥ V on R?+ × Rn. If W is a viscosity subsolution of the Hamilton-Jacobi equation (1.4), i.e.,

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂+W (t, x), pt +H(x,−px) ≤ 0, (4.26)

then W ≤ V on R?+ × Rn.
Therefore the restriction of V to R?+ × Rn is the unique non negative locally Lipschitz viscosity solution of

the Hamilton-Jacobi equation (1.4) which satisfies the initial condition (4.20).
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Proof. Let us prove (4.24). Fix (t, x) ∈ dom(V ), t > 0, and u ∈ Rn. Observe that for all small h > 0 we have

V (t, x) ≤ V (t− h, x+ hu) +
∫ h

0

L(x+ su, u)ds,

hence

V (t− h, x+ hu))− V (t, x) ≥ −
∫ h

0

L(x+ su, u)ds.

Dividing by h and taking the upper limit when h→ 0+ we obtain

D↓V (t, x)(−1, u) ≥ −L(x, u),

which implies (4.24) by (2.5) and by the definition (1.5) of H. For the other properties of V see Theorem 4.5.
Let W be as in the statement of the theorem. If W is a viscosity supersolution, i.e., W satisfies (4.25), then

W ≥ V on R?+ × Rn by Theorem 4.5.
Assume now that W is a viscosity subsolution, i.e., W satisfies (4.26). Properties (2.1) and (4.18) imply

that, for all t > 0 and x ∈ Rn,

[
TEpi(−W )(t, x,−W (t, x))

]− =
⋃
λ≥0

λ (−∂+W (t, x),−1) .

Using the separation theorem, from (4.26) we obtain

∀ u ∈ Rn, (−1, u, L(x, u)) ∈ co TEpi(−W )(t, x,−W (t, x)).

The above holds true also with −W (t, x) replaced by any r ≥ −W (t, x). So, by Theorem 2.1, for all t > 0 and
x ∈ Rn,

∀ u ∈ Rn, (−1, u, L(x, u)) ∈ TEpi(−W )(t, x,−W (t, x)),

and therefore by (2.3) and (2.4)

∀ u ∈ Rn, D↓W (t, x)(−1, u) ≥ −L(x, u).

Fix t > 0, x ∈ Rn and let y be a solution to (3.1). By [2] it is Lipschitz. Consider (ti, xi)→ (0+, y(t)) such that
lim
i→∞

W (ti, xi) = ϕ(y(t)). Set

yi(s) = y(s) + xi − y(t− ti).

The function ψ(s) := W (t − s, yi(s)) is locally Lipschitz on [0, t[. Fix 0 ≤ s < t such that ψ′(s) and y′(s) do
exist. Using the fact that W is locally Lipschitz we get

ψ′(s) = D↓W (t− s, yi(s))(−1, y′(s)) ≥ −L(yi(s), y′i(s)).

Consequently for every 0 ≤ s < t

W (t− s, yi(s))−W (t, yi(0)) = ψ(s)− ψ(0) ≥ −
∫ s

0

L(yi(τ), y′i(τ))dτ,
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and thus

W (ti, xi) +
∫ t

0

L(yi(τ), y′(τ))dτ ≥W (t, yi(0)).

Passing to the limit when i→∞ and using continuity of L we deduce that W (t, x) ≤ V (t, x).

5. The case of a discontinuous Lagrangian

In this section we do not assume that L is continuous. We can still prove (Th. 5.1) that the value function V
defined by (3.1) is the unique non negative lower semicontinuous solution of the Hamilton-Jacobi equation (1.4),
but now we have to consider a weaker notion of generalized solution, which involves a contingent inequality for
the function L+ introduced in (3.17). To prove uniqueness in the smaller class of locally Lipschitz functions we
can use an even weaker notion of solution, where the contingent inequality (5.1) for supersolutions is replaced
by a viscosity inequality (Th. 5.5).

Theorem 5.1. Assume that L is locally bounded. Then V is lower semicontinuous on R+ ×Rn and solves the
Hamilton-Jacobi equation (1.4) in the following sense:

∀ (t, x) ∈ dom(V ), t > 0, ∃ u ∈ Rn, D↑V (t, x)(−1, u) ≤ −L(x, u), (5.1)

∀ (t, x) ∈ dom(V ), ∀ u ∈ Rn, D↓V (t, x)(1,−u) ≤ L+(x, u). (5.2)

Let W : R+×Rn 7→ R+∪{+∞} be a lower semicontinuous function which satisfies the initial condition W (0, ·) =
ϕ. If W is a supersolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ dom(W ), t > 0, ∃ u ∈ Rn, D↑W (t, x)(−1, u) ≤ −L(x, u), (5.3)

then W ≥ V on R+ × Rn. If W is a subsolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ dom(W ), ∀ u ∈ Rn, D↓W (t, x)(1,−u) ≤ L+(x, u), (5.4)

then W ≤ V on R+ × Rn.
Therefore V is the unique non negative lower semicontinuous function which satisfies the initial condition

V (0, ·) = ϕ and solves the Hamilton-Jacobi equation (1.4) in the sense of (5.1) and (5.2).

To prove the theorem, we need the following approximation lemma:

Lemma 5.2. There exists a sequence of continuous functions Lk : Rn × Rn 7→ R+, converging pointwise to L,
such that, for all k, Lk(x, ·) is convex, Lk ≤ Lk+1 ≤ L, and

∀ x ∈ Rn, ∀ u ∈ Rn, Lk(x, u) ≥ Θ(u). (5.5)

For every k let Vk be the value function of problem (3.1) with L replaced by Lk. Then Vk converge to V pointwise.

Proof. The proof of the existence of a sequence Lk with the required properties can be found in [12] (Lem. 2.2.3).
It is clear that the sequence Vk is nondecreasing, so it is pointwise convergent, and that Vk ≤ V . We want to
prove that V ≤ limk Vk. Let us fix (t, x) in R+ × Rn such that

lim
k→∞

Vk(x, t) < +∞. (5.6)
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Let yk be a solution to the problem

inf
{∫ t

0

Lk(y(s), y′(s))ds + ϕ(y(t)) : y(0) = x

}
·

We deduce from (5.6) and from the coercivity assumption (1.2) that y′k are equiintegrable. Hence yk are
equicontinuous. Taking a subsequence and keeping the same notations we may assume that yk converges
uniformly to some y and y′k converges weakly in L1(0, t;Rn) to y′. Fix i. Since for every k ≥ i we have

ϕ(yk(t)) +
∫ t

0

Li(yk(s), y′k(s))ds ≤ ϕ(yk(t)) +
∫ t

0

Lk(yk(s), y′k(s))ds = Vk(t, x),

taking the limit when k→∞ we get

ϕ(y(t)) +
∫ t

0

Li(y(s), y′(s))ds ≤ lim
k→∞

Vk(t, x) ≤ V (t, x).

Taking the limit when i→∞ and using Fatou’s lemma we deduce that

V (t, x) ≤ ϕ(y(t)) +
∫ t

0

L(y(s), y′(s))ds ≤ lim
k→∞

Vk(t, x) ≤ V (t, x).

Thus Vk converges pointwise to V .

Proof of Theorem 5.1. The lower semicontinuity of V is proved in Proposition 3.1. Condition (5.1) follows from
Proposition 3.2. Let us prove (5.2). Fix (t, x) ∈ dom(V ) and u ∈ Rn. By Proposition 3.6 we have

L+(x, u) = lim sup
h→0+
v→u

1
h

inf
{∫ 0

−h
L(y(s), y′(s))ds : y(−h) = x− hv, y(0) = x

}
·

Since for every absolutely continuous function y satisfying y(−h) = x− hv and y(0) = x we have

V (t+ h, x− hv) ≤ V (t, x) +
∫ 0

−h
L(y(s), y′(s))ds,

we deduce that

V (t+ h, x− hv)− V (t, x) ≤ inf
{∫ 0

−h
L(y(s), y′(s))ds : y(0) = x, y(−h) = x− hv

}
·

Dividing by h and taking the upper limit as h→ 0+ and v → u, we obtain (5.2).
Let W be as in the statement of the theorem. Assume that W is a supersolution, in the sense that (5.3)

is satisfied. Let Lk and Vk be the continuous Lagrangians and the corresponding value functions given by
Lemma 5.2. As Lk ≤ L, the function W is a supersolution for the problem relative to the continuous Lagrangian
Lk. Therefore W ≥ Vk on R+ × Rn by Theorem 4.1. Since Vk converges to V pointwise, we conclude that
W ≥ V on R+ × Rn.

Assume now that W is a subsolution, i.e., W satisfies (5.4). Fix t > 0, x ∈ Rn and let y be a minimizer
of (3.1). It is Lipschitz continuous by [2]. Set ψ(s) = W (s, y(t− s)). Thus for almost all s ∈ [0, t],

D↑ψ(s)(1) ≤ D↓W (s, y(t− s))(1,−y′(t− s)) ≤ L+(y(t− s), y′(t− s)). (5.7)
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By Proposition 3.7 we have

L+(y(t− s), y′(t− s)) = L(y(t− s), y′(t− s)) a.e. in [0, t]. (5.8)

Since y is Lipschitz and L is locally bounded, the same argument used for (5.7) implies that there exists a
constant M such that

∀ s ∈ [0, t[, D↑ψ(s)(1) ≤M. (5.9)

Define the closed set-valued map s P (s) by

P (s) = W (s, y(t− s)) + R+, ∀ s ∈ [0, t[ & P (s) = R, ∀ s ≥ t.

Using (5.9, 2.3), and Theorem 2.3, we deduce that for every s0 ∈ [0, t] and for every z0 ∈ P (s0) there exists
an M–Lipschitz function z : [s0, t] 7→ Rn such that z(s0) = z0 and z(s) ∈ P (s) for every s ∈ [s0, t]. This yields
that P is left absolutely continuous on [0, t], i.e., for any ε > 0 and for any compact subset K ⊂ Rn, there
exists δ > 0 such that for any subdivision 0 ≤ t1 < τ1 ≤ . . . tm < τm ≤ t with

∑
i(τi − ti) ≤ δ we have∑

i h(P (ti) ∩K,P (τi)) ≤ ε, where h is the Hausdorff semidistance: h(A,B) := sup
a∈A

d(a,B).

Consider the viability problem 
z′(s) = L(y(t− s), y′(t− s)),
z(0) = ϕ(y(t)),
z(s) ∈ P (s).

(5.10)

According to the measurable viability theorem ([22], Th. 4.2) it has a (viable) solution by (5.7) and (5.8). But
this solution is given by

z(s) = ϕ(y(t)) +
∫ s

0

L(y(t− τ), y′(t− τ))dτ.

Thus

W (t, x) ≤ ϕ(y(t)) +
∫ t

0

L(y(τ), y′(τ))dτ = V (t, x),

and W ≤ V on R+ × Rn.

The proof shows that the comparison result for supersolutions in Theorem 5.1 remains true even if we drop
the assumption that L is locally bounded. Therefore Proposition 3.2 and Theorem 5.1 imply the following
corollary.

Corollary 5.3. Assume that L satisfies (1.3). Then V is the smallest non negative lower semicontinuous
function satisfying the initial condition V (0, ·) = ϕ and the contingent inequality (5.3).

Remark 5.4. In Theorem 5.1 the comparison result for subsolutions remains true, if we assume only that (5.4)
holds for t > 0, provided that W satisfies condition (5.13) of the next theorem. In this case (5.9) holds only for
s > 0, but, to obtain the result, it is enough to replace 0 by h > 0 and ϕ(y(t)) by W (h, y(t− h)) in (5.10).

We consider now the uniqueness in the class of locally Lipschitz solutions.

Theorem 5.5. Assume that L is locally bounded. Then V is locally Lipschitz on R?+ × Rn and solves the
Hamilton-Jacobi equation (1.4) in the following sense:

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−V (t, x), pt +H(x,−px) ≥ 0, (5.11)
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∀ (t, x) ∈ R?+ × Rn, ∀ u ∈ Rn, D↓V (t, x)(1,−u) ≤ L+(x, u). (5.12)

Let W : R?+ × Rn 7→ R+ be a locally Lipschitz function which satisfies the initial condition (4.20) together with

∀ x ∈ Rn, ∀ λ > 0, lim
h→0+, y→x
|y−x|≤λh

W (h, y) = ϕ(x). (5.13)

If W is a supersolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ R?+ × Rn, ∀ (pt, px) ∈ ∂−W (t, x), pt +H(x,−px) ≥ 0, (5.14)

then W ≥ V on R?+ × Rn. If W is a subsolution of the Hamilton-Jacobi equation (1.4), in the sense that

∀ (t, x) ∈ R?+ × Rn, ∀ u ∈ Rn, D↓W (t, x)(1,−u) ≤ L+(x, u), (5.15)

then W ≤ V on R?+ × Rn.
Therefore the restriction of V to R?+×Rn is the unique non negative locally Lipschitz function which satisfies

the initial conditions (4.20) and (5.13) and solves the Hamilton-Jacobi equation (1.4) in the sense of (5.11)
and (5.12).

Proof. The fact that V is locally Lipschitz on R?+×Rn is proved in Corollary 3.4. Conditions (4.20) and (5.13)
for V follow from Proposition 3.1. Condition (5.11) is proved in Proposition 3.2, while (5.12) follows from
Theorem 5.1.

Let W be as in the statement of the theorem. If W is a supersolution, i.e., W satisfies (5.14), then we can
prove that W ≥ V , arguing as in the proof of Theorem 4.5 (with Th. 4.1 replaced by Th. 5.1). If W is a
subsolution, i.e., W satisfies (5.15), then W ≤ V by Theorem 5.1 and Remark 5.4.
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