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Séminaire BOURBAKI 
61 e année, 2008-2009, n° 1009, p. 341 à 368 

Juin 2009 

REGULARITY OF OPTIMAL TRANSPORT MAPS 
[after Ma—Trudinger—Wang and Loeper] 

by Alessio FIGALLI 

INTRODUCTION 

In the field of optimal transportation, one important issue is the regularity of the 
optimal transport map. There are several motivations for the investigation of the 
smoothness of the optimal map: 

— It is a typical PDE/analysis question. 
— It is a step towards a qualitative understanding of the optimal transport map. 
— If it is a general phenomenon, then non-smooth situations may be treated by 

regularization, instead of working directly on non-smooth objects. 

In the special case "cost = squared distance" on R n , the problem was solved by 
Caffarelli [4, 5, 6, 7], who proved the smoothness of the map under suitable assump­
tions on the regularity of the densities and on the geometry of their support. However, 
a major open problem in the theory was the question of regularity for more general 
cost functions, or for the case "cost = squared distance" on a Riemannian manifold. 
A breakthrough in this problem has been achieved by Ma, Trudinger and Wang [27] 
and Loeper [24], who found a necessary and sufficient condition on the cost function 
in order to ensure regularity. This condition, now called MTW condition, involves 
a combination of derivatives of the cost, up to the fourth order. In the special case 
"cost = squared distance" on a Riemannian manifold, the MTW condition corresponds 
to the non-negativity of a new curvature tensor on the manifold (the so-called MTW 
tensor), which implies strong geometric consequences on the geometry of the manifold 
and on the structure of its cut-locus. 
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1. THE OPTIMAL TRANSPORTATION PROBLEM 

The Monge transportation problem is more than 200 years old [29], and it has 

generated a huge amount of work in the last years. 

Originally Monge wanted to move, in the Euclidean space M 3, a rubble (deblais) 
to build up a mound or fortification (remblais) minimizing the cost. To explain 

this in a simple case, suppose that the rubble consists of masses, say m i , . . . , ran, 

at locations { x i , . . . x n } , and one is interested in moving them into another set of 

positions { 2 / 1 , . . . ,2/n} by minimizing the weighted travelled distance. Then, one tries 

to minimize 
n 

1=1 

rrii\xi -T(xi)\, 

over all bijections T : {xi,... xn} -> {y^ ..., yn}. 

Nowadays, influenced by physics and geometry, one would be more interested in 

minimizing the energy cost rather than the distance. Therefore, one wants to minimize 

n 

i=l 

rrii\xi - T(xi)\2. 

Of course, it is desirable to generalize this problem to continuous, rather than 
just discrete, distributions of matter. Hence, the optimal transport problem is now 
formulated in the following general form: given two probability measures /i and v, 
defined on the measurable spaces X and Y, find a measurable map T : X —• Y with 
T$/J, = 1/, i.e. 

i/(A) = M ( T - 1 ( A ) ) M A C Y measurable, 

in such a way that T minimizes the transportation cost. This means 

Jx 
c(x, T(x)) da(x) = min 

SUP X 
c(x, S(x)) da(x) \ , 

where c : X x Y —> R is some given cost function, and the minimum is taken over 

all measurable maps S : X —> Y such that S#/x = v. When the transport condition 

T#fj, = v is satisfied, we say that T is a transport map, and if T also minimizes the 

cost we call it an optimal transport map. 

Even in Euclidean spaces, with the cost c equal to the Euclidean distance or its 

square, the problem of the existence of an optimal transport map is far from being 

trivial. Moreover, it is easy to build examples where the Monge problem is ill-posed 

simply because there is no transport map: this happens for instance when fi is a Dirac 

mass while v is not. This means that one needs some restrictions on the measures ¡1 
and v. 

We further remark that, if \±{dx) = f(x)dx and v(dy) = g(y)dy, the condition 

T#/i = v formally gives the Jacobian equation |det(VT)| = f/(goT). 
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1.1. Existence and uniqueness of optimal maps on Riemannian manifolds 

In [1, 2], Brenier considered the case X = Y = R n , c(x,y) = \x — y\2/2, and 

he proved the following theorem (the same result was also proven independently by 

Cuesta-Albertos and Matran [10] and by Rachev and Ruschendorf [30]): 

THEOREM 1.1 ([1, 2]). — Let /J, and u be two compactly supported probability mea­

sures on R n . If ¡1 is absolutely continuous with respect to the Lebesgue measure, then: 

(i) There exists a unique solution T to the Monge problem. 

(ii) The optimal map T is characterized by the structure T(x) = V(j)(x), for some 

convex function (f): R n —» R. 

Furthermore, if fx(dx) = f(x)dx and v(dy) = g(y)dy, 

|det(VT(*))| = 
fix) 

9(T(x)) 
for fi-a.e. x e R n . 

After this result, many researchers started to work on the problem, showing exis­

tence of optimal maps with more general costs, both in an Euclidean setting, in the 

case of compact (Riemannian and sub-Riemannian) manifolds, and in some particu­

lar classes on non-compact manifolds. In particular, exploiting some ideas introduced 

by Cabre in [3] for studying elliptic equations on manifolds, McCann was able to 

generalize Brenier's theorem to (compact) Riemannian manifolds [28]. 

REMARK. — From now on, we will always implicitly assume that all manifolds have 

no boundary. 

To explain McCann's result, let us first introduce a few definitions. 

We recall that a function (p : R n —• R U { + 0 0 } is convex and lower semicontinuous 

if and only if 

ip(x) = sup 
y€Rn 

x-y-<P*(y)], 

where 

<p*{x) := sup 
xeRn 

[x-y- ip(x) . 

This fact is the basis for the notion of c-convexity, where c : X x Y —> R is an arbitrary 

function: 

DEFINITION 1.2. — A function ip : X -> RU { + 0 0 } is c-convex if 

il>{x) = sup 
yer 

i()c(y) -c(x,y)] VxeX, 

where 

i/jc(y) := mf [\l){x) + c(x, y)] VyeY. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2010 



344 A. FIGALLI 

Moreover, for a c-convex function ib, we define its c-subdifferential at x as 

dc^(x) := { y e y | # r ) = il;c(y)-c(x,y)}. 

With this general definition, when X = Y = Rn and c(x, y) = —x • y , the usual 

convexity coincides with the c-convexity, and the usual subdifferential coincides with 

the c-subdifferential. 

In particular, in the case X = Y = Rn and c(x,y) — \x — y\2/2, a function ip is 

c-convex if and only if i/)(x) + is convex. The following result is the generalization 

of Brenier's Theorem to Riemannian manifolds: 

THEOREM 1.3 ([28]). — Let (M,g) be a Riemannian manifold, take ¡1 and v two 

compactly supported probability measures on M, and consider the optimal transport 

problem from ¡1 to v with cost c(x, y) = d(x, y)2/2, where d(x, y) denotes the Rieman­

nian distance on M. If ¡1 is absolutely continuous with respect to the volume measure, 

then: 

(i) There exists a unique solution T to the Monge problem. 

(ii) T is characterized by the structure T{x) = expx(V^(a;)) G dcip(x) for some 

c-convex function i/> : M —> R. 

(hi) For /io-a.e. x G M, there exists a unique minimizing geodesic from x to T(x), 

which is given by [0,1] 3 t »-> expx(tVtp(x)). 

Furthermore, if fi(dx) = f(x)vol(dx) and v(dy) = g(y)vol(dy), 

|det(VT(x))| = 
fgdfg 

g(T(x)) 
for \i-a.e. x G M. 

The last formula in the above theorem needs a comment: given a function 
T : M —> M, the determinant of its Jacobian is not intrinsically defined. Indeed, in 
order to compute the determinant of VT(x) : TXM —> TT(X)M, one needs to identify 
the tangent spaces. On the other hand, |det(VT(x))| is intrinsically defined as 

|det(VT(z))| = lim 
r->0 

vol(T(Br(x))) 
vo\(Br(x)) 

whenever the above limit exists. 

2. T H E R E G U L A R I T Y ISSUE: T H E EUCLIDEAN C A S E 

Let Q and fi' be two bounded smooth open sets in Rn, and let fi(dx) = f(x)dx, 

v(y) = g(y)dy be two probability measures, with / and g such that / = 0 in R2 \ fi, 
g = 0 in R2 \ jy. We assume that / and g are C°° and bounded away from zero 
and infinity on Q and ft\ respectively. By Brenier's Theorem, the optimal transport 

ASTÉRISQUE 332 

file:///i-a.e


(1009) REGULARITY OF OPTIMAL TRANSPORT MAPS 345 

map T is given by the gradient of a convex function </>. Hence, at least formally, the 

Jacobian equation for T 

|det(VT(z))| = fix) 

9(T(x)Y 

gives a PDE for <fr: 

a) det(£>2<KaO) = 
9(T(x)Y 

9(T(x)Y 

This is a Monge-Ampère equation for 0, which is naturally coupled with the boundary 

condition 

(2) V^(fi) = n' 

(which corresponds to the fact that T transports f(x)dx onto g(y)dy). 

As observed by Caffarelli [6], even for smooth densities, one cannot expect any 

general regularity result for cj) without making some geometric assumptions on the 

support of the target measure. Indeed, suppose that Q = B\ is the unit ball centered 

at the origin, and Q,f = (£?+ + en) U [B± — en) is the union of two half-balls, where 

(ei)i=i,...,n denote the canonical basis of Mn, and 

B+ := (B1n{xn >0} ) , S f := (£ iH{xn < 0 } ) . 

Then, if / = g = 1/b1 on ft and ft' respectively, it is easily seen that the optimal 

map T is given by 

T(x) := 
x + en if xn > 0, 

XC EN if 0} 

which corresponds to the gradient of the convex function <f)(x) = \xn \ + |#|2/2. 

Thus, as one could also show by an easy topological argument, in order to hope 

for a regularity result for 0, we need at least to assume the connectedness of Ctf. But, 

starting from the above construction and considering a sequence of domains where 

one adds a small strip of width e > 0 to glue together (B± + en) U (B± — en), one 

can also show that for e > 0 small enough the optimal map will still be discontinuous 

(see [6]). 

As proven by Caffarelli [6], the right geometric condition on Qf which allows to 

prevent singularities of 0 and to show the regularity of the optimal transport map is 

the convexity of the target: if ft' is convex, and / and g are C°° and strictly positive 

on their respective support, then <\> (and hence T) is C°° inside VL [4, 5, 6]. Moreover, 

if one further assumes that both ^ and ft' are smooth and uniformly convex, then 

(j) G C°°(fi), and T : Q —» W is a smooth diffeomorphism [7] (the same result has 

been proven independently by Urbas [33]). 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2010 



346 A. FIG ALU 

3. THE REGULARITY ISSUE: THE RIEMANNIAN CASE 

The extension of Caffarelli's regularity theory to more general cost function or to 
the case of the squared distance function on Riemannian manifolds was for a long 
time a serious issue, not clear how to attack. To keep the exposition easier, we will 
focus on the case of the squared distance on Riemannian manifolds, although most of 
the arguments are exactly the same for a more general cost function. In what follows, 
we will use "smooth" as a synonymous of C°°. 

3.1. A PDE approach to the regularity issue 

Let (M,g) be a (smooth) compact connected Riemannian manifold, let 
n(dx) = f(x)vol(dx) and v{dy) = g(y)vo\(dy) be probability measures on M, 
and consider the cost c{x,y) = d(x)y)2/2. Assume / and g to be C°° and strictly 
positive on M. 

As before, we start from the Jacobian equation 

|det(VT(x))| 
9<T{x)) 

to formally obtain an equation for ip. It can be shown, by standard arguments of 
Riemannian geometry, that the relation T(x) = expx(VV>(x)) is equivalent to 

(3) T?i>(x) + Vxc(x,T(x)) = 0. 

Writing everything in charts, we differentiate the above identity with respect to x, 
and by using the Jacobian equation we get 

(4) 
det (D2^(x) + Dlc(x,expx(Vii>(x)))) 

f(x)volx 

g(T(x))vo\T(x) |det(dv^(aO e x P * ) | 
=:h(x,Vt/>(x)), 

where vo\z denotes the volume density at a point z G M computed with 
respect to the chart. (Because ifr is c-convex (cf. Theorem 1.3(h)), the matrix 
D2\/J(X) + D2c(x, exp x(V ,0(x))) is non-negative.) Hence ip solves a Monge-Ampere 
type equation with a perturbation term D2c{x, exp x (V'0(x))), which is of first order 
in Unfortunately, for Monge-Ampere type equations lower order terms do matter, 
and it turns out that it is exactly the term D2c(x, exp x(V^(a:))) which can create 
obstructions to the smoothness. 

The breakthrough in this problem came with the paper of Ma, Trudinger and Wang 
[27] (whose roots lie in an earlier work of Wang on the reflector antenna problem [35]), 
where the authors found a mysterious fourth-order condition on the cost functions, 
which turned out to be sufficient to prove the regularity of The idea was to 
differentiate twice Equation (4) in order to get a linear PDE for the second derivatives 
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of ijj, and then to try to show an a priori estimate on the second derivatives of I/J. In 

this computation, one ends up at a certain moment with a term which needs to have 

a sign in order to conclude the desired a priori estimate. This term is what is now 

called the Ma-Trudinger-Wang tensor (in short MTW tensor): 

(5) 9(T(x)Y9(T(x)Y 
3 

2 ijklrs 
(cij,rCTìScSìki - cijìki)C^JVkv\ Ç e TXM, R) e TYM. 

In the above formula the cost function is evaluated at (x,y), and we used the no­

tation Cj = |^r, cjk = aJ^fc, cid = Q^r§yj, = (cij)-1, and so on. Moreover, 

all the derivatives are computed by introducing a system of coordinates (a;1, . . . , xn) 
around x, and a system ( y 1 , . . . , yn) around y. (We will discuss later on the inde­

pendence of this expression on the choice of the system of coordinates, see Paragraph 

3.4.) The condition to impose on 6(x>2/)(^,^) is 

6(x,y)tt , î7)>0 whenever 

fghg 

9(T(x)Y 

(this is called the MTW condition). Under this hypothesis, and a geometric condition 

on the supports of the measures (which is the analogous of the convexity assumption 

of Caffarelli), Ma, Trudinger and Wang could prove the following result: 

THEOREM 3.1 ([27, 31, 32]). — Let(M,g) be a compact Riemannian manifold. As­
sume that the MTW condition holds, that f and g are smooth and bounded away from 
zero and infinity on their respective supports ft and ftf, and that the cost function 
c = d2/2 is smooth on the set D x f ] ' . Finally, suppose that: 

(a) ft and ft' are smooth; 
(b) (exprc)_1(0/) C TXM is uniformly convex for all x G ft; 
(c) (exp2/)_1(^) C TXM is uniformly convex for all y £ ft'. 

Then if) G C°°(ft), and T : ft —> ft' is a smooth diffeomorphism. 

Sketch of the proof — As we already pointed out before, the key point is to show 

an a priori estimate on second derivatives of smooth solutions of (4). Indeed, once 

such an estimate is proven, Equation (4) becomes uniformly elliptic, and standard 

PDE methods based on approximation allow to show the desired regularity of ijj 
inside ft. (The regularity up to the boundary is more complicated, and needs a 

barrier argument.) 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2010 



348 A. FIG ALLÍ 

We will assume for simplicity that a stronger MTW condition holds: there exists 

a constant K > 0 such that 

(6) 6(XTV)(Z,T,)>K\Z\l\R,\l whenever 

dfgdf 

9(T(x)Y9(T(x)Y 

Let us start from a smooth (say C 4 ) solution of (4), coupled with the boundary 

condition T(Q) = £y, where T(x) = expx(Vi^(x)). The goal is to find a universal 

bound for the second derivatives of ip. 

We observe that, since T(x) = expx(V^(x)), we have 

\Vtp(x)\ = d(x,T(x)) < diam(M). 

Hence is globally Lipschitz, with a uniform Lipschitz bound. We define 

wij := Dl*xiil> + D%xjc(x,expx(Vrp(x))). 

(Recall that by the c-convexity of ip, (wij) is non-negative, and it is actually positive 

definite thanks to (4), as h > 0.) Then (4) can be written as 

(7) d e t ( ^ ) = V^(aO), 

or equivalently 

\og(det(wij)) = <p, 

with (f(x) := \og(h(x,Vip(x))). By differentiating the above equation, and using the 

convention of summation over repeated indices, we get 

9(T(x)Y9(T(x)Y 

wl3Wij,kk = <Pkk + wlswJtwijikwst,k > <fkk, 

where (wtj) denotes the inverse of (wij). We use the notation i\)k = f̂fcV'* 
wij,k = ^ffc îj? TSyk = ^ffe^sj and so on. Then the above equations become 

(8) 9(T(x)Y9(T(x)Y9(T(x)Y9(T(x)Y 

(9) w13 [tpijkk + Cijkk + 2cijk,sTs,k + Cij,sTs,kk + Cij,stTs,kTt,k] > <<Pkk' 

W This stronger MTW condition is actually the one originally used in [27, 31]. The general case 
(i.e. K = 0) is treated in [32], where the authors relax the stronger assumption by applying a sort 
of barrier method, using a function û which satisfies 

ij 

9(T(x)Y 

k 

9(T(x)Y9(T(x)Y9(T(x)Y9(T(x)Y S > 0, 

with Aij(x,P) := D2xixjc(x,e*VX{P)). 
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We fix now x £ we take rj a cut-off function around x, and define the function 
G : ft x S"" 1 -> R, 

9(T(x)Y9(T(x)Y9(T(x)Y 9(T(x)Y 
sdf 

9(T(x)Y 

We want to show that G is uniformly bounded by a universal constant C, depending 
only on dist(x,c№)), n, the cost function, and the function h(x,p). (Observe that 
G > 0, since (wij) is positive definite.) In fact, this will imply that 

r](x)2 D2^(x) + ££c(x,exp x (V^(x))) <C, 

and since V^(x) is bounded and c is smooth, the above equation gives that \D2ij)\ 
is locally uniformly bounded by a universal constant, which is the desired a priori 

estimate. 

To prove the bound on G, the strategy is the following: let x0 £ Q, and £ 0 € S n _ 1 be 

a point where G attains its maximum. By a rotation of coordinates, one can assume 

£n = ei. Then at xn we have 

(10) 0 = (log G)* 
dsgs 

dhdrfghj 
bkljdn 
dfghdh 

(IogG)y = 
gsdfg 

wn 

f 2 ^ 
»7 

gdfblmd 
dhdh 

Since the above matrix is non-positive, we get 

(11) 9(T(x)Y9(T(x)Y 9(T(x)Y 9(T(x)Y — 6 WiiW^ wh_ 

We further observe that, differentiating (3), we obtain the relation 

(12) 9(T(x)Y9(T(x)Y 

This gives in particular Tkj = ck}lWij (which implies |VT| < Cwu), and allows to 

write derivatives of T in terms of that of w and c. 

The idea is now to start from (11), and to combine the information coming from 

(8), (9), (10), (12), to end up with an inequality of the form 

0 > wij [ckìicijikceìSt - cijjSt] c
SiPc^qwplwql - C 0 , 

for some universal constant Co- (When doing the computations, one has to remember 

that the derivatives of <p depend on derivatives of V^, or equivalently on derivatives 

of T.) By a rotation of coordinates, one can further assume that (wij) is diagonal 

at #0- We then obtain 

a r k f 1 
W [C ' Ca^st - CiiiSt\ 

CSìlCtìlWiiWii < CQ. 

Up to now, the MTW condition has not been used. So, we now apply (6) to get 

(13) Kw2

n 

i 
wu < C 0 . 
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Observe that by the arithmetic-geometric inequality and by (7) 

n 

¿=1 

xvdfgxdgv 
n 

i=2 
fsdgd 

n 

i=2 

a 
W 

l / (n- l ) 
> rn7/r1/(n_1) 

where Co := vnix^n h(x, Vip(x))1^n ^ > 0. Hence, combining the above estimate 
with (13) we finally obtain 

COKLWNIXO)}2 V(n 1} <C0, 

which proves that G(x,£) < G(x0,£o) < C\ for all (x,£) € ft x Sn as desired. • 

3.2. A geometric interpretation of the M T W condition 

Although the MTW condition seemed the right assumption to obtain regularity 
of optimal maps, it was only after Loeper's work [24] that people started to have 
a good understanding of this condition, and a more geometric insight. The idea 
of Loeper was the following: for the classical Monge-Ampere equation, a key prop­
erty to prove regularity of convex solutions is that the subdifferential of a convex 
function is convex, and so in particular connected. Roughly speaking, this has the 
following consequence: whenever a convex function cp is not C1 at a point xo, there 
is at least a whole segment contained in the subdifferential of <p at #o, and this fact 
combined with the Monge-Ampere equation provides a contradiction. (See also Theo­
rem 3.6 below.) Hence, Loeper wanted to understand whether the c-subdifferential of a 
c-convex function is at least connected, believing that this fact had a link with the 
regularity. To explain all this in details, let us introduce some definitions. 

Let (p : Rn - ^ E b e a convex function; its subdifferential d(p(x) is given by 

dtp(x) = {y e Rn I ip(x) + <p*(y) = x- y) 

= {y € Rn I <p(z) -z-y> ip(x) -x-y \/ze R71}. 

Then dip(x) is a convex set, a fortiori connected. More in general, given a semiconvex 

function <j> : W1 —> R (i.e. <\> can be locally written as the sum of a convex and a 

smooth function), its subgradient V~(j)(x) is defined as 

V~>(x) := {p\(j)(x + v) > (j)(x) + (p,v) +o(\v\) Vv}. 

We remark that, by working in charts, this definition makes sense also for functions 

<t> defined on manifolds. 

If we now consider : M —> R a c-convex function, c = d2/2, then 

dctp(x) = {y £ M | ̂ (x) = xj)c{y) - c(x, y)} 

= {y e M\ip(z) + c(z,y) > tl>(x) + c{x,y) Vz G M) 

(see Definition 1.2). In this generality there is no reason for dctp(x) to be connected, 

and in fact in general this is not the case! 
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Conditions for the connectedness ofdcip. — We now wish to find some simple enough 

conditions implying the connectedness of sets dci^. In all the following arguments, we 

will assume for simplicity that points {x,y) G M x M vary in a compact subset where 

the cost function c = d2/2 is smooth. In particular it is well know that, under this 

assumption, for any pair (x, y) there exists a unique minimizing geodesic X̂iV joining 

them, which is given by [0,1] 3 t i-> expx(tvXiy), for some vector vXiV G TXM. (See 

also Paragraph 3.5.1 below.) We will use the notation (expx)~1(y) := vx,y. 

First attempt to the connectedness. — Let us look first at the simplest c-convex 

functions: 

4>(x) := -c(x,y0) + ao-

Let y G dc^{x). Then the function ^{x) + c(x,y) achieves its minimum at x = x, so 

that 

-Vxc(x, j/o) + Vxc(x, y) = 0. 

This implies (ex.px)~l(y0) = (exps)_1(j/), which gives y = y0. In conclusion 

dci^(x) = {yo} is a singleton, automatically connected, and so we do not get any 

information! 

Second attempt to the connectedness. — The second simplest example of c-convex 

functions are 

rj)(x) := max{-c(a:,2/o) + do, -c(x,yi) + a i } . 

Take a point x G {x | - c(x,yo) + a0 = -c(x,2/i) + oi}, and let y G dcij)(x). Since 

ip(x) + c(x, y) attains its minimum at x = x, we get 

0G V j ( ^ + c(.,y)), 

or equivalently 

-Va-cfoy) G V"^(x) . 

Prom the above inclusion, one can easily deduce that y G exp^(V~^(^)). Moreover, 

it is not difficult to see that 

V'il>(x) = { ( l -*)vo + to>i I* € [0,1]}, Vi := Va-c^yi) = (exp^)"1^) , i = 0,1. 

Therefore, denoting by [VQ, VI] the segment joining ^o and vi, we obtain 

dc^(x) C exp£([v0,vi]). 

The above formula suggests the following definition: 

DEFINITION 3 .2 . — Let x G M, yo,yi & cut(ar). TAera we define the c-segment /rora 

2/o to 2/1 frase x as 

[yo,yih'-={yt = exPx((l-t)(expx) x(2/o) + *(expÄ) |* € [0,1]}. 
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By slightly modifying some of the arguments in [27], Loeper showed that, un­

der adequate assumptions, the connectedness of the c-subdifferential is a necessary 

condition for the smoothness of optimal transport (see also [34, Theorem 12.7]): 

THEOREM 3.3 ([24]). — Assume that there exist x G M and ip : M —> R c-convex 
such that dcil){x) is not (simply) connected. Then one can construct two probability 
densities f and g, C°° and strictly positive on M, such that the optimal map is 
discontinuous. 

While the above result was essentially contained in [27], Loeper's major contribu­

tion was to link the connectedness of the c-subdifferential to a differential condition on 

the cost function, which actually coincides with the MTW condition (see Paragraph 

3.3). He proved (a slightly weaker version of) the following result, still assuming 

that the points (#, y) vary in a compact set where the cost function is smooth (see 

[34, Chapter 12] for a more general statement): 

THEOREM 3.4 ([24]). — The following conditions are equivalent: 

(i) For any i\) c-convex, for all x G M, dcijj(x) is connected. 
(ii) For any V> c-convex, for all x G M, ( exp^) - 1 (dcij){x)) is convex, and it coincides 

with V~^{x). 

(iii) For all x G M, for all y0,yi, if [y0,yi]x = (yt)te[o,i], then 

(14) d(x,yt)
2 - d(x,yt)

2 > min[d(x,2/ 0)
2 - d(x, y0)

2, d(x, yi)2 - d(x,yi) 2 ] 

for allx G M, te [0,1]. 
(iv) For all x,y G M, for all rj, £ G TXM with £ _L rj, 

d2 

ds2 

\s=0 

d2 

dt2 

t=0 
d{expx(tÇ),exPx(P + srl))2 < 0, 

where p = (exp^) (y). 

Moreover, if any of these conditions is not satisfied, C1 c-convex functions are not 

dense in Lipschitz c-convex functions. 

Sketch of the proof — We give here only some elements of the proof. 

(ii) (i): since (exp^) - 1 (dcip(x)) is convex, it is connected, and so its image by exp^ 

is connected too. 

(i) => (ii): for ^x,yo,yi : = max{-c(-,2/o) + c(x, y0), -c(-, yi) + c(x,yi)} we have 

( e x p ^ ) - 1 ^ 0 ^ ^ , ^ ^ ) ) C [(exp^)- 1(2/ 0),(exp^)- 1(2/i)], which is a segment. Since 

in this case connectedness is equivalent to convexity, if (i) holds we obtain 
dc^x,yo,yAx) = [yo,Vi]x, and dcil)x,yQm(x) = exp 5 (V _ ^,y 0 ,yi(*)) 

ASTÉRISQUE 332 



(1009) REGULARITY OF OPTIMAL TRANSPORT MAPS 353 

In the general case, we fix 2/0,2/i £ dct/j(x). Then it is simple to see that 

dci/j(x) D dcißx,yo,yi (x) = [2/0,2/LJÂ, 

and the result follows easily. 

(ii) (iii): condition (14) is equivalent to dci\)x^m = [2/0,Vi]x- Then the equivalence 

between (ii) and (iii) follows arguing as above. 

(iii) (iv): fix x e M, and let y := expx(p). Take £,77 orthogonal and with unit 

norm, and define 

2/0 : = expx(p — en), 2/1 :— exPx(P + £rt) f°T some e > 0 small. 

Moreover, let 

h0(x) := c(x,y0)-c(x,y0), hi(x) := c(x,yi)-c(x,2/1), ^ : = MAX{/ I0 , / I I } = ^*,yo,VI-

We now define 7(2) as a curve contained in the set {ho = hi} such that 7(0) = x, 

7(0) = £. 

Since y e [yo, yi]x, by (iii) we get y e dctp(x), so that 

^[h0(x) + hi(x)] +c(x,y) = 1>(x) + c{x,y) < ^(7(i)) + c(7(t),y) 

= g [M7(*)) + ÄI(7(<))] + c(7(*),»), 

where we used that /10 = ^1 along 7. Recalling the definition of ho and hi, we deduce 

1 

2 
c(7(*),2/o) + c(7(t),2/i)] - c ( 7 ( t ) , 2 / ) < 

1 

2 
[c(x, 2/0) + c(z, 2/1)] - c(x, 2/), 

so the function t »—» ^ [c(7(t), 2/0) + c(7(^),2/i)] ~~ c(7(^),2/) achieves its maximum at 
t = 0. This implies 

dfg 
dfg 

11==0 
(c(7(*), 2/o) + c(7(t), 2/i)) " c(7(t), 2/)] < 0, 

i.e. 

([i(D2c(^,2/o) + ^c(^ ,2 / i ) ) 
9(T(x)Y9(T(x)Ysfsf 
9(T(x)Y 

(here we used that Vxc(x,y) = \ Vxc(x,yo) + Vxc(x,2/i)]). Thus the function 

9(T(x)Y9(T(x)Y9(T(x)Y9(T(x)Y 

is concave, and proves (iv). • 

The above theorem leads to the definition of the regularity property: 

DEFINITION 3.5. — The cost function c = d2/2 is said to be regular if the properties 
listed in Theorem 3.4 are satisfied. 
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To understand why the above properties are related to smoothness, consider 

Theorem 3.4(iii). It says that, if we take the function 

^s,!/o,i/i = max{-c(-,2/o) + c(x,y0), -c(-,2/i) + c(x,yi)}, 

then we are able to touch the graph of this function from below at x with the family 

of functions {—c(-, yt) + c(x, yt)}te[o,i]- This suggests that we could use this family to 

regularize the cusp of ^,2/0,2/1 at the Pomt by slightly moving above the graphs of 

the functions —c(-,yt) + c(x,yt). On the other hand, if (14) does not hold, it is not 

clear how to regularize the cusp preserving the condition of being c-convex. 

By what we said above, the regularity property seems mandatory to develop a 

theory of smoothness of optimal transport. Indeed, if it is not satisfied, we can con­

struct C°° strictly positive densities / , g such that the optimal map is not continuous. 

Hence the natural question is when it is satisfied, and what is the link with the MTW 

condition. 

3.3. A unified point of view 

As we have seen in Theorem 3.4, the regularity of c = d2/2 is equivalent to 

(15) 
d2 

ds2 s=0 

d2 
dt2 

t=0 

c(expx(i£),expx(p + 577)) < 0, 

for all p, £,77 G TXM, with £ and 77 orthogonal, p = (ex.px)~1(y). 

By introducing a local system of coordinates (x1,... ,xn) around and a system 
( y 1 , . . . , yn) around y, it is not difficult to check (by some standard but tedious com­
putations) that the above expression coincides up to the sign with the MTW tensor. 
Hence the MTW condition is equivalent to the connectedness of the c-subdifferential 
of a c-convex function, and by Theorems 3.1 and 3.3, it is a necessary and sufficient 
condition for the smoothness of the optimal transport map. (At least, as long as the 
cost function is smooth on the supports of the two densities!) 

By exploiting (a variant of) Theorem 3.4, Loeper proved the following regularity 
result: 

THEOREM 3.6 ([24]). — Let (M,g) be a compact Riemannian manifold, and let 
ft and ft' denote the support of f and g respectively. Assume that (6) holds for 
some K > 0, f is bounded from above on ft, g is bounded away from zero on 
ft', and the cost function c = d2/2 is smooth on the set ( I x l ) ' . Finally, suppose 
that (expx)~1(ft/) c TXM is convex for any x G ft. Then G C1,a(f2); with 
a = l / (4n - 1), 50 that T G C0>a(n,W). 

A remarkable fact of the above result is that the Holder exponent found by Loeper 

is explicit. (For instance, for the classical Monge-Ampere equation one can prove C1,a 

regularity of solutions under weak assumptions on the densities [4, 5, 6], but there is 
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no explicit lower bound on the exponent.) As shown recently by Liu [23], the optimal 

exponent in the above theorem is a = l /(2n — 1). 

Sketch of the proof — We will just prove C 1 regularity of tp. A very similar argu­

ment, with a slightly more refined analysis, gives the C 1 , a -estimate. 

Assume that ip is not C1 at x$. Being a c-convex function, ip is defined as a 

supremum of smooth functions of the form x h-» —c(x, y) -f ipc(y), and in particular is 

semiconvex. Hence it is not difficult to see that being not differentiable at XQ means 

that there exist two points yo,yi € dctp(xo) HQ'. Let now (yt)te[o,i] = [yo,yi]x0 C ftf 

be the c-segment from y0 to y\ with base XQ. (Here we are using the assumption that 

e x p ^ 1 ^ ' ) is convex.) Thanks to the (stronger) MTW condition (6), one can prove 

an improved version of (14) (see also (20) below): writing everything in charts, 

tp(x) + c(x, yt) > il>(xo) + c(a?0, yt) + ¿0 \yi-yo\2\x-x0\
2 + 0(\x-x0\

3) 

for all t e [1/4,3/4]. The idea is now the following: let y belong to a ^-neighborhood 

of the curve (2/t)te[i/4,3/4]> a n ( ^ consider the function fa := —c(-,y) + a with a G l . 

If a is sufficiently negative, then this function is below %j) in the closed ball BCQ€(XO), 

where CQ > 0 has to be chosen. Now, let a increase until fa touches ip from below 

inside BCQ£(XO). Thanks to the above inequality, if Co is chosen sufficiently large (but 

fixed once for all, independently of e), then for all e > 0 sufficiently small the contact 

point will belong to the open ball BCQ£(XO). By this fact and Theorem 3.4(h), we 

easily obtain that 

dcip(BCo£(xo)) D iV£((^)te[i/4,3/4]), 

where N€ denotes the e-neighborhood. In terms of the optimal transport problem, 
this means that any point y belonging to N£((yt)te[i/4,3/4\) i s t n e image through the 
optimal transport map T of a point in the ball BCQ£(xo) (see Theorem 1.3(h)). By 
the transport condition T# (/vol) = gvol, this implies 

BCQ£ 

fdvol > 
We((2/t)te[i/4,3/4]) 

g dvol. 

However, bv the assumptions on f and q we have 

We((3/*)t€[l/4,3/4]) 
gdvo\> vol(JV e((2/t) t € [i / 4,3/4])) = n - 1 

BCoe 
fdvo\<en, 

and all these conditions are not compatible if e > 0 is sufficiently small. This contra­

diction proves the C 1 regularity of ij). • 

Let us now consider the following geometric example. 
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Absence of regularity in presence of negative sectional curvature. — We want to show 

how negative sectional curvature is an obstruction to regularity (indeed even to con­

tinuity) of optimal maps. We refer to [34, Theorem 12.4] for more details on the 

construction given below. 

Let M = M2 be the hyperbolic plane (or a compact quotient thereof). Fix a 

point O as the origin, and fix a local system of coordinates in a neighborhood of O 
such that the maps (x\,X2) »—• (±#i , ±#2) are local isometries (it suffices for instance 

to consider the model of the Poincaré disk, with O equal to the origin in R2). Then 

define the points 

A± = (0,±e), B± = (±£,0) for some e > 0. 

Take a measure \i symmetric with respect to 0 and concentrated near {A+} U {A~} 
(say 3/4 of the total mass belongs to a small neighborhood of {A+} U {A~}), and a 

measure v symmetric with respect to 0 and concentrated near {B+}U{B~}. Moreover 

assume that \i and v are absolutely continuous, and have strictly positive densities 

everywhere. We denote by T the unique optimal transport map, and we assume by 

contradiction that T is continuous. By symmetry, we deduce that T(O) = O. Then, 

by counting the total mass, there exists a point A' close to A+ which is sent to a 

point Bf near, say, B+. 

But, by negative curvature (if A' and B' are close enough to A and B respectively), 

Pythagoras Theorem becomes an inequality: d(0, A')2 + d(0,B')2 < d(A',B')2, and 

this contradicts the optimality of the transport map, as transporting A' onto O and 

O onto Bf would be more convenient than transporting A' onto B' and letting O stay 

at rest. 

Now, the natural question is: how does the above example fit into Ma, Trudinger 

and Wang's and Loeper's results? The answer is actually pretty simple: in [24] Loeper 

noticed that the MTW tensor satisfies the following; remarkable identity: 

(16) 9(T(x)Y9(T(x)Y 
3 d2 
4 ds2 \s=0 

d2 I 
dt2\ 4expx(iO>exP*(sr?)) = SectsQE,^), 

where £,77 G TXM are two orthogonal unit vectors, and Sectrr([£, 77]) denotes the 

sectional curvature of the plane generated by £ and 77. 

In fact, as shown by Kim and McCann [20], & is the sectional curvature of the 

manifold M x M, endowed with the pseudo-metric —d2xyc. Combining (16) with 

Theorems 3.3 and 3.4, we get the following important negative result: 

THEOREM 3.7. — Let (M,g) be a (compact) Riemannian manifold, and assume that 

there exist x G M and a plane P C TXM such that Sectx(P) < 0. Then there 

exist C°° strictly positive probability densities f and g such that the optimal map is 

discontinuous. 
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After this negative result, one could still hope to develop a regularity theory on any 

manifold with non-negative sectional curvature. But this is not the case: as shown 

by Kim [19], the regularity condition is strictly stronger than the condition of non-

negativity of sectional curvatures. In conclusion, except for some special cases (see 

Paragraphs 3.4 and 3.5.2 below), the optimal map is non-smooth! 

3.4. More on the M T W condition 

As shown above, the MTW tensor is a non-local version of the sectional curvature, 

and the MTW condition is a stronger condition than non-negative sectional curvature. 

We further remark that the MTW condition is intrinsic, and independent of the system 

of coordinates. 

To see this, we first show tha t (5) can also be written as 

(17) 
d2 d2 

dp* ô x | 
c(x,y) < 0. 

The meaning of the left-hand side in (17) is the following: first freeze y and differen­

tiate c(x, y) twice with respect to x in the direction £ G TXM. Then, considering the 

result as a function of y, parameterize y by p = —Vxc(x,y), and differentiate twice 

with respect to p in the direction rj G TyM. By the relation pi = —Ci(x,y) we get 

|p- = — Ci which gives = — ck,e. Finally, using —c%j and — c*'-7' to raise and lower 

indices (rjk = —ck,lr]ii etc.), it is just a (tedious) exercise to show that the expression 

in (17) is equal to 

ijklrs 
(c%j№ - cij,rcr'ac8tkl)ÇiÇjrikril, 

where we used the formula d(M 1) • H = —M 1HM \ 

Since the expression in (17) involves second derivatives (which are not intrinsic and 
depend on the choice of the coordinates), it is not a priori clear whether (3 depends 
or not on the choice of coordinates. On the other hand, we can hope it does not, 
because of the (intrinsic) geometric interpretation of the regularity. 

To see tha t & is indeed independent of the choice of coordinates (so that one does 

not even need to use geodesic coordinates, as in (15)), we observe that, if we do a 

change of coordinates and compute first the second derivatives in x, we get some 

additional terms of the form 

Tkj(x)ck(x,y) = -TkAx)pk(x,y) = rkj(x)gk£(x)pi(xiy). 

But when we differentiate twice with respect to p , this additional term disappears! 

This shows that the MTW tensor is independent of the system of coordinates. 

Let us introduce the following: 
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DEFINITION 3.8. — Given K > 0, we say that (M, g) satisfies the MTW(K) con­

dition if, for all (x,y) G (M x M) where c = d2/2 is smooth, for all £ G TXM, 

V G TyM, 

9(T(x)Y9(T(x)Y9(T(x)Y whenever — Cij(x,y)^rjJ = 0, 

where rf = -g^k(x)ckj(x,y)7]j G TXM. 

Remark 3.9. — Observe that, thanks to (16), the MTW(if) condition implies in 

particular that all sectional curvatures are bounded from below by K. Therefore, if 

K > 0, by the Bonnet-Myers Theorem the diameter of the manifold is bounded, and 

the manifold is compact. 

Some examples of manifolds satisfying the MTW condition are given in [12, 20, 
21, 24, 25]: 

• Rn and Tn satisfy MTW(O). 

• Sn, its quotients (like RPn), and its submersions (like CPn or MPn), satisfy 

MTW(l). 

• Products of any of the examples listed above (for instance, Sni x • • • x Snfc x Re 
or Sni x CP712 x Tn3) satisfy MTW(O). 

We observe that the MTW condition is a non-standard curvature condition, as it 

is fourth order and nonlocal. Therefore an important open problem is whether this 

condition is stable under perturbation. More precisely, we ask for the following: 

QUESTION. — Assume that (M, #) satisfies the MTW(if) condition for K > 0, and 
let g£ be a C4-perturbation of g. Does (M,g£) satisfy the MTW(K') condition for 
some K' > 0? 

The answer is easily seen to be affirmative for manifolds with nonfocal cut-locus 

like the projective space RPn (see [12, 26], and Theorem 3.12 below). Moreover, as 

proven by Figalli and Rifford [12], the answer is affirmative also for the 2-dimensional 

sphere S2 (see Theorem 3.14 below). The extension of this last result to arbitrary 

dimension has been recently achieved by Figalli, Rifford and Villani [13]. 

As a corollary of these facts, one can prove that regularity of optimal maps holds in 

all of these cases. In the next paragraph, we will explain the link between the MTW 

condition and the geometry of the cut-locus, and we will describe more in detail the 

aforementioned results. 
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3.5. Relation between the M T W condition and the geometry of the cut-

locus 

3.5.1. The cut and focal-locus. — We recall that, given a tangent vector v GT X M, the 
curve (expx(tv))t>0 is a geodesic defined for all times, but in general is not minimizing 
for large times. On the other hand, it is possible to prove that expx(tv) is always 
minimizing between x and expx(ev) for e > 0 sufficiently small. We define the cut-
time tc(x, v) as 

tc(x,v) := inf | t > 0 | s \—• expx(sv) is not minimizing between x and exp x (£v) | . 

Given two points x,y G M, whenever there exists a unique minimizing geodesic 

(expx(tv))0<t<1 going from x to y in time 1, we write (expx)~
1(y) := v. 

Given x G M, we define the cut-locus of x as 

cut(x) := exp x ( t c (x,v)i ; ) |v G T X M, = 1 \ 

We further define 

cut(M) := {(x,y) e M x M I 2/ € cut (a;)}. 

EXAMPLE. — On £Ae sphere Sn, the geodesies starting from a point x with unit speed 

describe great circles passing through its antipodal point —x. These geodesies are 

minimizing exactly until they reach —x after a time n. Thus tc(x,v) = n for any 

v G TXM with unit norm, and cut(x) = {—x}. By time-rescaling, we get tc{x,v) = j ^ j -

for any x G Sn, v G TXM \ {0}. 

It is possible to prove that, if y 0 cut (a?), then x and y are joined by a unique 
minimizing geodesic. The converse is close to be true: y £ cut(x) if and only if there 
are neighborhoods U of x and V of y such that any two points x' G U, y' G V 
are joined by a unique minimizing geodesic. In particular y.£ cut(x) if and only if 
x 0 cut(y). 

Given now x G M and v G TXM, we define the focal-time tjr(x, v) as 

ÌFÌX, V) := ini t>0\dtv expx : TXM Te-xPx(tv) M is not invertible 

We further introduce the tangent cut-locus of x 

TCL(x) = {tc(xì v)v I v G T X M, \v\x = 1}, 

the tangent focal-locus of x 

TFL(x) = {tF{x,v)v\ve TXM, \v\x = 1}, 

the injectivity domain of the exponential map at x 

l(x) = { t o | 0 < * < t c ( z , v ) , veTxM, H x = l } , 
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and the nonfocal domain of the exponential map at x 

NF(ff) = {tv I 0 < t < tF(x, v), v G TXM, \v\x = l } . 

With these definitions, we have 

cut(x) = exp x(TCL(x)), TCL(x) = ô(l(a;)), TFL(x) = a(NF(x)). 

We finally define the focal cut-locus of x as 

fcut(x) := expx(TCL(x) fl TFL(x)). 

It is a well-known fact of Riemannian geometry that tc <tp (see for instance [17, 
Corollary 3.77]). In the case of the sphere, tc = tp, and cut (a:) = fcut(x) for all 

xeSn. 

The fact that a point y G M belongs to cut(x) is a phenomenon which is captured 

by the regularity of the distance function. Indeed, it can be proven that the following 

hold (see for instance [9, Proposition 2.5]): 

(a) The function d(x, -) 2 is smooth (i.e. C°°) in a neighborhood of y if and only if 

y £ cut(x). 

(b.l) The function d(x, -) 2 has an upward cusp at y if and only if y G cut (a?) and there 

are at least two minimizing geodesies between x and y. 
(b.2) The function d(x, -) 2 is C 1 at y and its Hessian has an eigenvalue - c o if and 

only if y G cut(x) and there is a unique minimizing geodesic between x and y. 
(In this case, y necessarily belongs to fcut(x).) 

In the above statement, having an "upward cusp" means that there exist two vectors 

Pi 7̂  Vi both belonging to the supergradient of / := d(x, -) 2 at y: writing everything 

in charts, we have 

{pi,P2> C V+/(2/) : = {p I f(y + v)< f{y) + <p, v) + o(M) Vi;}, 

that is / is locally below the function v /(y) + min{(pi, v), (p2> v)} + o(\v\) near y. 
Hence (b.l) corresponds to roughly say that the second derivative (along the direction 

P2 — Pi) of d(x, -) 2 at y is - c o . (The fact that there is an upward cusp, means that 

one of the second directional derivatives is a negative delta measure!) 

Furthermore, saying that "Hessian has an eigenvalue —oo" means that (always 

working in charts) 

lim inf 
f(y + v)-2f(y) + f(y-v) 

M 2 

= —CO. 

Thus, all the above description of the cut-locus in terms of the squared distance can 

be informally summarized as follows: 

(18) y G cut(x) & (D 2 d 2 (x , y) -v,v) = - o o for some v G TyM. 

This observation will be of key importance in what follows. 
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3.5.2. The MTW condition and the convexity of the tangent cut-locus. — In [26], 
Loeper and Villani noticed the existence of a deep connection between the MTW 

condition and the geometry of the cut-locus. The idea is the following: fix x G M, 

and let v0,vi G l(x). Consider the segment (vt)te[o,i]i with vt -= (1 — t)v0 + tv\. Set 

further yt := expx(vt). Since vo,vi G I(#), we have 

2/o,2/i ^cut(x) . 

In particular c(x, •) := d(x, -) 2/2 is smooth in a neighborhood of y0 and y\. Assume 

now that the MTW condition holds. Thanks to Theorem 3.4(iv), we know that the 

function 

V ^ (Dlc(x, exp^(p + 7])) • £, f) 

is concave for all rj _L £. (This is just a formal argument, as the theorem applies a 

priori only if expx(p + rj) 0 cut(x).) Applying this fact along the segment (vt)te[o,i]i 
and exploiting the smoothness of d(x, -) 2 near t/o and yi, we obtain, for £ _L (vi — vo), 

^ (^(x,yt)-U) > mm{(D2

xd
2(x,y0) •(;,£), (D2

x<P(x,Vl) • £,£)} > Co, 

for some constant Co G M. Hence, if we forget for a moment about the orthogonality 

assumption between v\ — vo and £, we see that the above equation implies that 

x 4 cut(?JT) for all t G [0,1] (compare with (18)), which by symmetry gives 

yt i cut(x) V*G[0,1], 

or equivalently 

vt TCL(x) Vt G [0,1]. 

Since VQ,VI G I(a:), we have obtained 

vt G I(x) V*€ [0,1], 

that is I(x) is convex! In conclusion, this formal argument suggests that the MTW 

condition (or a variant of it) should imply that all tangent injectivity loci l(x) are 

convex, for every x G M. This would be a remarkable property. Indeed, usually the 

only regularity results available for I(x) say that TCL(x) is just Lipschitz [8, 18, 22]. 
Moreover, such a result would be of a global nature, and not just local like a semi-

convexity property. 

Unfortunately, the argument described above is just formal, and up to now there is 

no complete result in that direction. However, one can actually prove some rigorous 

results. To do this, we will need to introduce some variant of the MTW condition. 
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Convexity of the cut-loci: the nonfocal case 

DEFINITION 3.10 (uniform MTW condition). — IfK,C > 0 are given, it is said that 
M satisfies the MTW(if, C) condition if, for all (x,y) G (M x M) \ cut(M), for ail 
(£,77) G TXM x TyM, 

(19) 9(T(x)Y9(T(x)Y9(T(x)Y9(T(x)Y 
where v = ( exp j 1(y),fj = (dv ехрж) г(г)). 

DEFINITION 3.11. — We say that Riemannian manifold (M,g) has nonfocal cut-
locus if fcut(a;) = 0 for all x G M. 

As shown in [26] by a compactness argument, as long as y £ cut(x) stays uniformly 
away from fcut(x), the MTW(if, C) condition is actually equivalent to the MTW(if) 
condition. In particular, if (M, g) is a compact manifold with nonfocal cut-locus, and 
the MTW (if) condition holds for some K > 0, then there exists a constant C > 0 
such that the MTW(if, C) condition is true. Thanks to this fact, the authors can 
prove a variant of Theorem 3.4(iii), where they exploit the information coming from 
the fact that now the vectors £ and rj do not need to be orthogonal, in order to get an 
improved version of that result: with the same notation as in Theorem 3.4(iii), then 
there exists A = A (if, C) > 0 such that, for any t G (0,1), 

(20) d{x,yt)2 - d(x,yt)2 > min (d(x, y0)2 - d(x, г/о)2, d(x, yx)2 - d(x, уг)2] 

+ 2\t(l-t) d{x,x)2\vx -uoll, 

where = (exPx) 1 (2/o)5 vi — (exPx) 1(Vi)- Moreover, they can even assume that 
yt is not exactly a c-segment, but just a C2-perturbation of it. 

Thanks to this improved version of "regularity", Loeper and Villani showed the 
following result: 

THEOREM 3.12 ([26]). — Let (M,g) be a Riemannian manifold with nonfocal cut-
locus, satisfying MTW (if) for some K > 0 (in particular, M is compact by Remark 
3.9). Then there is n > 0 such that all tangent injectivity domains l(x) are ^-uniformly 
convex. 

The (uniform) convexity of all injectivity loci is exactly what Ma, Trudinger and 
Wang needed as a geometric assumption in order to prove the regularity of the optimal 
map. 

Hence, combining Theorem 3.1 with the strategy developed by Loeper in [24] (see 
Theorem 3.6), Loeper and Villani obtained the following theorem: 
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COROLLARY 3.13 ([26]). — Let (M,g) be a Riemannian manifold with nonfocal cut-
locus, satisfying MTW (if) for some K > 0. Assume that f and g are smooth prob­
ability densities, bounded away from zero and infinity on M. Then ift (and hence T) 
is smooth. 

Sketch of the proof. — The first step of the proof consists in showing that ip is C1. 
This is done using the same strategy of Theorem 3.6, exploiting (20) and the convexity 
of all injectivity domains ensured by Theorem 3.12. We remark that the fact that 
(20) holds for C 2-perturbations of c-segments allows to simplify some technical parts 
of the original proof of Loeper, and to slightly relax some of his assumptions. 

Then, one takes advantage of the nonfocality assumption to ensure the "stay-away 
property" dist(T(#), cut(a;)) > a > 0. To see how nonfocality plays a role in this 
estimate, we recall the description of the distance function given in Paragraph 3.5.1: 
roughly speaking 

• d(x,y)2 is smooth for y 0 cut(x). 
• d(x,y)2 is at most C1 for y G fcut(x). 
• d(x.y)2 is not C 1 for y G cut(x) \ fcut(a;). 

Hence, in presence of nonfocality, either d(x, y)2 is smooth, or is not C 1 , and in this last 
case there are at least two minimizing geodesies joining x to y . Now, when proving 
Theorem 1.3(hi), one actually shows that, whenever ip is differentiable at x, there 
exists a unique minimizing geodesic from x to T(x), given by t »-> ex.px(tW^(x)) [28]. 
Thus, if tp is C 1 , in the nonfocal case one immediately deduces that T{x) 0 cut(rr) for 
all x G M, and a simple compactness argument provides the existence of a positive 
a > 0 such that d(T(x), cut(x)) > a. 

Once the stay-away property is established, since all pairs (x,T(x)) belong to a 
set where d2 is smooth, it is simple to localize the problem and apply the a priori 
estimates of Ma, Trudinger and Wang (see Theorem 3.1) to prove the smoothness 
of tp. • 

The above result applies for instance to the projective space R P n and its pertur­
bations. We also recall that the smoothness of optimal maps holds true in the case of 
the sphere S n , as shown by Loeper [25]. However, a non-trivial question is whether 
the regularity of optimal maps holds for perturbations of the sphere. 

By imposing some uniform L°°-bound on the logarithm of the densities (so 
that they are uniformly bounded away from zero and infinity), Delanoe and Ge 
showed that for small perturbations of the metric (the smallness depending on the 
L°°-bound) the optimal map stays uniformly away from the cut-locus, in the sense 
that dist(T(a;),cut(a;)) > a for some a > 0 [11], and in this case the regularity issue 
presents no real difficulties (see the last part of the proof of Corollary 3.13). However 
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this stay-away property does not necessarily hold for general smooth densities, and 
the problem becomes much more complicated. The case of perturbations of S 2 has 
been solved by Figalli and Rifford [12], and their result has been recently extended 
to arbitrary dimension by Figalli, Rifford and Villani [14]. 

The extended MTW condition. — We observe that, from the point of view of the 
structure of the cut-locus, the perturbations of the sphere are in some sense the 
worst case to treat. Indeed, since for S n one has cut(x) = fcut(x) for all x G M 
(which is completely the opposite of nonfocality), when one slightly perturbs the 
metric the structure of the cut-locus can be very wild. (The idea is that the cut-locus 
behaves nicely under perturbations of the metric away from focalization, while it is 
very difficult to control its behavior near the focal-locus [8]). 

To overcome these difficulties, Figalli and Rifford introduced the following strategy: 
first of all, we observe that the MTW condition is defined only for (x, y) G M x M 
with y 0 cut (a:). Hence, we can write it as a condition on the pairs (x,v) instead of 
(x,y), where v := (expx)~1(y) G l(x). 

We fix now x G M, and we observe that the MTW tensor at (x, v) (or equivalently 
at (x,exp x(v))) is expressed in terms of derivatives of d2/2 at (x,expx(v)). Now, 
assume that v approaches TCL(x) but it is still far from TFL(x). This means that 
the map (x,w) •—> (x,expx(w)) is a local diffeomorphism near (x,v). Hence, we can 
define a new cost function for (x,y) near (x,exp x(v)) as 

c(x,y) := 
\\(expx)-i(y)\\l 

2 
where now (exp^) - 1 denotes the local smooth inverse of expx, as explained above. 
This new cost function coincides with d(x, y)2/2 as long as y = expx(w) with w G I(x), 
and it provides a smooth extension of it up to the first conjugate time. This allows 
to define an extended MTW condition, which makes sense for all pairs (x,v) with 
v G NF(a?) (and not only for v G I(a?)). The advantage of having extended the MTW 
condition up to the focal-locus is twofold: on the one hand, the extended MTW 
condition is more "local", as one can easily show that it only concerns the geodesic 
flow, and not the global topology of the manifold. On the other hand, the fact of 
being allowed to cross the cut-locus away from the focal points makes this extended 
condition more flexible than the usual one, and this strongly helps when trying to 
prove the convexity of all tangent injectivity domains. Exploiting these facts, Figalli 
and Rifford proved the following result: 

THEOREM 3 . 1 4 ([12]). — Let (M,g) be a Riemannian manifold which satisfies the 
extended M T W ( i f , C) condition for some K,C > 0, and assume that NF(rr) is 
(strictly) convex for all x G M. Then l(x) is (strictly) convex for all x G M. 

ASTÉRISQUE 332 



(1009) REGULARITY OF OPTIMAL TRANSPORT MAPS 365 

We observe that, in the above result, the authors replace the nonfocality assump­

tion as in Theorem 3.13 with the convexity of all tangent nonfocal domains. This 

hypothesis is satisfied for instance by any perturbation of the sphere S N (see for ex­

ample [8]). 
The above theorem allows also to prove a regularity result for optimal maps: 

COROLLARY 3.15 ([12]). — Let (M,g) be a Riemannian manifold which satisfies 

the extended MTW(K, C) condition for some K,C > 0, and assume that NF(x) 

is (strictly) convex for all x G M. Assume that f and g are two probability densities 

bounded away from zero and infinity on M. Then the optimal map is continuous. 

We remark that the statement of the above theorem does not say that if / 

and g are smooth, then T is smooth too. The difficulty to prove such a result 

comes again from focalization: if the cut-locus is nonfocal, as shown in the proof of 

Corollary 3.13 the continuity of the transport map implies the stay-away property 

dist(T(x), cut(rr)) > a > 0, and from this fact the higher regularity of T follows easily 

[26]. Unfortunately, without nonfocality (as in the above case), the continuity of T 
is not enough to ensure the stay-away property, and this is why the above statement 

is only about the continuity of the optimal map. 

In [12] the authors show that the sphere § n satisfies the (extended) MTW (if, C) 
condition for some K = C > 0, and they prove that this condition survives for 

perturbations of the two-dimensional sphere. In particular, they obtain as a corollary 

the following result: 

COROLLARY 3.16 ([12]). — Let (M,g) = (S2,g€), where g£ is a C4-perturbation of 

canonical metric on S 2 . Then, for e small enough, I(x) is strictly convex for all 

x G M. Moreover, if f and g are two probability densities bounded away from zero 

and infinity on M, then the optimal map is continuous. 

Conclusions. — An interesting remark to the above result is the following: the first 

part of the statement of Corollary 3.16 is a statement on perturbations of the 2-sphere, 

which has nothing to do with optimal transport! Moreover, the same is true for many 

of the results stated above, which are just statements on the structure of the cut-locus. 

So, what happened can be summarized as follows: to prove regularity of optimal maps, 

Ma, Trudinger and Wang discovered a new tensor by purely PDE methods, starting 

from a Monge-Ampere type equation. Then it was realized that this tensor is intrinsic 

and has a geometric meaning, and now the MTW tensor is used as a tool (like the 

Ricci or the Riemann tensor) to prove geometric statements on manifolds. (For a 

recent account on other possible links between optimal transport and geometry, see 

[16].) This domain of research is new and extremely active, and there are still a lot of 

open problems. For instance, a complete understanding of the link between the MTW 
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condition and the convexity of the tangent cut-loci is still missing (although in [15] the 
authors have a quite complete answer in the case of 2-dimensional manifolds). Another 
formidable challenge is for example the description of positively curved Riemannian 
manifolds which satisfy MTW(K, C), for some K, C > 0. 
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