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#### Abstract

We prove a Decomposition Theorem for the direct image of an irreducible local system on a smooth complex projective variety under a morphism with values in another smooth complex projective variety. For this purpose, we construct a category of polarized twistor $\mathscr{D}$-modules and show a Decomposition Theorem in this category.

Résumé ( $\mathscr{D}$-modules avec structure de twisteur polarisable). - Nous montrons un théorème de décomposition pour l'image directe d'un système local irréductible sur une variété projective complexe lisse par un morphisme à valeurs dans une autre variété projective complexe lisse. À cet effet, nous construisons une catégorie de $\mathscr{D}$ modules avec structure de twisteur polarisée et nous montrons un théorème de décomposition dans cette catégorie.
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## INTRODUCTION

Let $X$ be a smooth complex projective manifold and let $\mathscr{F}$ be a locally constant sheaf of $\mathbb{C}$-vector spaces of finite dimension on $X$. We assume that $\mathscr{F}$ is semisimple, i.e., a direct sum of irreducible locally constant sheaves on $X$. Then it is known that, given any ample line bundle on $X$, the corresponding Hard Lefschetz Theorem holds for the cohomology of $X$ with values in $\mathscr{F}$ : if $\mathscr{F}$ is constant, this follows from Hodge theory; for general semisimple local systems, this was proved by C. Simpson [63] using the existence of a harmonic metric $[\mathbf{1 3}]$. The existence of such a metric also allows him to show easily that the restriction of $\mathscr{F}$ to any smooth subvariety of $X$ remains semisimple.

In this article, we extend to such semisimple local systems other properties known to be true for the constant sheaf, properties usually deduced from Hodge theory. These properties will concern the behaviour with respect to morphisms. They were first proved for the constant sheaf (cf. $[\mathbf{1 5}, \mathbf{1 7}, \mathbf{6 0}, \mathbf{6 6}, \mathbf{3}, \mathbf{2 8}]$ ) and then, more generally, for local systems underlying a polarizable Hodge Module, as a consequence of the work of M. Saito [56].

Given a local system $\mathscr{F}$ of finite dimensional $\mathbb{C}$-vector spaces on a complex manifold $X$, it will be convenient to denote by ${ }^{p} \mathscr{F}$ the associated perverse complex $\mathscr{F}[\operatorname{dim} X]$, i.e., the complex having $\mathscr{F}$ as its only nonzero term, this term being in degree $-\operatorname{dim} X$.

The proof of the following results will be given in $\S 6.1$.
Main Theorem 1 (Decomposition Theorem). Let $X$ be a smooth complex projective variety and let $\mathscr{F}$ be a semisimple local system of finite dimensional $\mathbb{C}$-vector spaces on $X$. Let $U$ be an open set of $X$ and let $f: U \rightarrow Y$ be a proper holomorphic mapping in a complex manifold $Y$. Fix an ample line bundle on $X$. Then
(1) the relative Hard Lefschetz Theorem holds for the perverse cohomology sheaves ${ }^{p} \mathscr{H}^{i}\left(\boldsymbol{R} f_{*}{ }^{p} \mathscr{F}_{\mid U}\right)$ of the direct image;
(2) the direct image complex $\boldsymbol{R} f_{*}{ }^{P} \mathscr{F}_{\| U}$ decomposes (maybe non canonically) as the direct sum of its perverse cohomology sheaves:
(3) each perverse cohomology sheaf ${ }^{p} \mathscr{H}^{i}\left(\boldsymbol{R} f_{*}{ }^{p} \mathscr{F}_{U U}\right)$ decomposes as the direct sum of intersection complexes supported on closed irreducible analytic subsets $Z$ of $Y$, i.e., of the form $\mathrm{IC}^{\bullet}\left({ }^{p} \mathscr{L}\right)$, where $\mathscr{L}$ is a local system on a smooth open dense set $Z \backslash Z^{\prime}$, with $Z^{\prime}$ closed analytic in $Z$;
(4) if moreover $U=X$ and $Y$ is projective, then each perverse cohomology sheaf ${ }^{p} \mathscr{H}^{i}\left(\boldsymbol{R} f_{*}{ }^{p} \mathscr{F}\right)$ is semisimple, i.e., the local systems $\mathscr{L}$ are semisimple.

Main Theorem 2 (Vanishing cycles). - Let $X$ be a smooth complex projective variety and let $\mathscr{F}$ be a semisimple local system on $X$. Let $U$ be an open set of $X$ and let $f: U \rightarrow \mathbb{C}$ be a holomorphic function on $U$ which is proper. Then, for any $\ell \in \mathbb{Z}$, the perverse complexes $\operatorname{gr}_{\ell}^{\mathrm{M} p} \psi_{f}{ }^{p} \mathscr{F}$ and $\mathrm{gr}_{\ell}^{\mathrm{M} p} \phi_{f}{ }^{p} \cdot \mathscr{F}$, obtained by grading with respect to the monodromy filtration the perverse complexes of nearby or vanishing cycles, are semisimple perverse sheaves on $f^{-1}(0)$.

## Remarks

(1) We note that $(1) \Rightarrow(2)$ in Main Theorem 1 follows from an argument of Deligne [15].
(2) The nearby and vanishing cycles functors $\psi_{f}$ and $\phi_{f}$ defined by Deligne [19] are shifted by -1 , so that they send perverse sheaves to perverse sheaves. They are denoted by ${ }^{p} \psi_{f}$ and ${ }^{p} \phi_{f}$, following M. Saito [56].
(3) It is known that the Main Theorem 1 implies the local invariant cycle theorem for the cohomology with coefficients in $\mathscr{F}$ ( $c f$. [ $\mathbf{3}$, Cor. 6.2.8 and 6.2.9], see also [ $\mathbf{5 7}$, Cor. 3.6 and 3.7]). If for instance $Y=\mathbb{C}$ then, for any $k \geqslant 0$ and for $t \neq 0$ small enough, there is an exact sequence

$$
H^{k}\left(f^{-1}(0), \mathscr{F}\right) \longrightarrow H^{k}\left(f^{-1}(t), \mathscr{F}\right) \xrightarrow{T-\mathrm{Id}} H^{k}\left(f^{-1}(t), \mathscr{F}\right),
$$

where $T$ denotes the monodromy. It also implies the exactness of the Clemens-Schmid sequence.
(4) Owing to the fact that, if $\mathscr{F}_{\mathbb{Q}}$ is a perverse complex of $\mathbb{Q}$-vector spaces on a complex analytic manifold, then $\mathscr{F}_{\mathbb{Q}}$ is semisimple if and only if $\mathscr{F}_{\mathbb{C}}=\mathbb{C} \otimes_{\mathbb{Q}} \mathscr{F}_{\mathbb{Q}}$ is so, the previous results apply as well to $\mathbb{Q}$-local systems, giving semisimple $\mathbb{Q}$-perverse complexes as a result.
(5) It would be possible to define a category of perverse complexes "of smooth origin", obtained after iterating various operations starting from a semisimple local system on a smooth complex projective variety, e.g., taking perverse cohomology of a projective direct image, taking monodromy-graded nearby or vanishing cycles relative to a projective holomorphic function, taking sub-quotients of such objects. The perverse complexes in this category are semisimple.
(6) A conjecture of M. Kashiwara [34] which was the main motivation for this work - asserts in particular that these results should hold when $\mathscr{F}$ is any semisimple perverse sheaf (with coefficients in $\mathbb{C}$ ) on $X$. In the complex situation that we consider, they are proved when $\mathscr{F}$ underlies a polarizable Hodge Module, i.e., if on a smooth
dense open set of its support, the perverse sheaf $\mathscr{F}$ is (up to a shift) a local system defined over $\mathbb{Q}$ or $\mathbb{R}$ underlying a variation of polarized Hodge structures defined over $\mathbb{Q}$ or $\mathbb{R}$ : this is a consequence of the work of M. Saito $[\mathbf{5 6}, \mathbf{5 8}]$ and $[\mathbf{1 2}, \mathbf{3 5}]$, and of the known fact (see $[\mathbf{2 1}]$ ) that, on a smooth Zariski open set of a projective variety, the local system underlying a variation of complex Hodge structures is semisimple.

Let us indicate that the conjecture of Kashiwara is even more general, as it asserts that analogues of such results should be true for semisimple holonomic $\mathscr{D}$-modules on smooth complex projective varieties. However, we will not seriously consider non regular $\mathscr{D}$-modules in this article.
(7) First were proved the arithmetic analogues of these theorems, i.e., for "pure sheaves" instead of semisimple sheaves (cf. [3]) and they were used to give the first proof of the Decomposition Theorem for the constant sheaf in the complex case. An arithmetic approach to the conjecture of Kashiwara (at least for $\mathbb{C}$-perverse sheaves) has recently been proposed by V. Drinfeld [24].
(8) It should be emphasized that we work with global properties on a projective variety, namely, semisimplicity. Nevertheless, the main idea in the proof is to show that these global properties can be expressed by local ones, i.e., by showing that each irreducible local system on $X$ underlies a variation of some structure, analogous to a polarized Hodge structure, called a polarized twistor structure. Extending this to irreducible perverse sheaves is the contents of Conjecture 4.2.13.
(9) It will be more convenient to work with the category of regular holonomic $\mathscr{D}_{X}$ modules instead of that of $\mathbb{C}$-perverse sheaves on $X$. It is known that both categories are equivalent via the de Rham functor, and that this equivalence is compatible with the corresponding direct image functors or with the nearby and vanishing cycles functors. We will freely use this compatibility.

Let us now give some explanation on the main steps of the proof. We will use three sources of ideas:
(1) the theory of twistor structures developed by C. Simpson (after ideas of P. Deligne),
(2) the techniques developed by M. Saito in the theory of polarizable Hodge Modules,
(3) the use of distributions and Mellin transform, as inspired by the work of M. Kashiwara and D. Barlet.

One of the main objectives, when trying to prove a decomposition theorem, is to develop a notion of weight satisfying good properties with respect to standard functors. In other words, the category of semisimple local systems (or, better, semisimple perverse sheaves) should satisfy the properties that one expects for pure sheaves. If the Hodge structure contains in its very definition such a notion, it is not clear a priori how to associate a weight to an irreducible perverse sheaf: one could give it weight 0 , but one should then explain why ${ }^{p} \mathscr{H}^{i}\left(\boldsymbol{R} f_{*} \mathscr{F}\right)$ has weight $i$ for instance. On the other
hand, it is natural to expect that, if a notion of "pure sheaf" exists in the complex setting, it should be more general than that of polarized Hodge Modules, and even of that of "pure perverse sheaf". Indeed, in the arithmetic situation, one is able to treat sheaves with wild ramification (e.g., Fourier transform of pure sheaves with moderate ramification).

The very nice idea of a twistor structure allows one to work with the notion of weight. Let us quickly explain it, referring to [64] (see also $\S \S 2.1$ and 2.2 below) for a more detailed presentation. Let $(V, \nabla)$ be a flat holomorphic vector bundle on a smooth manifold $X$, that we regard as a $C^{\infty}$ vector bundle $H$ on $X$ equipped with a flat $C^{\infty}$ connection $D$, the holomorphic structure being given by the $(0,1)$ part $D^{\prime \prime}$ of the connection. A twistor structure of weight $\omega \in \mathbb{Z}$ on $(V . \nabla)$ (or a variation of twistor structures) consists of the datum of a $C^{\infty}$ vector bundle $\mathscr{H}$ on $X \times \mathbb{P}^{1}$, holomorphic with respect to the variable of $\mathbb{P}^{1}$. equipped with relative connections $\widetilde{D}^{\prime}, \widetilde{D}^{\prime \prime}$ (i.e., there is no derivation with respect to the $\mathbb{P}^{1}$ variable), with poles along $X \times\{0\}$ and $X \times\{\infty\}$ respectively, and such that the restriction of $\widetilde{\mathscr{H}}$ to any $\left\{x_{0}\right\} \times \mathbb{P}^{1}$ is isomorphic to $\mathscr{O}_{\mathbb{P 1}}(w)^{\mathrm{rk} V}$ (see $\S 2.2$ for a more precise definition, in particular for $\left.\widetilde{D}^{\prime}, \widetilde{D}^{\prime \prime}\right)$.

Therefore, a variation of twistor structures on $X$ lives on $X \times \mathbb{P}^{1}$. One of the main properties required for weights, namely that there is no nonzero morphism from an object of weight $w$ to an object of weight $w^{\prime}<w$. follows from the analogous property for line bundles on $\mathbb{P}^{1}$. One can also define the notion of polarization (see loc. cit.).

The main device to produce a variation of polarized twistor structures on a holomorphic flat bundle $(V, \nabla)$ is given by the construction of a harmonic metric. It follows from a theorem of K. Corlette [13] and C.Simpson [63] that a local system $\mathscr{F}$ of $\mathbb{C}$-vector spaces on a compact Kähler manifold $X$ "underlies" a variation of polarized twistor structures if and only if it is semisimple, because semisimplicity is a necessary and sufficient condition to build on the flat bundle $(V, \nabla)$ associated with $\mathscr{F}$ a harmonic metric.

The next step closely follows ideas of M. Saito [56], namely it consists in defining in its own right a category of "singular variations of polarized twistor structures". This is done via the theory of $\mathscr{T}$-modules, and more precisely via the theory of $\mathscr{R}$-modules, which is a natural extension to $X \times\left(\mathbb{P}^{1} \backslash\{\infty\}\right)$ of the theory of $\mathscr{D}_{\mathrm{X}}$-modules. In order to keep some control on the coherence properties, we are not allowed to use $C^{\infty}$ coefficients. Therefore, we modify a little bit the presentation of the object $\widetilde{\mathscr{H}}$ introduced above, as associated to the left $\mathscr{S}_{\mathrm{X}}$-module $(V, \nabla)$.

Put $\Omega_{0}=\mathbb{P}^{1} \backslash\{\infty\}$ with coordinate $z$ and $\Omega_{x}=\mathbb{P}^{1} \backslash\{0\}$. We can regard $\widetilde{\mathscr{H}}$ as the result of a $C^{\infty}$ gluing between $\widetilde{\mathscr{H}}_{X \times \Omega_{0}}$ and $\widetilde{\mathscr{H}}_{X \times \Omega_{x}}$ on some neighbourhood of $X \times \mathbf{S}$, where $\mathbf{S}$ denotes the circle $|z|=1$. Equivalently, denoting by $\widetilde{\mathscr{H}}^{\vee}$ the dual bundle, the gluing can be regarded as a nondegencrate pairing on $\widetilde{\mathscr{H}}_{X \times \mathbf{S}}^{V} \otimes \widetilde{\mathscr{H}}_{X \times S}$ with values in the sheaf of $C^{\infty}$ functions on some neighbourhood of $X \times \mathrm{S}$ which are holomorphic
with respect to $z$. We can restrict this pairing to the holomorphic/antiholomorphic object $\mathscr{H}_{\mid \mathbf{S}}^{\prime} \otimes \overline{\mathscr{H}}_{\mathbf{S}}^{\prime \prime}$, where we put

$$
\mathscr{H}_{\mid \mathbf{S}}^{\prime}=\operatorname{Ker}\left[\widetilde{D}^{\prime \prime}: \widetilde{\mathscr{H}}_{X \times \mathbf{S}}^{\mathrm{V}} \longrightarrow \widetilde{\mathscr{H}}_{X \times \mathbf{S}}^{v}\right] \quad \text { and } \quad \overline{\mathscr{H}_{\mathbf{S}}^{\prime \prime}}=\operatorname{Ker}\left[\widetilde{D}^{\prime}: \widetilde{\mathscr{H}}_{X \times \mathbf{S}} \longrightarrow \widetilde{\mathscr{H}}_{X \times \mathbf{S}}\right] .
$$

Its restriction to any $\left\{x_{o}\right\} \times \mathbb{P}^{1}$ should define a bundle $\mathscr{O}_{\mathbb{P}^{1}}(w)^{\mathrm{rk} V}$.
We extend this construction to $\mathscr{D}_{X}$-modules as follows: the basic objects are triples $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$, where $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are coherent $\mathscr{R}_{X \times \Omega_{0}}$-modules (see $\S \S 0.2-0.3$ for the definition of the sheaf $\mathscr{R})$. To any $\mathscr{R}_{X \times \Omega_{0}}$-module $\mathscr{M}$ is associated a "conjugate" object $\overline{\mathscr{M}}$, which is a coherent $\mathscr{R}_{\bar{X} \times \Omega_{\varnothing}}$-module (here, $\bar{X}$ is the complex conjugate manifold); now, $C$ is a pairing on $\mathscr{M}_{X \times \mathbf{S}}^{\prime} \otimes \otimes_{\mathbf{S}} \cdot \overline{\mathscr{M}_{X \times \mathbf{S}}^{\prime \prime}}$ which takes values in distributions on $X \times \mathbf{S}$ which are continuous with respect to $z$. A polarization will then appear as an isomorphism $\mathscr{U}^{\prime \prime} \xrightarrow{\sim} \cdot \mathscr{U}^{\prime}$ of $\mathscr{R}_{X \times \Omega_{1}}$-modules.

Example. . Given any $\mathbb{C}$-vector space $H$, denote by $\bar{H}$ its complex conjugate and by $H^{\vee}$ its dual. Define $H^{\prime}=H^{\vee}$ and $H^{\prime \prime}=\bar{H}$. There is a natural pairing (i.e., $\mathbb{C}$-linear map) $H^{\prime} \otimes_{\mathbb{C}} \overline{H^{\prime \prime}} \rightarrow \mathbb{C}$, induced by the natural duality pairing $H^{\vee} \otimes_{\mathbb{C}} H \rightarrow \mathbb{C}$.

On the other hand, consider the category of triples $\left(H^{\prime}, H^{\prime \prime}, C\right)$, where $H^{\prime}, H^{\prime \prime}$ are $\mathbb{C}$-vector spaces and $C$ is a nondegenerate pairing $H^{\prime} \otimes \mathbb{C} \overline{H^{\prime \prime}} \rightarrow \mathbb{C}$; morphisms $\varphi:\left(H_{1}^{\prime}, H_{1}^{\prime \prime}, C_{1}\right) \rightarrow\left(H_{2}^{\prime}, H_{2}^{\prime \prime}, C_{2}\right)$ are pairs $\varphi=\left(\varphi^{\prime}, \varphi^{\prime \prime}\right)$ with $\varphi^{\prime}: H_{2}^{\prime} \rightarrow H_{1}^{\prime}, \varphi^{\prime \prime}:$ $H_{1}^{\prime \prime} \rightarrow H_{2}^{\prime \prime}$ such that $C\left(\varphi^{\prime}\left(m_{2}^{\prime}\right), \overline{m_{1}^{\prime \prime}}\right)=C\left(m_{2}^{\prime}, \overline{\varphi^{\prime \prime}\left(m_{1}^{\prime \prime}\right)}\right)$.

We have constructed above a functor from the category of $\mathbb{C}$-vector spaces to this category of triples. It is easily seen to be an equivalence.

Under this equivalence, the Hermitian dual $H^{*}=\bar{H}^{\vee}$ of $H$ corresponds to $\left(H^{\prime}, H^{\prime \prime}, C\right)^{*} \stackrel{\text { def }}{=}\left(H^{\prime \prime}, H^{\prime}, C^{*}\right)$ with $\left.C^{*}\left(m^{\prime \prime}, \overline{m^{\prime}}\right) \stackrel{\text { def }}{=} \overline{C\left(m^{\prime}, \overline{m^{\prime \prime}}\right.}\right)$, and a sesquilinear form on $H$, which is nothing but a morphism $\mathscr{Y}: H^{*} \rightarrow H$, corresponds to a morphism $\mathscr{S}:\left(H^{\prime}, H^{\prime \prime} . C\right)^{*} \rightarrow\left(H^{\prime}, H^{\prime \prime} . C\right)$, i.e.. a pair $\left(S^{\prime}, S^{\prime \prime}\right)$ with $S^{\prime}, S^{\prime \prime}: H^{\prime \prime} \rightarrow H^{\prime}$ such that $C\left(S^{\prime} m^{\prime \prime} \cdot \overline{\mu^{\prime \prime}}\right)=\overline{C\left(S^{\prime \prime} \mu^{\prime \prime}, \overline{m^{\prime \prime}}\right)}$.

In order to say that the pairing $C$ on $\cdot \mathscr{M}_{X \times S}^{\prime} \otimes \cdot{\overline{M_{X \times S}}}_{\prime \prime \prime}$ is holomorphic and nondegenerate, and therefore defines a "gluing", we should be able to restrict it to $\left\{x_{o}\right\} \times \mathbf{S}$ for any $x_{o} \in X$. "Restriction" is understood here under the broader sense of "taking nearby or vanishing cycles". Hence, in order to "restrict" $\mathscr{U}^{\prime}$ or . $\mathscr{U}^{\prime \prime}$, we impose that they have a Malgrange-Kashiwara filtration, i.e.. admit Bernstein polynomials. In order to restrict the pairing $C$, we use a device developed by D. Barlet in a nearby context, namely by taking residucs of Mellin transforms of distributions.

The main technical result is then the construction of the category of regular polarized twistor $\mathscr{D}$-modules, mimicking that of polarized Hodge Modules [56], and the proof of a decomposition theorem in this category (Theorem 6.1.1).

To conclude with a proof of M. Kashiwara's conjecture for semisimple perverse sheaves, one should prove that the functor which associates to each regular polarized twistor $\mathscr{D}_{X}$-module $(\mathscr{M}, \mathscr{M}, C)$ of weight 0 (the polarization is Id: $\left.\mathscr{M} \rightarrow, \mathscr{M}\right)$ the
$\mathscr{D}_{X}$-module $\mathscr{M}_{\mid X \times\{1\}}$ is an equivalence with the subcategory of semisimple regular holonomic $\mathscr{D}_{X}$-modules, when $X$ is a complex projective manifold.

We are not able to prove this equivalence in such a generality. However, we prove the equivalence for smooth objects, and also when $X$ is a curve. According to a Zariski-Lefschetz Theorem due to H. Hamm and Le D.T. [29], and using the RiemannHilbert correspondence, this implies at least that the functor above takes values in the category of semisimple regular holonomic $\mathscr{D}_{X}$-modules. This is enough to get the Main Theorems.

What is the overlap with M. Saito's theory of polarizable Hodge Modules? The main difference with M. Saito's theory consists in the way of introducing the polarization.

The method of M. Saito is "à la Deligne", using a perverse complex defined over $\mathbb{Q}$ or $\mathbb{R}$ (and the de Rham functor from holonomic $\mathscr{D}$-modules to $\mathbb{C}$-perverse sheaves) to get the rational or real structure. The polarization is then introduced at the topological level (perverse complexes) as a bilinear form, namely the Poincaré-Verdier duality. We do not know whether such an approach would be possible for polarizable twistor $\mathscr{D}$-modules.

Here, we use a purely analytical approach "à la Griffiths", without paying attention to the possible existence of a $\mathbb{Q}$ - or $\mathbb{R}$-structure. The polarization is directly introduced as a Hermitian form. In particular, we do not use the duality functor and we do not need to show various compatibilities with the de Rham functor. This approach uses therefore less derived category techniques than the previous one. Moreover, it is possible ( $c f . \S 4.2 . \mathrm{d}$ ) to introduce a category of polarizable Hodge $\mathscr{D}$-modules as a subcategory of twistor $\mathscr{D}$-modules, by considering those twistor $\mathscr{D}$-modules which are invariant under the natural $\mathbb{C}^{*}$ action on the category (similarly to what C . Simpson does for "systems of Hodge bundles" [61, 63]). This gives a generalization of complex variations of Hodge structures (without real structure). We do not know if this category is equivalent to the category one gets by M. Saito's method, but this can be expected. A similar category, that of integrable twistor $\mathscr{D}$-modules, is considered in Chapter 7.

What is the overlap with C.Simpson's study of Higgs bundles [63]? First, notice that we consider objects which can have complicated singularities, so we do not consider any question concerning moduli. We are mainly interested in the functor sending a twistor $\mathscr{D}$-module to its associated $\mathscr{D}$-module by restricting to $z=1(z$ is the standard name we use for the variable on $\mathbb{P}^{1}$ ). We could also consider its associated Higgs module by restricting to $z=0$ (see $\S 1.2$ ). In the first case, we at least know the image category, namely that of semisimple regular holonomic $\mathscr{D}$-modules. In the second case, we have no idea of how to characterize the image of the functor and if an equivalence could be true, similarly to what is done in the smooth case by C. Simpson [63] or in a slightly more general case by O. Biquard [4].

Let us now describe with more details the contents of this article.

In Chapter 1, we give the main properties of $\mathscr{R}_{\mathscr{X}}$-modules. They are very similar to that of $\mathscr{D}_{X}$-modules. The new objects are the sesquilinear pairing $C$, and the category $\mathscr{R}$-Triples $(X)$ (the objects are triples formed with two $\mathscr{R}_{\mathscr{X}}$-modules and a sesquilinear pairing between them), to which we extend various functors. We have tried to be precise concerning signs.

Chapter 2 introduces the notion of a (polarized) twistor structure, following C. Simpson $[\mathbf{6 4}]$. We first consider the case when the base $X$ is a point, to get the analogue of a (polarized) Hodge structure. We develop the notion of a Lefschetz twistor structure and adapt to this situation previous results of M. Saito and P. Deligne. Last, we develop the notion of a smooth twistor structure on a smooth complex manifold $X$. The main point of this chapter is to express the notion of a twistor structure in the frame of the category $\mathscr{R}$-Triples, in order to extend this notion to arbitrary holonomic $\mathscr{R}_{\mathscr{X}}$-modules.

Chapter 3 extends to $\mathscr{R}_{\mathscr{X}}$-modules the notion of specializability along a hypersurface - a notion introduced by B. Malgrange and M. Kashiwara for $\mathscr{D}_{X}$-module, together with the now called Malgrange-Kashiwara filtration-and analyzes various properties of the nearby and vanishing cycles functors. The specialization of a sesquilinear pairing is then defined by means of the residue of a Mellin transform, in analogy with some works of D. Barlet. All together, this defines the notion of a specializable object in the category $\mathscr{R}$ - Triples $(X)$. The category of S-decomposable objects, introduced in $\S 3.5$, is inspired from [56].

In Chapter 4, we introduce the category of twistor $\mathscr{D}$-modules on $X$ as a subcategory of $\mathscr{R}$ - Triples $(X)$. We prove various property of the category of (polarized) twistor $\mathscr{D}$-modules, analogous to that of (polarized) Hodge Modules [56]. We show that regular twistor $\mathscr{D}$-modules induce semisimple regular $\mathscr{D}$-modules by the de Rham functor $\Xi_{\mathrm{DR}}$.

Chapter 5 establishes the equivalence between regular twistor $\mathscr{D}$-modules and semisimple perverse sheaves (or semisimple regular holonomic $\mathscr{D}$-modules) on compact Riemann surfaces, by expressing the results of C.Simpson [62] and O. Biquard [4] in the frame of polarized regular twistor $\mathscr{D}$-modules. In order to establish the equivalence, we also adapt results of D. Barlet and H.-M. Maire [2] concerning Mellin transform.

The main theorems are proved in Chapter 6, following the strategy of M. Saito [56]. We reduce the proof to the case when $X$ is a compact Riemann surface and $f$ is the constant map to a point. In this case, we generalize the results of S. Zucker [72] to polarizable regular twistor $\mathscr{D}$-modules.

In Chapter 7, we consider the category of integrable twistor $\mathscr{D}$-modules. This chapter, written somewhat after the previous ones, is an adaptation to the present theory of the notion of CV-structure considered in [30]. We mainly prove a "local unitarity" statement (the local exponents are real and, in the regular case, the eigenvalues of
local monodromies have absolute value equal to one). The interest of such a subcategory should be for the non regular case, where it should play the role of singular variations of polarized Hodge structures.

In the Appendix, we sketch an application of the previous results to Fourier-Laplace transform. We analyze the behaviour of polarized regular twistor $\mathscr{D}$-modules under a partial (one-dimensional) Fourier-Laplace transform and we generalize to such objects the main result of [52], comparing, for a given function $f$, the nearby cycles at $f=\infty$ and the nearby or vanishing cycles for the partial Fourier-Laplace transform in the $f$-direction (Theorem A.4.1). Complete proofs can be found in [55].

Since the first version of this article was written, there has been progress in various directions.
(1) In the first version of this article, the category of polarized twistor $\mathscr{D}$-modules was restricted to the local unitary case, mainly because of a lack of proof of Theorem 6.2.5 in general. This restriction is now unnecessary, due a new proof of this theorem.
(2) The main progress comes from recent work of T. Mochizuki [48, 49]. Continuing [47], T. Mochizuki generalizes the contents of Chapter 5 in two directions:

- he considers an arbitrary parabolic structure along the divisor, whereas only a natural parabolic structure is considered here, that we call "Deligne type"; depending on the point of view, one could call the objects defined by T. Mochizuki as "twistor $\mathscr{D}$-modules with parabolic structure", or the objects of the present article as "twistor $\mathscr{D}$-modules of Deligne type" (or "pure imaginary" after [49]); the category of polarized regular twistor $\mathscr{D}$-modules that we define here should be (and is, after the work of Mochizuki) equivalent to the category of semisimple perverse sheaves. on a smooth projective variety, whereas twistor $\boldsymbol{D}^{\boldsymbol{D}}$-modules with parabolic structure give rise to semisimple "perverse-sheaves-with-parabolic-structure":
he is able to treat the case of the complement of a normal crossing divisor on a smooth complex manifold of arbitrary dimension.

All together, it seems that, according to the work of O. Biquard [4] and J. Jost and K. Zuo $[\mathbf{3 1}, \mathbf{3 2}, \mathbf{7 3}]$ (revisited in [49]), the proof of of Conjecture 4.2.13, hence a proof of the conjecture of Kashiwara for perverse sheaves (and even for perverse sheaves "with parabolic structure") with analytical methods, is now complete.
(3) On the other hand, according to recent results of G. Boeckle and C. Khare [7] or of D. Gaitsgory [26], a proof of the conjecture of de Jong used by V. Drinfeld is available; therefore, the arithmetic approach of Drinfeld $[\mathbf{2 4}]$ to the conjecture of Kashiwara (for perverse sheaves) is also complete.
(4) Let us also mention a new proof of the decomposition theorem for the constant sheaf, obtained by M.A.de Cataldo and L. Migliorini [11], with methods completely different from those developed by M. Saito. We do not know if such methods can be adapted to more general local systems.
(5) The non regular case of Kashiwara's conjecture is still open. Extending the work of C. Simpson [62] and O. Biquard [4] to holomorphic bundles on compact Riemann surfaces with meromorphic comections having irregular singularities would be a first step. Some results in this direction are obtained in [53] and [5]. See also [54] and $[\mathbf{6 8}]$ for the behaviour with respect to the Fourier-Laplace transform in dimension one.
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## CHAPTER 0

## PRELIMINARIES

### 0.1. Some signs

(a) We will use the function

$$
\begin{aligned}
\mathbb{Z} \xrightarrow{\varepsilon}\{ \pm 1\} \\
a \longmapsto \varepsilon(a)=(-1)^{a(a-1) / 2}
\end{aligned}
$$

which satisfies in particular

$$
\varepsilon(a+1)=\varepsilon(-a)=(-1)^{a} \varepsilon(a), \quad \varepsilon(a+b)=(-1)^{a b} \varepsilon(a) \varepsilon(b) .
$$

Recall that, on $\mathbb{C}^{n}$ with coordinates $z_{k}=x_{k}+i y_{k}(k=1, \ldots, n)$, we have

$$
d z_{1} \wedge \cdots \wedge d z_{n} \wedge d \bar{z}_{1} \wedge \cdots \wedge d \bar{z}_{n}=\varepsilon(n)\left(d z_{1} \wedge d \bar{z}_{1}\right) \wedge \cdots \wedge\left(d z_{n} \wedge d \bar{z}_{n}\right)
$$

and that $d z_{k} \wedge d \bar{z}_{k}=-2 i\left(d x_{k} \wedge d y_{k}\right)$.
(b) We follow the sign convention given in $[\mathbf{1 8}, \S \S 0$ and 1$]$. When we write a multi-complex, we understand implicitly that we take the associated simple complex, ordered as written, with differential equal to the sum of the partial differentials.

Given any sheaf $\mathscr{L}$, denote by $\left(\operatorname{God}^{\bullet} \mathscr{L}, \delta\right)$ the standard semisimplicial resolution of $\mathscr{L}$ by flabby sheaves, as defined in [27, Appendice]. For a complex $\left(\mathscr{L}^{\bullet}, d\right)$, we regard God $\mathscr{L}^{\bullet}$ as a double complex ordered as written, i.e., with differential $\left(\delta_{i},(-1)^{i} d_{j}\right)$ on $\operatorname{God}^{i} \mathscr{L}^{j}$, and therefore also as the associated simple complex.
0.2. In this article, $X$ denotes a complex analytic manifold of dimension $\operatorname{dim} X=n$, $\mathscr{O}_{X}$ denotes the sheaf of holomorphic functions on $X$ and $\mathscr{D}_{X}$ the sheaf of linear differential operators with coefficients in $\mathscr{O}_{X}$. The sheaf $\mathscr{O}_{X}$ is equipped with its natural structure of left $\mathscr{D}_{X}$-module and the sheaf $\omega_{X}$ of holomorphic differential $n$-forms with its structure of right $\mathscr{D}_{X}$-module.

We denote by $\bar{X}$ the complex conjugate manifold, equipped with the structure sheaf $\mathscr{O}_{\bar{X}} \stackrel{\text { dcf }}{=} \overline{\mathscr{O}_{X}}$ and by $X_{\mathbb{R}}$ the underlying $C^{\infty}$ manifold.

The increasing filtration of $\mathscr{D}_{X}$ by the order is denoted by $F_{\cdot} \mathscr{D}_{X}$. Given a filtered object $(M, F, M)$ (filtrations are increasing and indexed by $\mathbb{Z}$ ), the associated Rees object $R_{F} M \stackrel{\text { dcf }}{=} \oplus_{k \in \mathbb{Z}} F_{k} M z^{k}$ is the graded object constructed with the new variable $z$. In particular, we will consider the Rees ring $R_{F} \mathscr{D}_{X}$ : this is a sheaf of rings on $X$. The filtration induced by $F_{.} \mathscr{D}_{X}$ on $\mathscr{O}_{X}$ satisfies $F_{k} \mathscr{O}_{X}=\mathscr{O}_{X}$ for $k \geqslant 0$ and $F_{k} \mathscr{O}_{X}=0$ for $k<0$, so the associated Rees ring $R_{F} \mathscr{O}_{X}$ is equal to $\mathscr{O}_{X}[z]$.

We will denote by $R_{X}$ the sheaf $R_{F} \mathscr{D}_{X}$ when we forget its grading, and call it the differential deformation sheaf. This is a sheaf of rings on $X$. In local coordinates on $X$, we denote now by $\partial_{x_{i}}$ in $R_{X}$ the element $z \partial_{x_{i}}$ in $R_{F} \mathscr{D}_{X}$. With such a notation, we have

$$
R_{X}=\mathscr{O}_{X}[z]\left\langle\partial_{r_{1}} \ldots \ldots \partial_{r_{n}}\right\rangle .
$$

where $\partial_{x_{i}}$ satisfy the relations

$$
\left[\partial_{x_{i}}, \partial_{x_{j}}\right]=0 \quad \text { and } \quad\left[\partial_{x_{i}} \cdot f(x, z)\right]=z \frac{\partial f}{\partial x_{i}} .
$$

One has (forgetting grading)

$$
R_{X} / z R_{X}=R_{F} \mathscr{D}_{X} / z R_{F} \mathscr{D}_{X}=\operatorname{gr}^{F} \mathscr{D}_{X}=\mathscr{O}_{X}[T X]
$$

where $\mathscr{O}_{X}[T X]$ denotes the sheaf of holomorphic functions on the cotangent bundle $T^{*} X$ which are polynomials with respect to the fibres of $T^{*} X \rightarrow X$; in other words, $\mathscr{O}_{X}[T X]=p_{*} \mathscr{O}_{\mathbb{P}\left(T^{*} X \oplus \mathbf{1}\right)}(* \infty)$, where $p: \mathbb{P}\left(T^{*} X \oplus \mathbf{1}\right) \rightarrow X$ denotes the projection and $\infty$ denotes the section at infinity of the projective bundle.

The left action of $R_{X}$ on $R_{F} \mathscr{O}_{X}=\mathscr{O}_{X}[z]$ is defined by

$$
\partial_{x_{i}}(f(x, z))=z \frac{\partial f}{\partial x_{i}} .
$$

0.3. Let $\Omega_{0}=\mathbb{C}$ be the complex line equipped with a fixed coordinate $z$. We will denote by $\zeta$ the imaginary part of $z$. Put $\mathbb{C}^{*}=\{z \neq 0\}$. Let us denote by $\Omega_{\infty}$ the other chart of $\mathbb{P}^{1}$, centered at $z=\infty$.

Let us denote by $\mathscr{X}$ the product $X \times \Omega_{0}$ and by $\mathscr{O}_{\mathscr{X}}$ the sheaf of holomorphic functions on it, by $\mathscr{X}^{\circ}$ the product $X \times \mathbb{C}^{*}$. Let $\pi: \mathscr{X} \rightarrow X$ denote be the natural projection. If $\mathscr{M}$ is a sheaf on $\mathscr{X}$, we denote by $\mathscr{U}^{\circ}$ its restriction to $\mathscr{X}^{\circ}$. We will consider the sheaves

$$
\mathscr{R}_{\mathscr{X}}=\mathscr{O}_{\mathscr{O}} \quad \underset{O_{X}[z]}{\otimes} R_{F} \mathscr{D}_{X} \quad \text { and } \quad \mathscr{R}_{\mathscr{S}^{\circ}}=\mathscr{O}_{\mathscr{\mathscr { O }}}{ }^{\circ} \underset{O_{X}[z]}{\otimes} R_{F} \mathscr{D}_{X} .
$$


We will denote by $\Theta_{\mathscr{X}}$ the sheaf of holomorphic vector fields relative to the projection $\mathscr{X} \rightarrow \Omega_{0}$, which vanish at $z=0$. This is the $\mathscr{O}_{\mathscr{X}}$-locally free sheaf generated by $\check{\partial}_{x_{1}}, \ldots, \mathscr{\partial}_{x_{n}}$. It is contained in $\mathscr{R} \mathscr{X}$.

Dually, we denote by $\Omega_{\mathscr{Y}}^{1}=z^{-1} \Omega_{X \times \Omega_{0} / \Omega_{0}}^{1} \subset \Omega_{X \times \Omega_{0} / \Omega_{0}}^{1}\left[z^{-1}\right]$ the sheaf of holomorphic 1 -forms on $\mathscr{X}$ relative to the projection $\mathscr{X} \rightarrow \Omega_{0}$, which have a pole of order one at most along $z=0$. We will put $\Omega_{\mathscr{X}}^{k}=\wedge^{k} \Omega_{\mathscr{X}}^{1}$. The differential $d: \Omega_{\mathscr{X}}^{k} \rightarrow \Omega_{\mathscr{X}}^{k+1}$
is induced by the relative differential $d=d_{X \times \Omega_{0} / \Omega_{0}}$. The natural left multiplication of $\Theta_{\mathscr{X}}$ on $\mathscr{R}_{\mathscr{X}}$ can be written as a connection

$$
\nabla: \mathscr{R}_{\mathscr{X}} \longrightarrow \Omega_{\mathscr{X}}^{1}{\underset{O X}{\mathscr{X}}}_{\otimes}^{\mathscr{R}_{\mathscr{X}}}
$$

satisfying the Leibniz rule $\nabla(f P)=d f \otimes P+f \nabla P$. More generally, a left $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$ is nothing but a $\mathscr{O}_{\mathscr{X}}$-module with a flat connection $\nabla: \mathscr{M} \rightarrow \Omega_{\mathscr{X}}^{1} \otimes_{\mathscr{O}_{\mathscr{X}}} \mathscr{M}$. Put $\omega_{\mathscr{X}} \stackrel{\text { def }}{=} \Omega_{\mathscr{X}}^{n}=z^{-n} \omega_{X \times \Omega_{0} / \Omega_{0}}$. This is naturally a right $\mathscr{R}_{\mathscr{X}}$-module: the action is given by $\omega \cdot \xi=-\mathscr{L}_{\xi} \omega$, where $\mathscr{L}_{\xi}$ denotes the Lie derivative, here equal to the composition of the interior product $\iota \xi$ by $\xi$ with the relative differential $d$.
0.4. We denote by $\mathbf{S}$ the circle $|z|=1$ in $\Omega_{0} \cap \Omega_{\infty}$. For a $\mathscr{O}_{\mathscr{X}}$ or $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$, we denote by $\mathscr{M}_{\mathrm{S}}$ its sheaf-theoretic restriction to $X \times \mathbf{S}$. In particular, we will consider the sheaves $\mathscr{O}_{\mathscr{X} \mid \mathbf{S}}$ and $\mathscr{R}_{\mathscr{X} \mid \mathbf{S}}$. We will simply denote $\mathscr{O}_{\Omega_{0} \mid \mathbf{S}}$ by $\mathscr{O}_{\mathbf{S}}$. We will also use the sheaves

$$
\begin{aligned}
& \mathscr{O}_{(X, \bar{X}) \times \mathbf{S}} \stackrel{\text { def }}{=} \mathscr{O}_{\left(X \times \Omega_{0}\right) \mid \mathbf{S}} \otimes_{\mathscr{O}_{\mathbf{S}}} \mathscr{O}_{\left(\bar{X} \times \Omega_{0}\right) \mid \mathbf{S}} \\
& \mathscr{R}_{(X, \bar{X}) \times \mathbf{S}} \stackrel{\text { def }}{=} \mathscr{R}_{\left(X \times \Omega_{0}\right) \mid \mathbf{S}} \otimes_{\mathscr{O}_{\mathbf{S}}} \mathscr{R}_{\left(\bar{X} \times \Omega_{0}\right) \mid \mathbf{S}} .
\end{aligned}
$$

0.5. Distributions and currents. - We will need to consider distributions on $X_{\mathbb{R}} \times \mathbf{S}$ which are regular with respect to the variable on $\mathbf{S}$, in order to be able to specialize them with respect to the variable of $\mathbf{S}$. Let us introduce some notation.

Let $T$ be a $C^{\infty}$ manifold with a fixed volume form vol $_{T}$ (we will mainly use $\left.\left(T, \operatorname{vol}_{T}\right)=(\mathbf{S}, d \arg z)\right)$. For $k=0, \ldots, \infty$, we denote by $\mathscr{C}_{X_{\mathbb{p}} \times T}^{k}$ the sheaf of $C^{k}$ functions on $X_{\mathbb{R}} \times T$ and by $\mathscr{E}_{X_{z} \times T / T}^{(n, n)}$ the sheaf of $C^{\infty}$ relative (with respect to the projection $X \times T \rightarrow T)(n, n)$ forms of maximal degree, and we put an index $c$ for those objects, with compact support. We denote by $\mathfrak{D}^{k}{ }_{X_{p} \times T / T}^{k}$ the sheaf on $X_{\mathbb{R}} \times T$ of distributions which are $C^{k}$ with respect to $T$ : by definition, given any open set $W$ of $X_{\mathbb{R}} \times T$, an element of $\mathfrak{D} \mathfrak{b}_{X_{E \times T / T}}^{k}(W)$ is a $C^{\infty}(T)$-linear map $\mathscr{E}_{X_{\mathbb{E}} \times T / T, c}^{(n, n)}(W) \rightarrow C_{c}^{k}(T)$ which is continuous with respect to the usual norm on $C_{c}^{k}(T)$ (sup of the modules of partial derivatives up to order $k$ ) and the family of semi-norms on $\mathscr{E}_{X_{F, \times T / T, c}(n, n)}(W)$ obtained by taking the sup on some compact set of $W$ of the module of partial derivatives up to some order with respect to $X$ and up to order $k$ with respect to $T$. Given a compact set in $W$, the smallest order in $\partial_{x}$ which is needed is called the order of $u$. Such an element $u$ defines a usual distribution on $X_{\mathbb{R}} \times T$ by integration along $T$ with the fixed volume form $\mathrm{vol}_{T}$.

It is sometimes more convenient to work with currents of maximal degree, which are $C^{k}$ with respect to $T$. We denote by $\mathfrak{C}_{X_{\text {尗 } \times T / T}^{k}}^{k}$ the corresponding sheaf: a section on $W$ is a continuous $C^{\infty}(T)$-linear map $\mathscr{C}_{X_{P} \times T, c}^{\infty}(W) \rightarrow C_{c}^{k}(T)$. In particular, when $T=\mathbf{S}, \mathfrak{D b}_{X: \times \mathbf{S} / \mathbf{S}}^{k}\left(\right.$ resp. $\left.\mathfrak{C}_{X_{z \times \mathbf{S}} / \mathbf{S}}^{k}\right)$ is a left (resp. right) module over $\mathscr{R}_{(X, \bar{X}), \mathbf{S}}$ defined above.

The regularity of distributions with respect to $T$ is useful in order to get the following:
-- The restriction to any subvariety $T^{\prime}$ of an object of $\mathfrak{D b}_{X_{z} \times T / T}^{k}$ is well defined and is an object of $\mathfrak{D} \mathfrak{b}_{X_{p} \times T^{\prime} / T^{\prime}}^{k}$. In particular, if $T^{\prime}$ is reduced to a point, we get a ordinary distribution on $X_{\mathbb{R}}$.

When $T=\mathbf{S}$, if $p(z)$ is any nonzero polynomial, then

$$
\begin{equation*}
u \in \mathfrak{D b}_{X z \times \mathbf{S} / \mathbf{S}}^{k}(W) \text { and } p(z) \cdot u=0 \Longrightarrow u=0 \tag{0.5.1}
\end{equation*}
$$

## Examples 0.5.2

(1) If $T$ is the Euclidean space $\mathbb{R}^{p}$ and $\Delta_{T}$ is the Laplacian on it, the subsheaf Ker $\Delta_{T}$ of $T$-harmonic distributions in $\mathfrak{D b}_{X_{¥ \times T}}$ is contained in $\mathfrak{D b}_{X_{-\times T / T}}^{k}$ for any $k$.
(2) If $\Omega$ is an open set in $\mathbb{C}$ with coordinate $z$, the sheaf $\mathfrak{D b}_{X_{F} \times \Omega}^{\mathrm{an}} \stackrel{\text { def }}{=} \operatorname{Ker} \bar{\partial}_{z}$ of distributions on $X_{\mathbb{R}} \times \Omega$ which are holomorphic with respect to $z$ is contained in $\mathfrak{D b}_{X_{叉} \times \Omega / \Omega}^{k}$ for any $k$. We will also denote by $\mathscr{C}_{X \neq \times \Omega}^{\infty, a n}$ the sheaf of $C^{\infty}$ functions on $X_{\mathbb{R}} \times \Omega$ which are holomorphic with respect to $z$ and by $\mathscr{C}_{\mathscr{X} \mid \mathrm{S}}^{\infty, \text { an }}$ the restriction to $\mathbf{S}$ of $\mathscr{C}_{\mathscr{X}}^{\infty, \text { an }}$.
(3) Let $X=D$ be the open disc of radius 1 and coordinate $t$. Set $\Omega=\mathbb{C} \backslash\left(-\mathbb{N}^{*}\right)$. For each $\ell \in \mathbb{N}$,

$$
U_{\ell} \stackrel{\text { def }}{=} \frac{|t|^{2 s}|\log t \bar{t}|^{\ell}}{\ell!}
$$

defines a global section of $\mathfrak{D} \mathfrak{b}_{X \times \Omega}$ an (variable $s$ on $\Omega$ ). The order of $U_{\ell}$ is finite on any domain $\Omega \cap\{\operatorname{Re} s \geqslant-N\}, N>0$. If we set $U_{\ell}=0$ for $\ell<0$, we have

$$
t \partial_{t} U_{\ell}=\bar{t} \partial_{\bar{t}} U_{\ell}=s U_{\ell}+U_{\ell-1}
$$

(4) Let $X$ be as above. For $z \in \mathbf{S}, t \in X$ and $\ell \geqslant 1, z / \bar{t}^{\ell}-1 / z t^{\ell}$ is purely imaginary, so that the function $e^{z / t^{t}-1 / z t^{t}}$ defines a distribution on $X_{\mathbb{R}} \times \mathbf{S}$. This distribution is a section of $\mathfrak{D} \mathfrak{b}_{X_{k} \times \mathbf{S} / \mathbf{S}}^{0}$ (it is even a section of $\mathfrak{D} \mathfrak{b}_{X=\times \mathbf{S} / \mathbf{s}}^{1}$ if $\ell=1$ ).

Let us denote by $\mathscr{C}_{X \times S}^{a n, k}$ the subsheaf of $\mathscr{C}_{X \times S}^{k}$ of functions which are holomorphic with respect to $X$. We then have:
Lemma 0.5.3 (Dolbeault-Grothendieck). $\quad \operatorname{Ker}\left[\bar{\partial}_{X}: \mathfrak{D b}_{X_{E \times \times} / \mathbf{S}}^{k} \rightarrow \mathfrak{D b}_{X_{2 \times \times}}^{(0,1), k / \mathbf{S}}\right]=$ $\mathscr{C}_{X \times S}^{\mathrm{an}, k}$.

In the following, we will only use the continuity property with respect to $\mathbf{S}$, and we will denote by $\mathfrak{D b}_{X_{F} \times \mathbf{s} / \mathbf{s}}$ the sheaf $\mathfrak{D b}_{X=\times \mathbf{s} / \mathbf{s}}^{0}$.
0.6. Spencer and de Rham. - The de Rham complex (of $\mathscr{O}$. ) will be usually shifted by $n=\operatorname{dim} X$, with differential $(-1)^{n} d$. We will denote it by $\left(\Omega_{\mathscr{X}}^{n+\bullet},(-1)^{n} d\right)$.

Given any $k \geqslant 0$, the contraction is the morphism

$$
\begin{align*}
\omega_{\mathscr{X}}: \otimes_{\mathscr{X}} \wedge^{k} \Theta_{\mathscr{X}} & \longrightarrow \Omega_{\mathscr{X}}^{n-k} \\
\omega \otimes \xi & \mapsto \varepsilon(n-k) \omega(\xi \wedge \cdot) . \tag{0.6.1}
\end{align*}
$$

The Spencer complex $\left(\mathrm{Sp}_{\mathscr{X}}^{\bullet}\left(\mathscr{O}_{\mathscr{X}}\right), \delta\right)$ is the complex $\mathscr{R}_{\mathscr{X}} \otimes_{\mathcal{O}_{\mathscr{X}}} \wedge^{-\bullet} \Theta_{\mathscr{X}}($ with $\bullet \leqslant 0)$ of locally free left $\mathscr{R}_{\mathscr{X}}$-modules of finite rank, with differential $\delta$ given by

$$
\begin{aligned}
P \otimes \xi_{1} \wedge \cdots \wedge \xi_{k} \stackrel{\delta}{\longmapsto} & \sum_{i=1}^{k}(-1)^{i-1} P \xi_{i} \otimes \xi_{1} \wedge \cdots \wedge \widehat{\xi}_{i} \wedge \cdots \wedge \xi_{k} \\
& +\sum_{i<j}(-1)^{i+j} P \otimes\left[\xi_{i}, \xi_{j}\right] \wedge \xi_{1} \wedge \cdots \wedge \widehat{\xi}_{i} \wedge \cdots \wedge \widehat{\xi}_{j} \wedge \cdots \wedge \xi_{k}
\end{aligned}
$$

It is locally isomorphic to the Koszul complex $K\left(\mathscr{R}_{\mathscr{X}}, \cdot \partial_{x_{1}}, \ldots, \cdot \partial_{x_{n}}\right)$. It is a resolution of $\mathscr{O}_{\mathscr{X}}$ as a left $\mathscr{R}_{\mathscr{X}}$-module. Under the contraction (0.6.1)

$$
\omega_{\mathscr{X}}{\underset{O}{O} \mathscr{X}}_{\otimes}^{\wedge^{k}} \Theta_{\mathscr{X}} \xrightarrow{\sim} \Omega_{\mathscr{X}}^{n-k}
$$

the complex $\left(\omega_{\mathscr{X}} \otimes_{\mathscr{R}}, \mathrm{Sp}_{\mathscr{X}}^{\cdot}\left(\mathscr{O}_{\mathscr{X}}\right), \delta\right)=\left(\omega_{\mathscr{X}} \otimes_{O_{\mathscr{X}}} \wedge^{-\bullet} \Theta_{\mathscr{X}}, \delta\right)$ is identified with the complex $\left(\Omega_{\mathscr{X}}^{n+},(-1)^{n} d\right)$.

Similarly, putting as above $n=\operatorname{dim} X$, the complex $\left(\Omega_{\mathscr{X}}^{n+} \bullet \otimes_{\sigma_{X}} \mathscr{R}_{\mathscr{X}}, \nabla\right)$, with differential $\nabla$ given by

$$
\omega_{n+\ell} \otimes P \xrightarrow{\nabla}(-1)^{n} d \omega_{n+\ell} \otimes P+(-1)^{\ell} \omega_{n+\ell} \wedge \nabla P,
$$

is a resolution of $\omega_{\mathscr{X}}$ as a right $\mathscr{R}_{\mathscr{X}}$-module. We will use the notation $\Omega_{\mathscr{X}}^{-k}$ for $\wedge^{k} \Theta_{\mathscr{X}}$.
Let us denote by $\left(\mathscr{O}_{\mathscr{X}}^{(n+\bullet \cdot 0)},(-1)^{n} d^{\prime}\right)$ the complex $\mathscr{C}_{\mathscr{X}}^{\infty, \text { an }} \otimes_{O_{\mathscr{X}}} \Omega_{\mathscr{X}}^{n+\bullet}$ with the differential induced by $(-1)^{n} d$ (here, we assume $n+\bullet \geqslant 0$; recall that the exponent an means "holomorphic with respect to $z$ "). More generally, let $\mathscr{E}_{\mathscr{X}}^{(n+p, q)}=\mathscr{E}_{\mathscr{X}}^{(n+p, 0)} \wedge \pi^{*} \mathscr{E}_{X}^{(0, q)}$ (the antiholomorphic part does not produce new poles or zeros along $z=0$ ) and let $d^{\prime \prime}$ be the usual antiholomorphic differential. For any $p$, the complex $\left(\mathscr{E}_{\mathscr{R}}^{(n+p \cdot \bullet)}, d^{\prime \prime}\right)$ is a resolution of $\Omega_{\mathscr{X}}^{n+p}$. We thercfore have a complex $\left(\mathscr{E}_{\mathscr{X}}^{n+\bullet},(-1)^{n} d\right)$, which is the single complex associated to the double complex $\left(\mathscr{E}_{\mathscr{X}}^{(n+\bullet \bullet)},(-1)^{n} d^{\prime}, d^{\prime \prime}\right)$.

In particular, we have a natural quasi-isomorphism of complexes of right $\mathscr{R}_{\mathscr{X}}$ modules:

$$
\left(\Omega_{\mathscr{X}}^{n+} \cdot \otimes_{G_{\mathscr{X}}} \mathscr{R}_{\mathscr{X}}, \nabla\right) \xrightarrow{\sim}\left(\mathscr{E}_{\mathscr{X}}^{n+} \cdot \otimes_{\sigma_{\mathscr{X}}} \mathscr{R}_{\mathscr{X}}, \nabla\right)
$$

by sending holomorphic $k$-forms to ( $k, 0$ )-forms. Remark that the terms of these complexes are flat over $\mathscr{O} \mathscr{X}$.
0.7. Left and right. - At some places in this paper, it is simpler to work with right $\mathscr{R}_{\mathscr{X}}$-modules. The correspondence between both points of view is analogous to that for $\mathscr{D}_{X}$-modules. Any left $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}^{l}$ gives rise to a right one $\mathscr{M}^{r}$ by putting (cf. [10] for instance) $\cdot \mathscr{M}^{r}=\omega_{\mathscr{X}} \otimes_{O_{\mathscr{X}}} \cdot \mathscr{U}^{l}$ and, for any vector field $\xi$,

$$
(\omega \otimes m) \cdot \xi=\omega \xi \otimes m-\omega \otimes \xi m
$$

Conversely, put $\mathscr{M}^{l}=\mathscr{H}$ orn $_{\mathscr{x}}\left(\omega_{\mathscr{X}}, \mathscr{M}^{r}\right)$, which has in a natural way the structure of a left $\mathscr{R}_{\mathscr{X}}$-module. The natural morphisms

$$
\mathscr{M}^{l} \longrightarrow \mathscr{H}_{0} m_{\mathscr{O}}\left(\omega_{\mathscr{X}}, \omega_{\mathscr{X}} \otimes_{\sigma_{\mathscr{X}}} \cdot \mathscr{M}^{l}\right), \quad \omega_{\mathscr{X}} \otimes_{\sigma_{\mathscr{P}}}{\mathscr{H} \circ m_{\mathscr{O}}}\left(\omega_{\mathscr{X}}, \mathscr{M}^{r}\right) \longrightarrow, \mathscr{M}^{r}
$$

are isomorphisms of $\mathscr{R}_{\mathscr{X}}$-modules.

If $\mathscr{M}, \mathscr{N}$ are two left $\mathscr{R}_{\mathscr{X}}$-modules, we have a natural isomorphism of sheaves of $\mathbb{C}$-vector spaces

$$
\begin{align*}
\mathscr{N}^{r} \otimes \mathscr{K}_{\mathscr{X}} \mathscr{M} & \sim \mathscr{M}^{r} \otimes \mathscr{R}, \boldsymbol{N}  \tag{0.7.1}\\
(\omega \otimes n) \otimes m & \mapsto(\omega \otimes m) \otimes n,
\end{align*}
$$

which is functorial in $\mathscr{M}$ and in $\mathscr{N}$.
We note that $\omega_{\mathscr{X}} \otimes_{\mathcal{O}_{\mathscr{P}}} \mathscr{R}_{\mathscr{X}}$ has therefore two structures of right $\mathscr{R}_{\mathscr{X}}$-module, denoted by $\cdot_{r}$ and ${ }_{t}$ :

$$
(\omega \otimes P) \cdot{ }_{r} Q=\omega \otimes(P Q) \quad \text { and } \quad(\omega \otimes P) \cdot{ }_{t} \xi=\omega \cdot \xi \otimes P-\omega \otimes \xi P
$$

for $P, Q$ local sections of $\mathscr{R}_{\mathscr{X}}$ and $\xi$ a local section of $\Theta_{\mathscr{X}}$. Recall (cf. [56, Lemme 2.4.2]) that there is a unique involution $\iota: \omega_{\mathscr{X}} \otimes_{\sigma_{\mathscr{O}}} \mathscr{R}_{\mathscr{X}} \rightarrow \omega_{\mathscr{X}} \otimes \sigma_{\mathscr{X}} \mathscr{R}_{\mathscr{X}}$ which is the identity on $\omega_{\mathscr{X}} \otimes 1$ and exchanges both structures: it is given by $\omega \otimes P \mapsto(\omega \otimes 1) \cdot{ }_{t} P$.

In particular, the isomorphism of right $\mathscr{R} \mathscr{x}^{x}$-modules

$$
\begin{aligned}
& \omega_{\mathscr{X}} \otimes \sigma_{\mathscr{X}}\left(\mathscr{R}_{\mathscr{X}} \otimes \sigma_{\mathscr{X}} \wedge^{k} \Theta_{\mathscr{X}}\right) \stackrel{\iota}{\sim} \Omega_{\mathscr{X}}^{n-k} \otimes \sigma_{\mathscr{H}} \mathscr{R}_{X} \\
& {[\omega \otimes(1 \otimes \xi)]{ }_{t} P } \longmapsto(\varepsilon(n-k) \omega(\xi \wedge \cdot)) \otimes P
\end{aligned}
$$

where the right structure of the right-hand term is the trivial one and that of the left-hand term is nothing but that induced by the left structure after going from left to right, induces an isomorphism of complexes of right $\mathscr{R} \boldsymbol{F}$-modules

$$
\begin{equation*}
\iota: \omega_{\mathscr{X}} \mathscr{O}_{\mathscr{O}}^{\otimes}\left(\mathrm{Sp}_{\mathscr{X}}^{\cdot}\left(\mathscr{O}_{\mathscr{X}}\right), \delta\right) \xrightarrow{\sim}\left(\Omega_{\mathscr{X}}^{n+\cdot} \otimes_{O_{\mathscr{X}}} \mathscr{R}_{\mathscr{X}}, \nabla\right) . \tag{0.7.2}
\end{equation*}
$$

Similarly, if $\mathscr{U}$ is any left $\mathscr{R}_{\mathscr{Y}}$-module and $\mathscr{U}^{r}=\omega_{\mathscr{X}} \otimes_{\mathscr{O}} \cdot \mathscr{U}$ is the associated right $\mathscr{R}_{\mathscr{X}}$-module, there is an isomorphism

$$
\begin{align*}
& \mathscr{M}^{r} \otimes_{\mathscr{R}_{\mathscr{X}}}\left(\mathrm{Sp}_{\mathscr{X}}^{\cdot}\left(\mathscr{O}_{\mathscr{X}}\right), \delta\right) \simeq\left(\omega_{\mathscr{X}} \otimes_{0}, \mathscr{M} \otimes_{0,} \wedge^{-\bullet} \Theta_{\mathscr{X}}, \delta\right)  \tag{0.7.3}\\
& \xrightarrow{\sim}\left(\Omega_{\mathscr{X}}^{n+} \otimes \sigma_{0}, \mathbb{K} \cdot \nabla\right) \simeq\left(\Omega_{\mathscr{O}}^{n+\bullet} \mathscr{O}_{\mathscr{O}} \mathscr{R}_{X}, \nabla\right) \otimes_{\mathscr{R}_{\mathscr{R}}} \cdot \mathbb{M}
\end{align*}
$$

given on $\omega_{\mathscr{X}} \otimes_{\mathcal{O}_{X}} \cdot \mathscr{M} \otimes_{\mathcal{O}_{\mathscr{X}}} \wedge^{k} \Theta_{\mathscr{X}}$ by

$$
\omega \otimes m \otimes \xi \longmapsto \varepsilon(n-k) \omega(\xi \wedge \bullet) \otimes m .
$$

In the same vein, let $\mathscr{M}$ be a left $\mathscr{K} \mathscr{\mathscr { X }}$-module. Then $\mathscr{M} \otimes \otimes_{\mathscr{F}} \mathscr{R} \mathscr{X}$ has the structure of a left and of a right $\mathscr{R}_{\mathscr{X}}$-module: $\xi \cdot(m \otimes P)=(\xi m) \otimes P+m \otimes \xi P$, and $(m \otimes P) \cdot \xi=$ $m \otimes(P \xi)$ for any local vector ficld $\xi$. Similarly, $\mathscr{R} \otimes \otimes \otimes_{\mathscr{P}} \cdot \mathscr{U}$ also has such a structure: $\xi \cdot(P \otimes m)=(\xi P) \otimes m$ and $(P \otimes m) \cdot \xi=P \xi \otimes m-P \otimes \xi m$.

Then, there exists a unique isomorphism

$$
\begin{equation*}
\mathscr{M} \otimes_{\theta, M}, R_{X} \xrightarrow{\sim} \mathscr{R}_{x} Q_{\theta, \ldots} \tag{0.7.4}
\end{equation*}
$$

of left and right $\mathscr{R} \mathscr{X}$-modules, which induces the identity on $\mathscr{M} \otimes 1=1 \otimes \mathscr{M}$. If $\xi$ is any local vector field, this isomorphism is given by

$$
m \otimes \xi=(m \otimes 1) \xi \longmapsto(1 \otimes m) \xi=\xi \otimes m-1 \otimes \xi m
$$

0.8. Let $D$ be an open disc centered at the origin in $\mathbb{C}$ with complex coordinate $t$. We assume that it has radius $\leqslant 1$ (this will be always the case later on, as we can reduce the size of the disc). The logarithm $L(t)$ is defined as

$$
\mathrm{L}(t)=\left.|\log | t\right|^{2} \mid=-\log (t \bar{t})
$$

It satisfies, for any $k \in \mathbb{R}$,

$$
\begin{equation*}
\mathrm{L}(t)^{k} t \frac{\partial\left(\mathrm{~L}(t)^{-k}\right)}{\partial t}=\mathrm{L}(t)^{k \cdot} \bar{t} \frac{\partial\left(\mathrm{~L}(t)^{-k}\right)}{\partial \bar{t}}=k \mathrm{~L}(t)^{-1} \tag{0.8.1}
\end{equation*}
$$

0.9. Let $\alpha=\alpha^{\prime}+i \alpha^{\prime \prime}$ be a complex number with $\alpha^{\prime}=\operatorname{Re}(\alpha), \alpha^{\prime \prime}=\operatorname{Im}(\alpha)$. For $z \in \mathbb{C}$, put

$$
\begin{equation*}
\alpha \star z=\alpha z+i \alpha^{\prime \prime}(z-1)^{2} / 2=\alpha^{\prime} z+i \alpha^{\prime \prime}\left(z^{2}+1\right) / 2 \tag{0.9.1}
\end{equation*}
$$

The following properties are casily verified:
$\alpha \mapsto \alpha \star z$ is $\mathbb{R}$-linear;
for $z \neq 0$, the expression

$$
\frac{\alpha \star z}{z}=\alpha^{\prime}+i \alpha^{\prime \prime}(z+1 / z) / 2
$$

is "real" in the sense of the conjugation defined in $\S 1.5 . a$, i.e., is invariant when we replace $i$ with $-i$ and $z$ with $-1 / z$ : indeed, using this notion of conjugation, it is the "real" part of $\alpha^{\prime}+i z \alpha^{\prime \prime}$, namely $\frac{1}{2}\left[\left(\alpha^{\prime}+i z \alpha^{\prime \prime}\right)+\left(\overline{\alpha^{\prime}+i z \alpha^{\prime \prime}}\right)\right]$ :

- if $\alpha^{\prime \prime}=0$ or if $z_{0}= \pm i$, we have $\left(\alpha \star z_{0}\right) / z_{o}=\alpha^{\prime}$;
… We have $\alpha \star z_{o}=0$ if and only if one of the following properties is satisfied:
(1) $\alpha=0$,
(2) $\alpha \neq 0$ is real (i.e., $\alpha^{\prime \prime}=0$ and $\left.\alpha^{\prime} \neq 0\right)$ and $z_{o}=0$,
(3) $\alpha \neq 0$ is not real (i.e., $\left.\alpha^{\prime \prime} \neq 0\right)$ and $z_{o}=i\left(\left(\alpha^{\prime} / \alpha^{\prime \prime}\right) \pm \sqrt{1+\left(\alpha^{\prime} / \alpha^{\prime \prime}\right)^{2}}\right)$ (in particular $\left.z_{o} \in i \mathbb{R}^{*}\right)$;
in particular,

$$
\alpha \star z_{o}=0 \text { and } \alpha \neq 0 \Longrightarrow\left\{\begin{array}{l}
z_{0} \in i \mathbb{R} \\
z_{o}= \pm i \Longleftrightarrow \alpha \text { is purely imaginary. }
\end{array}\right.
$$

Let $A \subset \mathbb{C}$ be a finite subset and put $\Lambda=A+\mathbb{Z}$. A complex number $z_{o} \in \Omega_{0}$ is singular with respect to $\Lambda$ if there exist $\alpha_{1}, \alpha_{2} \in \Lambda \cup \mathbb{Z}$ such that $\alpha_{1} \neq \alpha_{2}$ and $\left(\alpha_{1}-\alpha_{2}\right) \star z_{0}=0$. Such a $z_{o}$ is purely imaginary. The set of nonzero $\Lambda$-singular complex numbers is discrete in $i \mathbb{R}^{*}$, and 0 is its only possible limit point in $i \mathbb{R}$. It is reduced to $\{0\}$ if $\Lambda \subset \mathbb{R}$. We denote it by $\operatorname{Sing}(\Lambda)$.

For $z_{o} \in \Omega_{0}$, denote $\zeta_{o}=\operatorname{Im} z_{o}$ and set $\ell_{z_{o}}(\alpha)=\alpha^{\prime}-\zeta_{o} \alpha^{\prime \prime}=\operatorname{Re}\left(\alpha^{\prime}+i z_{o} \alpha^{\prime \prime}\right)$ (where Re is taken in the usual sense). The following lemma will be useful:

Lemma 0.9.2. - Fix $z_{o} \in \Omega_{0}$. If $\ell_{z_{o}}(\alpha)=0$, then $\alpha \star z_{o}=0 \Rightarrow \alpha=0$.

Proof. - Assume first that $z_{o}=0$. The hypothesis is that $\alpha^{\prime}=0$. We then have $\alpha \star z_{o}=i \alpha^{\prime \prime} / 2$.

Assume now that $z_{o} \neq 0$. The hypothesis is that $\alpha^{\prime}=\zeta_{o} \alpha^{\prime \prime}$ and we have

$$
\frac{\alpha \star z_{o}}{z_{o}}=\alpha^{\prime \prime}\left(\zeta_{o}+i\left(z_{o}+1 / z_{o}\right) / 2\right)
$$

If $\alpha^{\prime \prime} \neq 0$, this could vanish only if $z_{o}+1 / z_{o}$ is purely imaginary, hence only if $z_{o}$ is so, $i . e ., 0 \neq z_{o}=i \zeta_{o}$; but we would have $0=\zeta_{o}+i\left(z_{o}+1 / z_{o}\right) / 2=\left(\zeta_{o}+1 / \zeta_{o}\right) / 2$ with $\zeta_{o} \in \mathbb{R}^{*}$, impossible.

## CHAPTER 1

## COHERENT AND HOLONOMIC $\mathscr{R}_{\mathscr{y}}$-MODULES

### 1.1. Coherent and good $\mathscr{R} \mathscr{X}$-modules

1.1.a. The ring $R_{X}$ is equipped with a natural increasing filtration (locally given by the total degree in $\partial_{x_{i}}$ ) and the associated graded object is naturally identified with the sheaf

$$
\mathscr{O}_{X}[z][T X] \stackrel{\text { def }}{=} p_{*} \mathscr{O}_{\mathbb{P}\left(T^{*} X \oplus \mathbf{1}\right)}(* \infty)[z],
$$

where $p$ is as in $\S 0.2$. By usual arguments, it follows that $R_{X}$ is a coherent sheaf of rings on $X$.

Analogous results hold for $\mathscr{R}_{\mathscr{X}}$, which is a coherent sheaf of rings on $\mathscr{X}$, by replacing $\mathscr{O}_{X}[z]$ with $\mathscr{O}_{\mathscr{X}}$.

We can identify the restriction $\mathscr{R}_{\mathscr{P}^{\circ}}$ with the sheaf of relative differential operators $\mathscr{D}_{\mathscr{X}^{\circ} / \mathbb{C}^{*}}$ by

$$
\partial_{x_{i}} \in \mathscr{R}_{\mathscr{X ^ { \circ }}} \longmapsto \partial_{x_{i}}=z^{-1} \partial_{x_{i}} \in \mathscr{D}_{\mathscr{F}^{\circ} / / \mathbb{C}^{*}} .
$$

It follows in particular that, for any $z_{o} \neq 0$ and any coherent $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$, the cohomology modules of the complex of $\mathscr{R}_{\mathscr{X}}$-modules $L i_{z_{0}}^{*} \cdot \mathscr{M} \stackrel{\text { def }}{=}\left\{\mathscr{M} \xrightarrow{z-z_{0}} \mathscr{M}\right\}$ are coherent $\mathscr{D}_{X}$-modules. Following [62], we put

$$
\Xi_{\mathrm{Dol}}(\mathscr{M}) \stackrel{\text { def }}{=} \mathscr{M} / z \cdot \mathscr{M} \text { and } \Xi_{\mathrm{DR}}(\mathscr{M}) \stackrel{\text { def }}{=} \mathscr{M} /(z-1) \mathscr{M} .
$$

Then $\Xi_{\mathrm{Dol}}(\mathscr{M})$ is a coherent $\mathscr{O}_{X}[T X]$-module and $\Xi_{\mathrm{DR}}(\mathscr{M})$ is a coherent $\mathscr{D}_{X}$-module.
We note that the datum of a left $\mathscr{D}_{X}$-module $M$ is equivalent to the datum of a $\mathscr{O}_{X}$-module $M$ equipped with a flat connection $\nabla: M \rightarrow \Omega_{X}^{1} \otimes_{\mathscr{O}_{X}} M$. Similarly, the datum of a (left) $\mathscr{O}_{X}[T X]$-module $M$ is equivalent to that of a $\mathscr{O}_{X}$-module $M$ equipped with a $\mathscr{O}_{X}$-linear morphism $\theta: M \rightarrow \Omega_{X}^{1} \otimes_{\mathscr{O}_{X}} M$ satisfying the Higgs condition $\theta \wedge \theta=0$.
1.1.b. De Rham and Dolbeault complexes. - Recall that the de Rham complex $\operatorname{DR}(M)$ of a left $\mathscr{O}_{X}$-module $M$ is the complex $\Omega_{X}^{n+\bullet} \otimes_{\mathscr{O}_{X}} M$ with differential

$$
\nabla\left(\omega_{n+k} \otimes m\right)=(-1)^{n} d \omega_{n+k} \otimes m+(-1)^{k} \omega_{n+k} \wedge \nabla m
$$

Similarly, the Dolbeault complex $\operatorname{Dol}(M)$ of a $\mathscr{O}_{X}[T X]$-module $M$ is the complex $\Omega_{X}^{n+\bullet} \otimes \mathscr{\theta}_{X} M$ with differential $(-1)^{\bullet} \wedge \theta$ (i.e., $(-1)^{n} \theta \wedge$ when putting the forms on the right).

Let now $\mathscr{M}$ be a left $\mathscr{R}_{\mathscr{X}}$-module. Its de Rham complex $\mathrm{DR}(\cdot \mathscr{M})$ is $\Omega_{\mathscr{X}}^{n+} \cdot \otimes_{\mathcal{O}_{\mathscr{X}}} \cdot \mathscr{M}$ with differential

$$
\nabla\left(\omega_{n+k} \otimes m\right)=(-1)^{n} d \omega_{n+k} \otimes m+(-1)^{k} \omega_{n+k} \wedge \nabla m
$$

As DR $\cdot \mathscr{M}$ is a complex of $\mathscr{O}_{\Omega_{0}-}$ modules, we have $\boldsymbol{L} i_{z_{z_{o}}}^{*}(\mathrm{DR} \cdot \mathscr{M})=\operatorname{DR}\left(\boldsymbol{L} i_{z_{0}}^{*} \cdot \mathscr{M}\right)$ if $z_{o} \neq 0$ and $\boldsymbol{L} i_{0}^{*}(\mathrm{DR}, \mathscr{M})=\operatorname{Dol}\left(\boldsymbol{L} i_{0}^{*} \mathscr{M}\right)$.

The de Rham complex $\operatorname{DR}(\mathscr{M})$ of a left $\mathscr{R}_{\mathscr{X}}$-module is also equal to the complex $\left(\Omega_{\mathscr{X}}^{n+} \bullet \otimes_{U_{\mathscr{X}}} \mathscr{R}_{\mathscr{X}}, \nabla\right) \otimes_{\mathscr{R} \mathscr{X}} \mathscr{M}$.

We define the de Rham complex of a right $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{N}$ as $\mathscr{N} \otimes_{\mathscr{R}_{\mathscr{X}}} \mathrm{Sp}_{\mathscr{X}}^{*}\left(\mathscr{O}_{\mathscr{X}}\right)$.
Using (0.7.3), we have a functorial isomorphism $\operatorname{DR}\left(\mathscr{M}^{r}\right) \xrightarrow{\sim} \mathrm{DR}(\mathscr{M})$ for any left $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$.
1.1.c. The sheaf $\mathscr{R}_{\mathscr{X}}$ comes equipped with an increasing filtration by locally free $\mathscr{O}_{\mathscr{X}}$-submodules, indexed by the order in $\mathscr{\partial}_{x_{1}}, \ldots, \mathscr{\partial}_{x_{n}}$. We can therefore define, as usual, the notion of a good filtration on a $\mathscr{R}_{\mathscr{X}}$-module. Following [59], we say that a $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$ is good if, for any compact subset $\mathscr{K} \subset \mathscr{X}$, there exists in a neighbourhood of $\mathscr{K}$, a finite filtration of $\mathscr{M}$ by $\mathscr{R} \mathscr{X}$-modules such that all successive quotients have a good $\mathscr{R}_{\mathscr{X}}$-filtration. This implies that $\mathscr{M}$ is coherent.

### 1.2. The involutivity theorem

Let $\mathscr{M}$ be a coherent $\mathscr{R} \mathscr{X}$-module. The support in $T^{*} X \times \Omega_{0}$ of the graded module associated to any local good filtration of $\mathscr{M}$ does not depend on the choice of such a good filtration and is defined globally (see e.g., [6. Prop. A:III.3.21]): this is the characteristic variety Char $\mathscr{M}$ of $\mathscr{M}$.

For any $z_{o} \neq 0$, denote by $\operatorname{Char}_{z_{o}}(\mathscr{U})$ the union of the characteristic varieties of the cohomology $\mathscr{D}_{X}$-modules of $L i_{z_{0}}^{*} \cdot \mathscr{M}$. There is a natural inclusion Char $z_{o}(\mathscr{M}) \subset$ Char $\mathscr{M} \cap\left(T^{*} X \times\left\{z_{o}\right\}\right)$.

Let $\Sigma(\mathscr{M}) \subset T^{*} X$ be the support of $\Xi_{\text {Dol }}(\mathscr{M})$. This is a kind of "characteristic variety", but can fail to be homogeneous with respect to the usual $\mathbb{C}^{*}$-action on $T^{*} X$.

It is possible to associate a multiplicity to each irreducible component of Char $\mathscr{M}$, $\operatorname{Char}_{z_{o}}(\mathscr{M})$ or $\Sigma(\mathscr{M})$ to get a characteristic cycle.

The definition of Char. $\mathscr{M}$, $\operatorname{Char}_{z_{o}}(\mathscr{M})$ or $\Sigma(\mathscr{M})$ extends to complexes: just take the union of characteristic varieties of the cohomology sheaves.

The support Supp. $\mathscr{M} \subset X$ is by definition the closure of the projection of Char $\mathscr{M}$ in $X$. This is the smallest closed subset $Z$ of $X$ such that $\mathscr{M}$ vanishes identically on $(X \backslash Z) \times \Omega_{0}$.

Definition 1.2.1. - A $\mathscr{R} \mathscr{X}$-module $\mathscr{M}$ is said to be strict if it has no $\mathscr{O}_{\Omega_{0}}$-torsion. A complex $\mathscr{M}^{\bullet}$ of $\mathscr{R}_{\mathscr{X}}$-modules is said to be strict if each of its cohomology modules is so. A morphism $\varphi: \mathscr{M} \rightarrow \mathscr{N}$ is strict if the corresponding complex is so, i.e., if $\operatorname{Ker} \varphi$ and Coker $\varphi$ are strict.

We note that, for a strict $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$, the restriction $L_{z_{0}}^{*} \mathscr{M}$ reduces to the degree 0 term $\mathscr{M} /\left(z-z_{o}\right) \cdot \mathbb{M}$.

## Lemma 1.2.2

(1) Let $\mathscr{M}$ be a $\mathscr{R}_{\mathscr{X}}$-module equipped with a finite increasing filtration $W \cdot \mathscr{M}$ by $\mathscr{R}_{\mathscr{X}}$-submodules. If each $\operatorname{gr}_{k}^{W} \cdot \mathscr{M}$ is strict, then $\mathscr{M}$ is strict.
(2) Let $\varphi: \mathscr{M} \rightarrow \mathscr{N}$ be a morphism of $\mathscr{R}_{\mathscr{X}}$-modules. We assume that $\mathscr{M}, \mathscr{N}$ have a finite filtration $W$ by $\mathscr{R}_{\mathscr{X}}$-submodules and that $\varphi$ is strictly compatible with $W$, i.e., satisfies $\varphi\left(W_{k} \cdot \mathscr{M}\right)=W_{k} \cdot \mathscr{N} \cap \varphi(\mathscr{M})$. If $\operatorname{gr}_{k}^{W} \varphi$ is strict for all $k$, then $\varphi$ is strict.

Proof. The first point is clear. Let us prove (2). By strict compatibility, the sequence

$$
0 \longrightarrow \operatorname{gr}_{k}^{W} \operatorname{Ker} \varphi \longrightarrow \operatorname{gr}_{k}^{W} \cdot \mathscr{M} \xrightarrow{\operatorname{gr}_{k}^{W} \varphi} \operatorname{gr}_{k}^{W} \cdot \mathscr{N} \longrightarrow \operatorname{gr}_{k}^{W} \operatorname{Coker} \varphi \longrightarrow 0
$$

is exact, putting on $\operatorname{Ker} \varphi$ and $\operatorname{Coker} \varphi$ the induced filtration. By strictness of $\operatorname{gr}_{k}^{W} \varphi$, and applying (1) to $\operatorname{Ker} \varphi$ and Coker $\varphi$, one gets (2).

Theorem 1.2.3. Let $\mathscr{M}$ be a strict coherent $\mathscr{R}_{\mathscr{X}}$-module. Then $\Sigma(\mathscr{M})$ and $\operatorname{Char}_{z_{o}}(\mathscr{M})\left(z_{o} \in \mathbb{C}^{*}\right)$ are involutive in $T^{*} X$, and Char. $\mathscr{M}$ is involutive in $T^{*} X \times \Omega_{0}$ (with respect to the Poisson bracket $z\{$,$\} ).$

Proof. - This is well-known for the characteristic varieties $\operatorname{Char}_{z_{0}}(\mathscr{M})$ and Char. $\mathscr{M}$ ([25], see also [6, A:III.3.25]). The proof of Gabber's involutivity theorem also applies to $\Sigma(\mathscr{M})$ because $\mathscr{M}$ is strict (indeed, $\mathscr{R}_{\mathscr{X}} / z^{2} \mathscr{R}_{\mathscr{X}}$ is a Gabber ring, in the sense of [6, A:III.3]).

The restriction of Char $\mathscr{M}$ over $\{z=0\}$ is not controlled by the involutivity theorem. However, the restriction to $\{z=0\}$ of components of Char. $\mathscr{M}$ for which the fibre at some $z_{o} \neq 0$ is Lagrangian is a union of irreducible conical Lagrangian closed analytic subsets of $T^{*} X$.

Definition 1.2.4. A $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$ is said to be holonomic if it is good and there exists a conical Lagrangian variety $\Lambda \subset T^{*} X$ such that the characteristic variety Char $\mathscr{M}$ is contained in $\Lambda \times \Omega_{0}$. A complex $\mathscr{M}^{\bullet}$ of $\mathscr{R}_{\mathscr{X}}$-modules is said to be holonomic if each of its cohomology module is so.

If $\mathscr{M}$ is holonomic, then any irreducible component of Char $\mathscr{M}$ is equal to $T_{Z}^{*} X \times \Omega_{0}$ or to $T_{Z}^{*} X \times\left\{z_{o}\right\}$ for some closed irreducible analytic subset $Z$ of $X$ and some $z_{o} \in \Omega_{0}$. In particular, the support of $\mathscr{M}$ is equal to the projection of Char $\mathscr{M}$ in $X$.

In an exact sequence $0 \rightarrow \mathscr{M}^{\prime} \rightarrow \mathscr{M} \rightarrow \mathscr{M}^{\prime \prime} \rightarrow 0$ of good $\mathscr{R}_{\mathscr{X}}$-modules, $\mathscr{M}$ is holonomic if and only if $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are so: indeed, we have $\operatorname{Char}(\mathscr{M})=\operatorname{Char}\left(\mathscr{M}^{\prime}\right) \cup$ Char( $\left.\mathscr{M}^{\prime \prime}\right)$.

Proposition 1.2.5 (Restriction to $z=z_{o}$ ). - If $\mathscr{M}$ is holonomic, then for any $z_{o} \neq 0$, the cohomology modules of $\boldsymbol{L}_{z_{0}}^{*} \cdot \mathscr{M}$ are holonomic $\mathscr{D}_{X}$-modules. Moreover, if $\mathscr{M}$ is strict, $\Sigma(\mathscr{M})$ is Lagrangian.

Proof. - Let $F_{\mathbf{0}} \mathscr{M}$ be a good filtration of $\mathscr{M}$ locally near a point of $X \times\left\{z_{o}\right\}$. It induces a good filtration $\left(F_{\bullet} \mathscr{M}\right) \cap\left(z-z_{o}\right) \mathscr{M}$ on the coherent $\mathscr{R}_{\mathscr{X}}$-submodule $\left(z-z_{o}\right) \mathscr{M}$ as well as on the coherent quotient $\mathscr{M} /\left(z-z_{0}\right) \cdot \mathscr{M}$, the graded module of which is a quotient of $\operatorname{gr}^{F} \mathscr{M} /\left(z-z_{0}\right) \operatorname{gr}^{F} \mathscr{M}$. Similarly, $\operatorname{gr}^{F}\left[\operatorname{Ker}\left(z-z_{o}\right)\right]$ is contained in the kernel of $z-z_{o}$ acting on $\operatorname{gr}^{F} \mathscr{M}$. This implies the first point. For $z_{o}=0$, we have

$$
\begin{aligned}
\operatorname{dim} X & \leqslant \operatorname{dim} \Sigma(\mathscr{M}) \quad(\Sigma(\mathscr{M}) \text { is involutive }) \\
& =\operatorname{dim} \operatorname{Supp} \operatorname{gr}^{F}(\mathscr{M} / z \mathscr{M}) \quad(\text { conservation of the dimension by grading }) \\
& \leqslant \operatorname{dim} \operatorname{Supp} \operatorname{gr}^{F} \cdot \mathscr{M} / z \operatorname{gr}^{F} \cdot \mathscr{M} \\
& \leqslant \operatorname{dim} X \quad(\mathscr{M} \text { is holonomic }) .
\end{aligned}
$$

The variety $\Sigma(\mathscr{M})$ is well-behaved in exact sequences only for strict objects in general. One has for instance

Proposition 1.2.6.-Let $0 \rightarrow \mathscr{M}^{\prime} \rightarrow \mathscr{M} \rightarrow \mathscr{M}^{\prime \prime} \rightarrow 0$ be an exact sequence of strict holonomic $\mathscr{R}_{\mathscr{X}}$-modules. Then $\Sigma(\mathscr{M})=\Sigma\left(\mathscr{M}^{\prime}\right) \cup \Sigma\left(\mathscr{M}^{\prime \prime}\right)$ and the corresponding Lagrangian cycles behave in an additive way.

Remark 1.2.7. - Analogous results hold for $R_{X}$-modules. We leave them to the reader.

Proposition 1.2.8. Let $\mathscr{M}$ be a strict coherent $\mathscr{R}_{\mathscr{X}}$-module, the characteristic variety of which is contained in the zero section $T_{X}^{*} X \times \Omega_{0}$. Then,
(1) $\mathscr{M}$ is $\mathscr{O}_{\mathscr{X}}$-coherent,
(2) $\mathscr{M}^{\circ}$ is locally (on $\mathscr{X}^{\circ}$ ) isomorphic to $\mathscr{O}_{\mathscr{X}}^{d}$ 。 equipped with its natural structure of left $\mathscr{R}_{\mathscr{X}^{\circ}}$-module, for some integer d,
(3) there exists a nowhere dense closed analytic subset $Z \subset X$ such that $\mathscr{M}$ is $\mathscr{O}_{\mathscr{X}}$-locally free on $\mathscr{X} \backslash \mathscr{Z}$.

Proof. - The first point is clear. As $\mathscr{M}^{\circ}$ is $\mathscr{O}_{\mathscr{X}}{ }^{\circ}$-coherent (hence good as a $\mathscr{R}_{\mathscr{X}^{\circ-}}$ module), the second point follows from [16, Theorem 2.23 (iii)] and strictness. The third point also follows from strictness.

Remark 1.2.9. - Under the assumption of Proposition 1.2.8, there exists locally on $X$ a vector bundle $E$ such that $\mathscr{M}^{\circ}=\pi^{\circ} E$ as a $\mathscr{O}_{\mathscr{X}}{ }^{\circ}$-module (indeed, if $U$ is any contractible Stein open set of $X$, any vector bundle on $U \times \mathbb{C}^{*}$ is topologically trivial, hence analytically trivial, by Grauert's theorem).

### 1.3. Examples

1.3.a. The twistor deformation of an irreducible flat connection to a Higgs bundle $[\mathbf{6 3}, \mathbf{6 4}]$. - Let $X$ be a projective manifold and let $(V, \nabla)$ be a flat holomorphic vector bundle on $X$. The construction explained in loc. cit. gives an example of (and in fact is a model for) a strict holonomic $\mathscr{R}_{\mathscr{X}}$-module. Let us recall the main definitions.

Let $D_{V}=D_{V}^{\prime}+D_{V}^{\prime \prime}$ be the flat connection on $H \stackrel{\text { def }}{=} \mathscr{C}_{X}^{\infty} \otimes_{\mathscr{O}_{X}} V$, so that $(V, \nabla)=$ (Ker $\left.D_{V}^{\prime \prime}, D_{V}^{\prime}\right)$, and let $h$ be a metric on $\left(H, D_{V}\right)$. There exist connections denoted $D_{E}^{\prime}$ (of type (1,0)) and $D_{E}^{\prime \prime}$ (of type ( 0,1 )), and a ( 1,0 )-form $\theta_{E}^{\prime}$ with values in $\operatorname{End}(H)$ such that, denoting by $\theta_{E}^{\prime \prime}$ the adjoint of $\theta_{E}^{\prime}$ with respect to $h$, we have, for any local sections $u, v$ of $H$,

$$
\begin{aligned}
d^{\prime} h(u, v)=h\left(D_{E}^{\prime} u, v\right)+h\left(u, D_{E}^{\prime \prime} v\right), \\
d^{\prime \prime} h(u, v)=h\left(D_{E}^{\prime \prime} u, v\right)+h\left(u, D_{E}^{\prime} v\right), \\
h\left(\theta_{E}^{\prime} u, v\right)=h\left(u, \theta_{E}^{\prime \prime} v\right), \\
D_{V}^{\prime}=D_{E}^{\prime}+\theta_{E}^{\prime}, \quad D_{V}^{\prime \prime}=D_{E}^{\prime \prime}+\theta_{E}^{\prime \prime} .
\end{aligned}
$$

These objects are uniquely defined by the previous requirements. We note that, by applying $d^{\prime}$ or $d^{\prime \prime}$ to each of the first three lines above, we see that $D_{E}^{\prime \prime 2}$ is adjoint to $D_{E}^{\prime 2}, D_{E}^{\prime \prime}\left(\theta_{E}^{\prime}\right)$ is adjoint to $D_{E}^{\prime}\left(\theta_{E}^{\prime \prime}\right)$ and $D_{E}^{\prime} D_{E}^{\prime \prime}+D_{E}^{\prime \prime} D_{E}^{\prime}$ is selfadjoint with respect to $h$.

The triple ( $H, D_{V}, h$ ) (or $(V, \nabla, h)$, or simply $h$, if $(V, \nabla)$ is fixed) is said to be harmonic if the operator $D_{E}^{\prime \prime}+\theta_{E}^{\prime}$ has square 0 . By looking at types, this is equivalent to

$$
D_{E}^{\prime \prime 2}=0, \quad D_{E}^{\prime \prime}\left(\theta_{E}^{\prime}\right)=0, \quad \theta_{E}^{\prime} \wedge \theta_{E}^{\prime}=0
$$

By adjunction, this implies

$$
D_{E}^{\prime 2}=0, \quad D_{E}^{\prime}\left(\theta_{E}^{\prime \prime}\right)=0, \quad \theta_{E}^{\prime \prime} \wedge \theta_{E}^{\prime \prime}=0
$$

Moreover, the flatness of $D_{V}$ implies then

$$
D_{E}^{\prime}\left(\theta_{E}^{\prime}\right)=0, \quad D_{E}^{\prime \prime}\left(\theta_{E}^{\prime \prime}\right)=0, \quad D_{E}^{\prime} D_{E}^{\prime \prime}+D_{E}^{\prime \prime} D_{E}^{\prime}=-\left(\theta_{E}^{\prime} \theta_{E}^{\prime \prime}+\theta_{E}^{\prime \prime} \theta_{E}^{\prime}\right)
$$

Let $E=\operatorname{Ker} D_{E}^{\prime \prime}: H \rightarrow H$. This is a holomorphic vector bundle equipped with a holomorphic $\operatorname{End}(E)$-valued 1-form $\theta_{E}^{\prime}$ satisfying $\theta_{E}^{\prime} \wedge \theta_{E}^{\prime}=0$. It is called a Higgs bundle and $\theta_{E}^{\prime}$ is its associated Higgs field.

Remark that $\theta_{E}^{\prime}: E \rightarrow E \otimes_{\mathscr{O}} \Omega_{X}^{1}$ can be regarded as a holomorphic map $\theta_{E}^{\prime}$ : $\Theta_{X} \rightarrow \operatorname{End}(E)$ satisfying $\left[\theta_{E}^{\prime}(\xi), \theta_{E}^{\prime}(\eta)\right]=0$ for any vector fields $\xi$, $\eta$, defining thus the structure of a $\mathscr{O}_{X}[T X]$-module on $E$. Its support in $T^{*} X$ is therefore a finite ramified covering of $X$.

The previous relations also imply that, if $z_{o}$ is any complex number, the operator $D_{E}^{\prime \prime}+z_{o} \theta_{E}^{\prime \prime}$ is a complex structure on $H$. Moreover, if $z_{o} \neq 0$, the holomorphic
bundle $V_{z_{o}}=\operatorname{Ker}\left(D_{E}^{\prime \prime}+z_{o} \theta_{E}^{\prime \prime}\right)$ is equipped with a flat holomorphic connection $\nabla_{z_{o}}=$ $D_{E}^{\prime}+z_{o}^{-1} \theta_{E}^{\prime}$. For $z_{o}=1$ we recover $(V, \nabla)$.

Consider the $\mathscr{C}_{\mathscr{X}}^{\infty, \text { an }}$-module $\mathscr{H}=\mathscr{C}_{\mathscr{X}}^{\infty, \text { an }} \otimes_{\pi^{-1} \mathscr{C}_{X}^{X}} \pi^{-1} H$, equipped with a $d^{\prime \prime}$ operator

$$
\begin{equation*}
D_{\mathscr{H}}^{\prime \prime}=D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime} \tag{1.3.1}
\end{equation*}
$$

This defines a holomorphic subbundle $\mathscr{H}^{\prime}$ (that is, a locally free $\mathscr{O} \mathscr{X}$-submodule such that $\mathscr{C}_{\mathscr{X}}^{\infty, \text { an }} \otimes_{\sigma_{\mathscr{X}}} \mathscr{H}^{\prime}=\mathscr{H}$ ), which is thus strict. Moreover, it has the natural structure of a good $\mathscr{R}_{\mathscr{X}}$-module, using the flat connection

$$
\begin{equation*}
D_{\mathscr{H}}^{\prime}=D_{E}^{\prime}+z^{-1} \theta_{E}^{\prime} \tag{1.3.2}
\end{equation*}
$$

One has $\Xi_{\mathrm{Dol}}\left(\mathscr{H}^{\prime}\right)=\left(E, \theta_{E}^{\prime}\right)$ and $\Xi_{\mathrm{DR}}\left(\mathscr{H}^{\prime}\right)=\left(V, D_{V}^{\prime}\right)$. Clearly, Char $\mathscr{H}^{\prime}$ is equal to $T_{X}^{*} X \times \Omega_{0}$ (take the trivial filtration). Then $\mathscr{H}^{\prime}$ is a strict holonomic $\mathscr{R}_{\mathscr{X}}$-module.

Remark. - The support $\Sigma \subset T^{*} X$ of a holomorphic Higgs bundle ( $E, \theta_{E}^{\prime}$ ) (regarded as a $\mathscr{O}_{X}[T X]$-module) coming from a harmonic flat bundle $\left(H, D_{V}, h\right)$ is Lagrangian in $T^{*} X$, after Proposition 1.2.5. More generally, any Higgs bundle $\left(E, \theta_{E}^{\prime}\right)$ on a projective manifold $X$ satisfies this property, without referring to the existence of a Hermite-Einstein metric (i.e., an associated flat harmonic bundle): indeed, restrict the standard holomorphic Liouville 1-form on $T^{*} X$ to $\Sigma$ and then lift it to a resolution $\widetilde{\Sigma}$ of the singularities of $\Sigma$, which is a projective manifold, as it is a finite ramified covering of $X$; by standard Hodge theory, the lifted form is closed, hence so is its restriction to the regular part $\Sigma^{\circ}$ of $\Sigma$; the restriction to $\Sigma^{\circ}$ of the canonical 2 -form on $T^{*} X$ is thus identically 0 on $\Sigma^{\circ}$.
1.3.b. Filtered $\mathscr{D}_{X}$-modules. - Let $(M, F)$ be a filtered holonomic $\mathscr{D}_{X}$-module and $R_{F} M$ the associated graded Rees module. Put $\mathscr{M}=\mathscr{O}_{\mathscr{X}} \otimes_{\mathscr{O}_{X}[z]} R_{F} M$. By construction, $\mathscr{M}$ has no $z$-torsion and thus is strict holonomic, because Char $\mathscr{M}=$ $\operatorname{Char}(M) \times \Omega_{0}$.
1.3.c. Variations of complex Hodge structures [63]. - Let $H=\oplus_{p \in \mathbb{Z}} H^{p, w-p}$ be a $C^{\infty}$ vector bundle on $X$, where $w \in \mathbb{Z}$ is fixed, equipped with a flat connection $D_{V}=D_{V}^{\prime}+D_{V}^{\prime \prime}$ and a flat nondegenerate Hermitian bilinear form $k$ such that the direct sum decomposition of $H$ is $k$-orthogonal, $(-1)^{p} i^{-w} k$ is a metric on $H^{p, w-p}$, i.e., $(-1)^{p} i^{-w} k$ is positive definite on the fibres of $H^{p, w-p}$ for each $p$, and

$$
\begin{aligned}
& D_{V}^{\prime}\left(H^{p, w-p}\right) \subset\left(H^{p, w-p} \oplus H^{p-1, w-p+1}\right) \otimes_{\mathscr{Q}_{X}} \Omega_{X}^{1} \\
& D_{V}^{\prime \prime}\left(H^{p, w-p}\right) \subset\left(H^{p, w-p} \oplus H^{p+1, w-p-1}\right) \otimes_{\sigma_{\bar{x}}} \Omega_{\bar{X}}^{1}
\end{aligned}
$$

where $\bar{X}$ denotes the complex conjugate manifold.
Let us denote by $D_{V}^{\prime}=D_{E}^{\prime}+\theta_{E}^{\prime}$ and $D_{V}^{\prime \prime}=D_{E}^{\prime \prime}+\theta_{E}^{\prime \prime}$ the corresponding decomposition. Then the metric $h$ defined as $(-1)^{p} i^{-w} k$ on $H^{p, w-p}$ and such that the direct
sum decomposition of $H$ is $h$-orthogonal is a harmonic metric and the objects $D_{E}^{\prime}$, $D_{E}^{\prime \prime}, \theta_{E}^{\prime}$ and $\theta_{E}^{\prime \prime}$ are the one associated with $\left(h, D_{V}\right)$ as in example 1.3.a.

Put $F^{p}=\oplus_{q \geqslant p} H^{q, w-q}$. This bundle is stable under $D_{V}^{\prime \prime}$. Let $F^{p} V=F^{p} \cap V$ be the corresponding holomorphic bundle. Consider on the Rees module $\oplus F^{p} z^{-p} \subset$ $H\left[z, z^{-1}\right]=H \otimes \mathbb{C}\left[z, z^{-1}\right]$ the holomorphic structure induced by $D_{V}^{\prime \prime}$. The holomorphic bundle corresponding to it is the Rees module $\oplus_{p} F^{p} V z^{-p}$ attached as in example 1.3.b to the filtered $\mathscr{D}_{X}$-module $\left(V, F^{\bullet} V\right)$ (put $F_{\bullet}=F^{-\bullet}$ to get an increasing filtration).

On the other hand, consider on $\mathbb{C}[z] \otimes \mathbb{C} H$ the holomorphic structure given by $D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$, as defined in example 1.3.a.

The natural $\mathbb{C}[z]$-linear map

$$
\begin{aligned}
& \mathbb{C}[z] \otimes_{\mathbb{C}} H \xrightarrow{\varphi} \mathbb{C}\left[z, z^{-1}\right] \otimes_{\mathbb{C}} H \\
& 1 \otimes\left(\oplus u_{p}\right) \longmapsto \sum u_{p} z^{-p}
\end{aligned}
$$

is an isomorphism onto $\oplus F^{p} z^{-p}$ and the following diagram commutes

\[

\]

showing that, in case of complex variation of Hodge structures, the construction of examples 1.3.a and 1.3.b are isomorphic.

### 1.4. Direct and inverse images of $\mathscr{R}_{\mathscr{X}}$-modules

1.4.a. Direct images of $\mathscr{R}_{\mathscr{X}}$-modules. - Let $f: X \rightarrow Y$ be a holomorphic map between analytic manifolds and denote also by $f: \mathscr{X} \rightarrow \mathscr{Y}$ the map trivially induced. As in the theory of $\mathscr{D}_{X}$-modules, one defines the sheaves $\mathscr{R} \mathscr{X} \rightarrow \mathscr{Y}$ and $\mathscr{R}_{\mathscr{Y}}-\mathscr{X}$ with their bimodule structure: the sheaf $\mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}=\mathscr{O}_{\mathscr{X}} \otimes_{f^{-1} \mathscr{O}_{\mathscr{Y}}} f^{-1} \mathscr{R}_{\mathscr{Y}}$ is a left-right ( $\mathscr{R}_{\mathscr{X}}, f^{-1} \mathscr{R}_{\mathscr{O}}$ )-bimodule when using the natural right $f^{-1} \mathscr{R} \mathscr{y}$-module structure and the usual twisted left $\mathscr{R}_{\mathscr{X}}$-module structure: for any section $\xi$ of the sheaf $\Theta_{\mathscr{X}}$ of vector fields on $\mathscr{X}$ tangent to the fibres of $\pi$ and vanishing at $z=0(c f . \S 0.3), T f(\xi)$ is a local section of $\mathscr{O}_{\mathscr{X}} \otimes_{f^{-1}} \mathscr{O}_{: y} \Theta_{\mathscr{Y}}$, hence acts by left multiplication on $\mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}$; put $\xi \cdot(\varphi \otimes P)=\xi(\varphi) \otimes P+T f(\xi)(\varphi \otimes P)$.

The sheaf $\mathscr{R}_{\mathscr{Y}} \leftarrow \mathscr{X}$ is obtained by using the usual left-right transformation (see e.g., $[\mathbf{1 0}]$ for details). Recall that, if $f$ is an embedding, the sheaves $\mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}$ and $\mathscr{R}_{\mathscr{y}} \leftarrow \mathscr{X}$ are locally free over $\mathscr{R}_{\mathscr{X}}$.

Let us denote by $\operatorname{Sp}_{\mathscr{X} \rightarrow \mathscr{Y}}^{\bullet}\left(\mathscr{O}_{\mathscr{X}}\right)$ the complex $\mathrm{Sp}_{\mathscr{X}}^{\bullet}\left(\mathscr{O}_{\mathscr{X}}\right) \otimes_{f^{-1} \mathscr{O}_{\mathscr{Y}}} f^{-1} \mathscr{R}_{\mathscr{Y}}$, where the left $\mathscr{R} \mathscr{X}$ structure for each term is twisted as above (recall that the Spencer complex
$\mathrm{Sp}_{\mathscr{X}}^{\boldsymbol{X}}\left(\mathscr{O}_{\mathscr{X}}\right)$ was defined in $\left.\S 0.6\right)$. Then $\mathrm{Sp}_{\mathscr{X} \rightarrow \mathscr{Y}}^{\boldsymbol{Y}}\left(\mathscr{O}_{\mathscr{X}}\right)$ is a resolution of $\mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}$ as a bimodule, by locally free left $\mathscr{R}_{\mathscr{X}}$-modules.

Examples 1.4.1.--For $f=\mathrm{Id}: X \rightarrow X$, the relative Spencer complex $\mathrm{Sp}{ }_{\mathscr{X}} \rightarrow \mathscr{X}\left(\mathscr{O}_{\mathscr{X}}\right)$ which is nothing but $\mathrm{Sp}_{\mathscr{X}}\left(\mathscr{O}_{\mathscr{X}}\right) \otimes_{O_{\mathscr{X}}} \mathscr{R}_{\mathscr{X}}$ is a resolution of $\mathscr{R}_{\mathscr{X}} \rightarrow \mathscr{X}=\mathscr{R}_{\mathscr{X}}$ as a left and right $\mathscr{R}_{\mathscr{X}}$-module. For $f: X \rightarrow \mathrm{pt}$, the complex $\mathrm{Sp}_{\mathscr{X} \rightarrow \mathrm{pt}}^{*}\left(\mathscr{O}_{\mathscr{X}}\right)=\mathrm{Sp}_{\mathscr{X}}^{\cdot}\left(\mathscr{O}_{\mathscr{X}}\right)$ is a resolution of $\mathscr{R}_{\mathscr{X} \rightarrow \mathrm{pt}}=\mathscr{O}_{X}$. If $X=Y \times Z$ and $f$ is the projection, the complex $\mathscr{R}_{\mathscr{X}} \otimes \otimes_{\mathscr{X}} \wedge^{-\bullet} \Theta_{\mathscr{X} / \mathscr{Y}}$ is also a resolution of $\mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}$ as a bimodule. We moreover have a canonical quasi-isomorphism as bimodules

$$
\begin{aligned}
& \operatorname{Sp}_{\mathscr{X} \rightarrow \mathscr{Y}}\left(O_{\mathscr{X}}\right)=\left(\mathscr{R}_{\mathscr{X}} \otimes_{\mathcal{O}_{\mathscr{X}}} \wedge^{-\bullet} \Theta_{\mathscr{X} \mid \mathscr{Y}}\right) \underset{f^{-1} \Theta_{y y}}{\otimes} f^{-1}\left(\wedge^{-\bullet} \Theta_{\mathscr{Y}} \otimes_{\sigma_{y y}} \mathscr{R}_{\mathscr{Y}}\right) \\
& =\left(\mathscr{R}_{\mathscr{X}} \otimes_{O_{X}} \wedge^{-\bullet \Theta \Theta_{\mathscr{X}} \mid \mathscr{y}}\right)_{f^{-1} \mathscr{R}_{\mathscr{Y}}}^{\otimes} f^{-1}\left(\mathrm{Sp}_{\mathscr{Y}}\left(\mathscr{O}_{\mathscr{Y}}\right) \otimes_{\mathscr{O}_{a y}} \mathscr{R}_{\mathscr{Y}}\right) \\
& \xrightarrow{\sim}\left(\mathscr{R}_{\mathscr{X}} \otimes_{\sigma_{\mathscr{X}}} \wedge^{-\bullet} \Theta_{\mathscr{X} \mid \mathscr{Y}}\right) \underset{f^{-1} \mathscr{R} \mathscr{Y},}{\otimes} f^{-1} \mathscr{R}_{\mathscr{Y}} \rightarrow \mathscr{Y} \\
& =\mathscr{R}_{\mathscr{X}} \otimes_{O_{\mathscr{F}}} \wedge^{-\bullet} \Theta_{\mathscr{X} \mid \mathscr{Y}} .
\end{aligned}
$$

Recall that God• denotes the canonical Godement resolution (cf. §0.1(b)). Remark that, if $\mathscr{L}$ and $\mathscr{F}$ are $\mathscr{O}_{\mathscr{X}}$-modules and if $\mathscr{F}$ is locally free, then the natural inclusion of complexes $\operatorname{God}^{\bullet}(\mathscr{L}) \otimes_{\mathcal{O}_{\mathscr{X}}} \mathscr{F} \hookrightarrow \operatorname{God}^{\bullet}\left(\mathscr{L} \otimes_{\mathcal{O}_{\mathscr{X}}} \mathscr{F}\right)$ is a quasi-isomorphism.

Definition 1.4.2. - The direct image with proper support $f_{\dagger}$ is the functor from $\operatorname{Mod}^{r}\left(\mathscr{R}_{\mathscr{X}}\right)$ to $D^{+}\left(\operatorname{Mod}^{r}\left(\mathscr{R}_{\mathscr{Y}}\right)\right)$ defined by (we take the single complex associated to the double complex)

$$
f_{+} \mathscr{U}=f_{!} \operatorname{God}\left(\mathscr{M} \mathscr{\mathscr { O }}, \overrightarrow{,}^{\operatorname{Sp}_{\mathscr{X} \rightarrow \mathscr{Y}}^{\bullet}}\left(\mathscr{O}_{\mathscr{X}}\right)\right) .
$$

It is a realization of $\boldsymbol{R} f_{!}\left(\mathscr{M} \otimes_{\mathscr{R},\{ }^{L}, \mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}\right)$.

## Remarks 1.4.3

(1) $f_{\dagger}$ can be extended as a functor from $D^{+}\left(\operatorname{Mod}^{r}\left(\mathscr{R}_{\mathscr{X}}\right)\right)$ to $D^{+}\left(\operatorname{Mod}^{r}\left(\mathscr{R}_{\mathscr{Y}}\right)\right)$.
(2) Let $f: X \rightarrow Y$ be as above and let $Z$ be another manifold. Put $F=f \times \operatorname{Id}_{Z}$ : $X \times Z \rightarrow Y \times Z$. Let us denote by $f_{\dagger}$ the direct image defined on $\operatorname{Mod}^{r}\left(\mathscr{R}_{\mathscr{X}} \times_{\Omega_{0}} \mathscr{Z}\right)$ using the relative Spencer complex (i.e., defined with $\Theta_{\mathscr{X} \times \times_{\Omega_{0}} \mathscr{Z} / \mathscr{L} \text { ) and regarding }}$ the $\mathscr{R}_{\mathscr{Z}}$ action as an extra structure on the terms of $f_{\dagger} \mathscr{M}$, commuting with the differentials of this complex. Then there is a canonical and functorial isomorphism of functors $f_{\dagger} \xrightarrow{\sim} F_{\dagger}$. We will not distinguish between both functors.

## Proposition 1.4.4

(1) Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ be two maps. There is a functorial canonical isomorphism of functors $(g \circ f)_{\dagger}=g_{\dagger} f_{\dagger}$.
(2) If $f$ is an embedding, then $f_{\dagger} \mathscr{M}=f_{*}\left(\mathscr{M} \otimes_{\mathscr{R}}, \mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}\right)$.
(3) If $f: X=Y \times Z \rightarrow Y$ is the projection, we have

$$
f_{\dagger} \mathscr{M}=f_{!} \operatorname{God} \cdot\left(\mathscr{M} \otimes_{O_{X}} \wedge^{-\bullet} \Theta_{\mathscr{X} / \mathscr{Y}}\right)
$$

and this complex is canonically and functorially isomorphic to the relative Dolbeault complex $f!\left(\mathscr{M} \otimes_{O_{X}} \mathscr{E}_{\mathscr{X} \cdot \boldsymbol{Y}}^{-\boldsymbol{\bullet}}\right)$.

Proof. - We have a natural morphism

$$
\begin{aligned}
& \xrightarrow{\sim} \mathrm{Sp}_{\mathscr{X} \rightarrow \mathscr{Z}}\left(\mathscr{O}_{\mathscr{X}}\right) .
\end{aligned}
$$

Both complexes are a resolution of $\mathscr{R}_{\mathscr{X}} \rightarrow \mathscr{E}$ by locally free $\mathscr{R}_{\mathscr{X}}$-modules: this is clear for the right-hand term; for the left-hand term, remark that it is naturally quasiisomorphic to

$$
\begin{aligned}
& =\mathscr{O}_{\mathscr{X}} \underset{f^{-1} \mathscr{O}_{y, y}^{L}}{\stackrel{L}{\otimes}} f^{-1} \mathscr{R} \mathscr{O} \rightarrow \mathscr{X} \\
& =\mathscr{O}_{\mathscr{X}^{-1} f^{-1} \mathscr{O}_{\mathscr{y}}}^{\otimes} g^{-1} f^{-1} \mathscr{R}_{\mathscr{Z}} \quad\left(\mathscr{R}_{\mathscr{Y}} \rightarrow \mathscr{\mathscr { L }} \text { is } \mathscr{O}_{\mathscr{y}} \text { locally free }\right) \\
& =\mathscr{R} X \rightarrow \mathscr{Z} \text {. }
\end{aligned}
$$

Use now the fact that the natural morphism $g!f_{!} \operatorname{God}^{\bullet} \rightarrow g!$ God ${ }^{\bullet} f_{!}$God ${ }^{\bullet}$ is an isomorphism, as $f_{!} \operatorname{God}{ }^{\bullet}$ is $c$-soft, to get the first point. The second point is easy, as $\mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}$ is then $\mathscr{R}_{\mathscr{X}}$ locally free. For the third point, use Example 1.4.1. The canonical isomorphism is obtained by applying $f$ ! to the diagram

and by using the fact that, each term $\mathscr{M} \otimes \mathscr{O}_{\mathscr{F}} \mathscr{E}_{\mathscr{X}}^{-\cdot \cdot} \dot{Q}_{\mathscr{Y}}$ being $c$-soft on each fibre of $f$, its direct images $R^{j} f_{!}\left(\mathscr{M} \otimes \mathscr{O}, \mathscr{X}^{E_{\mathscr{C}} \cdot \boldsymbol{\mathscr { O }}}\right)$ vanish for any $j \neq 0$.

If $f$ is proper, or proper on the support of $\mathscr{M}$, we have an isomorphism in the category $D^{+}\left(\operatorname{Mod}^{r}\left(\mathscr{R}_{\mathscr{Y}}\right)\right)$ :

$$
\boldsymbol{R} f_{!}\left(\mathscr{M} \otimes_{\mathscr{R} \mathscr{X}}^{L} \mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}\right) \stackrel{\sim}{\longrightarrow} \boldsymbol{R} f_{*}\left(\mathscr{M} \otimes_{\mathscr{K} \mathscr{X}}^{L} \mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}}\right) \stackrel{\text { def }}{=} f_{+} \mathscr{M} .
$$

If moreover $\mathscr{M}$ is good, then, for any compact set $\mathscr{K}$ in $\mathscr{Y}$, it can be expressed in a neighbourhood of $f^{-1}(\mathscr{K})$ as a successive extension of modules which admit a resolution by coherent induced $\mathscr{R}_{\mathscr{X}}$-modules in the neighbourhood of $f^{-1}(\mathscr{K})$. Arguing for instance as in [42], one gets:

Theorem 1.4.5. Let $\mathscr{M}$ be a good right $\mathscr{R}_{\mathfrak{X}}$-module (or bounded complex) and let $f: X \rightarrow Y$ be a holomorphic map which is proper (or proper on the support of $\mathscr{M}$ ). Then the object $f_{+} \mathscr{M}$ is good and Char $f_{+} \mathscr{U} \subset f\left[\left(T^{*} f\right)^{-1}\right.$ Char. $\left.\mathbb{M}\right]$.

Corollary 1.4.6. If $\mathscr{M}$ is holonomic and $f$ is proper on the support of $\mathscr{M}$, then $f_{+}$M is holonomic.

Remark 1.4.7. Let $i: X \hookrightarrow X^{\prime}$ be a closed inclusion. Then a $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$ is coherent (resp. holonomic, resp. strict) if and only if the $\mathscr{R}_{\mathscr{X}^{\prime}}$-module $i_{+} \mathbb{M}$ is so. Indeed, this is a local property and it is enough to verify it for the inclusion $X=$ $X \times\{0\} \hookrightarrow X \times \mathbb{C}$. Let us denote by $t$ the coordinate on $\mathbb{C}$. Then $i_{+} \mathscr{M}=\mathscr{M} \otimes \mathbb{C} \mathbb{C}\left[\partial_{t}\right]$, the $\mathscr{O}_{\mathscr{X}}$--action on the degree 0 terms being defined as the action of $\mathscr{O}_{\mathscr{X}}$. The assertion is then clear.

Remark 1.4.8 (Direct image for a left $\mathscr{R}_{\mathscr{X}}$-module). ... The direct image for left $\mathscr{R}_{\mathscr{X}}$ modules is defined as usual by using the standard left-right transformation. It can be obtained by a formula analogous to that of Definition 1.4.2, using the bi-module $\mathscr{R} \mathscr{y} \leftarrow \mathscr{X}$.

We assume that $f: X=Z \times Y \rightarrow Y$ is the projection and put $n=\operatorname{dim} Z=$ $\operatorname{dim} X / Y$. If $\mathscr{M}$ is a left $\mathscr{R}_{\mathscr{X}}$-module, the direct image $f_{\dagger} \mathscr{M}$ can be computed directly with relative de Rham complex:

$$
f_{\dagger} \mathscr{M}=f_{!} \operatorname{God}\left(\Omega_{\mathscr{X} / \mathscr{Y}}^{n+} \otimes \sigma_{\mathscr{Y}} \mathscr{M}\right),
$$

and, using the Dolbeault resolution,

$$
f_{\dagger} \cdot \mathscr{M}=f_{!}\left(\mathscr{E}_{\mathscr{X}, \mathscr{Y}}^{n+} \otimes_{\sigma, y}, \mathscr{M}\right)
$$

Remark 1.4.9 (Restriction to $\left.z=z_{o}\right)$. If $z_{o} \neq 0$, one has $\boldsymbol{L}_{z_{o}}^{*}\left(f_{\dagger}, \mathscr{M}\right)=f_{\dagger}\left(\boldsymbol{L}_{z_{0}}^{*} \cdot \mathscr{M}\right)$, where the right-hand $f_{\dagger}$ denotes the direct image of $\mathscr{D}$-modules.
1.4.b. Inverse images of $\mathscr{R}_{\mathscr{X}}$-modules. - Let $f: X \rightarrow Y$ be a holomorphic map and let $\mathscr{M}$ be a left $\mathscr{R}_{\mathscr{y}}$-module. The inverse image $f^{+} \mathscr{M}$ is the object

$$
\mathscr{R}_{\mathscr{X} \rightarrow \mathscr{Y}} \otimes_{f^{-1} \mathscr{R} \mathscr{Y}}^{L} f^{-1} \mathscr{M}
$$

In general, we only consider the case when $f$ is smooth (or, more generally, noncharacteristic, cf. §3.7). Then, $\mathscr{O}_{\mathscr{X}}$ being $f^{-1} \mathscr{O} \mathscr{y}$-flat, we have the equality $f^{+} \mathscr{M}=$ $\mathcal{O}_{\mathscr{X}} \otimes_{f^{-1} \mathscr{O}_{\mathscr{y}}} f^{-1} \mathscr{M}$ with the structure of a left $\mathscr{R} \mathscr{X}$-module defined as for $\mathscr{R}_{\mathscr{X}} \rightarrow \mathscr{Y}$. It is $\mathscr{R}_{\mathscr{X}}$-good if $\mathscr{M}$ is $\mathscr{R}_{\mathscr{O}}$-good.

Assume on the other hand that $\mathscr{M}$ is $\mathscr{O}_{y}$-locally free of finite rank, but make no assumption on $f$. Then $f^{+} \mathscr{M}=f^{*} \mathscr{M}$ as an $\mathscr{O}_{\mathscr{X}}-$ module, with the structure of a left $\mathscr{R}_{\mathscr{X}}$-module defined as above. It is also $\mathscr{O}_{\mathscr{X}}$-locally free of finite rank.

### 1.5. Sesquilinear pairings on $\mathscr{R}_{\mathscr{X}}$-modules

1.5.a. Conjugation. - Let us denote by $X_{\mathbb{R}}$ the $C^{\infty}$-manifold underlying $X$ and by $\bar{X}$ the complex analytic manifold conjugate to $X$, i.e., $X_{\mathbb{R}}$ equipped with the structural sheaf $\overline{\mathscr{O}_{X}}$ of antiholomorphic functions. We note that the conjugate of an open set of $X$ is the same open set with a different sheaf of holomorphic functions. Recall that the conjugation - $: \mathscr{O}_{X} \rightarrow \mathscr{O}_{\bar{X}}$ makes $\mathscr{O}_{\bar{X}}$ a $\mathscr{O}_{X}$-module. Given any $\mathscr{O}_{X}$-module $\mathscr{F}$, we denote by $\overline{\mathscr{F}}$ its conjugate $\mathscr{O}_{\bar{X}}$-module defined by

$$
\overline{\mathscr{F}}=\mathscr{O}_{\bar{X}} \mathbb{O}_{X} \mathscr{\mathscr { F }} .
$$

One can extend ${ }^{-}$as a ring morphism $\mathscr{D}_{X} \rightarrow \mathscr{D}_{\bar{X}}$ (in local coordinates, $\overline{\partial_{x_{i}}}=\partial_{\bar{x}_{i}}$ ) and define similarly $\overline{\mathscr{F}}$ for $\mathscr{D}_{X}$-modules.

On the $\mathbb{P}^{1}$ factor, we will define a geometric conjugation that we also denote by ${ }^{-}$. It is induced by the involution $z \mapsto-1 / z$. For notational convenience, we denote for a while by $c$ the usual conjugation functor on $\mathbb{P}^{1}$. Given any open set $\Omega$ of $\mathbb{P}^{1}$, denote by $\bar{\Omega}$ its image by the previous involution. Then, if $g(z)$ is a holomorphic function on $\Omega$, its conjugate $\bar{g}(z)$ is by definition the holomorphic function $c(g(-1 / c(z)))$ on $\bar{\Omega}$. We note that we have

$$
\overline{\Omega_{0}}=\Omega_{\infty}, \quad \overline{\Omega_{\infty}}=\Omega_{0} \quad \text { and } \quad \overline{\mathbf{S}}=\mathbf{S}
$$

We will now mix these two notions to get a conjugation functor on $X \times \mathbb{P}^{1}$. We continue to denote by $c$ the usual conjugation functor on $X \times \mathbb{P}^{1}$, but we keep the notation on $X$. Let $\sigma: c \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ or $\mathbb{P}^{1} \rightarrow c \mathbb{P}^{1}$ denote the antilinear involution of $\mathbb{P}^{1}$ defined by

$$
\sigma(c(z))=-1 / z \quad \text { or } \quad \sigma(z)=-1 / c(z)
$$

Then, for any open set $\Omega \subset \mathbb{P}^{1}, \sigma$ induces isomorphisms

$$
c(\Omega) \xrightarrow{\sim} \bar{\Omega}
$$

We also denote by $\sigma$ the inverse isomorphisms. Define $\sigma$ on $X \times \mathbb{P}^{1}$ so that it is the identity on the $X$-factor.

We now have a conjugation functor - def $\sigma^{*} c$ : given any holomorphic function $f(x, z)$ on an open set $U \times \Omega$ of $X \times \mathbb{P}^{1}$, we put $\bar{f}(x, z)=c(f(x,-1 / c(z)))$; therefore, - defines a functor, also denoted by ${ }^{-}$as above, which sends $\mathscr{R}_{X \times \Omega}$-modules to
 also that, if $m$ is a section of $\mathscr{M}$ on $U \times \Omega$, it is also a section of $c \mathscr{M}$ on $U \times \Omega$, that we denote by $c(m)$, and it defines a section $\bar{m}$ of $\overline{\mathscr{M}}=\sigma^{*} c \mathscr{M}$ on $U \times \sigma^{-1}(\Omega)=U \times \sigma(\Omega)$.

In particular, we have an identification

$$
\overline{\rho_{X \times \Omega}}=\mathscr{O}_{\bar{X} \times \bar{\Omega}}, \quad \overline{\mathscr{O}_{X \times \Omega,(x, z)}}=\mathscr{O}_{\bar{X} \times \bar{\Omega},(x,-1 / z)}
$$

by putting as above $\bar{f}(x, z)=c(f(x,-1 / c(z)))$. Similarly, we have $\overline{\mathscr{R}}_{X \times \Omega}=\mathscr{R}_{\bar{X} \times \bar{\Omega}}$ when $\Omega \subset \mathbb{C}^{*}, \overline{\mathscr{C}_{X \mathbb{R}}^{\infty} \times \mathbf{S}}=\mathscr{C}_{X_{\mathbb{R}} \times \mathbf{S}}^{\infty}, \overline{\mathfrak{D} \mathfrak{b}_{X_{\mathbb{R}} \times \mathbf{S} / \mathbf{S}}}=\mathfrak{D b}_{X_{\mathbb{R}} \times \mathbf{S} / \mathbf{S}}$, etc. Be careful, however,
that these last identifications are not $\mathscr{O}_{\mathbf{S}}$-linear, but are linear over the "conjugation"

$$
\begin{align*}
\mathscr{O}_{\mathbf{S}} & \longrightarrow \overline{\mathscr{O}_{\mathbf{S}}}=c \sigma^{*} \mathscr{O}_{\mathbf{S}} \\
\lambda(z) & \longmapsto \bar{\lambda}(z)=c(\lambda(-1 / c(z))) \tag{1.5.1}
\end{align*}
$$

1.5.b. Sesquilinear pairings. - We use notation and results of $\S \S 0.3-0.5$.

Given two left $\mathscr{R}_{\mathscr{X}}$-modules $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$, we define a sesquilinear pairing between $\mathscr{M}_{\mid \mathbf{S}}^{\prime}$ and $\mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}$ as a $\mathscr{R}_{(X, \bar{X}), \mathrm{S}}$-linear pairing

$$
C: \mathscr{M}_{\mid \mathbf{S}}^{\prime} \otimes_{\sigma_{\mathbf{S}}}^{\otimes} \overline{\mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \longrightarrow \mathfrak{D b}_{X=\times \mathbf{S} / \mathbf{s}}
$$

where the left-hand term is equipped with its natural $\mathscr{R}_{(X, \bar{X}), \mathbf{S}^{-s t r u c t u r e} \text {. Similarly, }}$ a sesquilinear pairing for right $\mathscr{R}_{\mathscr{X}}$-modules takes values in $\mathfrak{C}_{X_{马} \times \mathbf{S} / \mathbf{S}}$.

Remark 1.5.2.--It is easy to verify that the various functors "going from left to right", for $\mathscr{R}_{\mathscr{X} \mid \mathbf{S}^{-}}$and $\mathscr{R}_{(X, \bar{X}), \mathbf{S}^{-} \text {modules }}$ are compatible, and that they are compatible with sesquilinear pairings.

Lemma 1.5.3. - If $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are strict holonomic $\mathscr{R}_{\mathscr{X}}$-modules having their characteristic varieties Char $\mathscr{M}^{\prime \circ}$, Char $\mathscr{M}^{\prime \prime \circ}$ contained in the zero section, then any sesquilinear pairing $C$ between $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ takes values in $\mathscr{C}_{\mathscr{X} \mid \mathbf{S}}^{\infty, \text { an }}$.

Proof. - The assertion is local on $\mathscr{X}$. According to Proposition 1.2.8, when restricted to $\mathscr{X}^{\circ}, \mathscr{M}^{\prime}, \mathscr{U}^{\prime \prime}$ are $\mathscr{O}_{\mathscr{X}}$-locally free of finite rank and, given any $\left(x_{o}, z_{o}\right) \in X \times \mathbf{S}$, we can find bases $\boldsymbol{e}^{\prime}, \boldsymbol{e}^{\prime \prime}$ of $\mathscr{M}_{\left(x_{0}, z_{0}\right)}^{\prime} . \mathscr{M}_{\left(x_{0},-z_{0}\right)}^{\prime \prime}$ satisfying $\partial \boldsymbol{e}^{\prime}=0$, ஓ $\boldsymbol{e}^{\prime \prime}=0$. Lemma 0.5 .3 then shows in particular that $C$ takes values in $\mathscr{C}_{\mathscr{X} \mid \mathbf{S}}^{\infty, \text { an }}$ (and more precisely in the subsheaf of functions which are real analytic with respect to $X$ ).

Example 1.5.4 (Basic holomorphic distributions). Let $\beta=\beta^{\prime}+i \beta^{\prime \prime}$ be a complex number such that $\beta^{\prime} \notin-\mathbb{N}^{*}$. We note that there exists an open neighbourhood $\mathrm{nb}_{\beta}(\mathbf{S})$ such that the map $\mathrm{nb}_{\beta}(\mathbf{S}) \rightarrow \mathbb{C}$ defined by $z \mapsto(\beta \star z) / z$ (recall that the operation $\star$ is defined by $(0.9 .1))$ takes values in $\mathbb{C} \backslash\left(-\mathbb{N}^{*}\right)$ :

- if $\beta^{\prime \prime}=0$, this function is constant and equal to $\beta^{\prime}$;
- otherwise, $(\beta \star z) / z=-k \in-\mathbb{N}^{*}$ is equivalent to $z=i\left(\left(\beta^{\prime}+k\right) / \beta^{\prime \prime} \pm\right.$ $\left.\sqrt{1+\left[\left(\beta^{\prime}+k\right) / \beta^{\prime \prime}\right]^{2}}\right), k \in \mathbb{N}^{*} ;$ the solutions belong to $i \mathbb{R} \backslash\{ \pm i\}$ and do not accumulate at $\pm i$.

Putting $s=\beta \star z / z$ in Example 0.5.2(3), we therefore get a section $u_{\beta, \ell}=U_{\ell}$ of $\mathfrak{D b}_{X_{\bar{k}} \times \mathbf{S} / \mathbf{S}}$; we have $u_{\beta, \ell}=|t|^{2(\beta \star z) / z} \mathrm{~L}(t)^{\ell} / \ell$ !. Then, the $u_{\beta, \ell}$ satisfy (if we set $u_{\beta,-1}=0$ )

$$
\begin{equation*}
\left(t \varnothing_{t}-\beta \star z\right) u_{\beta, \ell}=u_{\beta, \ell-1} . \tag{1.5.5}
\end{equation*}
$$

Recall that $\overline{(\beta \star z) / z}=(\beta \star z) / z$, i.e., $(\beta \star z) / z$ is "real", where - is the conjugation defined in §1.5.a, or equivalently, $\overline{\beta \star z}=\bar{\beta} \star \bar{z}$. Hence $\overline{u_{\beta, \ell}}=u_{\beta, \ell}$. Consequently, the
$u_{\beta, \ell}$ also satisfy

$$
\begin{equation*}
\left(\bar{t} \partial_{\bar{t}}-\bar{\beta} \star \bar{z}\right) u_{\beta, \ell}=u_{\beta, \ell-1} \tag{1.5.6}
\end{equation*}
$$

Fix $z_{o} \in \mathbf{S}$. Let $\beta \in \mathbb{C}$ be such that $\operatorname{Re}\left(\beta \star z_{o}\right) / z_{o}=\beta^{\prime}-\beta^{\prime \prime}\left(z_{o}+1 / z_{o}\right) / 2>-1$. Then, there exists a neighbourhood $\boldsymbol{\Delta}$ of $z_{o}$ in $\mathbf{S}$ on which $u_{\beta, \ell}$ defines an element of $L_{\mathrm{loc}}^{1}(D \times \boldsymbol{\Delta})$. If $B$ is a finite set of complex numbers $\beta$ such that

$$
\begin{align*}
\beta \in B & \Longrightarrow \operatorname{Re}\left(\beta \star z_{o}\right) / z_{o}>-1  \tag{1.5.7}\\
\beta_{1}, \beta_{2} \in B \text { and } \beta_{1}-\beta_{2} \in \mathbb{Z} & \Longrightarrow \beta_{1}=\beta_{2} \tag{1.5.8}
\end{align*}
$$

then the family $\left(u_{\beta, \ell}\right)_{\beta \in B, \ell \in \mathbb{N}}$ of elements of $L_{\text {loc }}^{1}(D \times \boldsymbol{\Delta})$ (with $\boldsymbol{\Delta}$ small enough, depending on $B$ ), is free over $C^{\infty}(D \times \boldsymbol{\Delta})$ : this is seen by considering the order of growth for any $z \in \boldsymbol{\Delta}$.

### 1.6. The category $\mathscr{R}$ - $\operatorname{Triples}(X)$

## 1.6.a. The category $\mathscr{R}$ - Triples $(X)$ and Hermitian adjunction

Definition 1.6.1 (of $\mathscr{R}$ - Triples $(X)$ )

- An object of $\mathscr{R}$ - Triples $(X)$ is a triple $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$, where $. \mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are left $\mathscr{R}_{\mathscr{X}}$-modules and

$$
C: \mathscr{M}_{\mid \mathbf{S}}^{\prime}{\underset{\mathscr{O}}{\mathbf{S}}}_{\otimes}^{\otimes} \overline{\mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \longrightarrow \mathfrak{D}_{\mathfrak{b}^{\mathrm{E}} \times \mathbf{S} / \mathbf{S}}
$$

is a sesquilinear pairing.

- A morphism $\varphi:\left(\mathscr{M}_{1}^{\prime}, \mathscr{M}_{1}^{\prime \prime}, C_{1}\right) \rightarrow\left(\mathscr{M}_{2}^{\prime}, \mathscr{M}_{2}^{\prime \prime}, C_{2}\right)$ is a pair $\left(\varphi^{\prime}, \varphi^{\prime \prime}\right)$, where $\varphi^{\prime}:$ $\mathscr{M}_{2}^{\prime} \rightarrow \mathscr{M}_{1}^{\prime}$ and $\varphi^{\prime \prime}: \mathscr{M}_{1}^{\prime \prime} \rightarrow \mathscr{M}_{2}^{\prime \prime}$ are $\mathscr{R}_{\mathscr{X}}$-linear and compatible with $C_{1}, C_{2}$, i.e., satisfy

$$
C_{1}\left(\varphi^{\prime} \cdot, \bar{\star}\right)=C_{2}\left(\cdot, \overline{\varphi^{\prime \prime} \star}\right)
$$

- The Tate twist of an object of $\mathscr{R}$ - $\operatorname{Triples}(X)$ is defined, for $k \in \frac{1}{2} \mathbb{Z}$, by

$$
\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)(k)=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime},(i z)^{-2 k} C\right)
$$

Any morphism between triples is also a morphism between the twisted triples (with the same twist), and we denote it in the same way.

The category $\mathscr{R}$ - $\operatorname{Triples}(X)$ is abelian. If $\mathscr{T}$ is an object of $\mathscr{R}$ - $\operatorname{Triples}(X)$ and $\lambda(z) \in \mathscr{O}(\mathbf{S})$, the object $\lambda(z) \cdot \mathscr{T}$ is by definition the object $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, \lambda(z) C\right)$. If $\varphi: \mathscr{T}_{1} \rightarrow \mathscr{T}_{2}$ is a morphism, then it is also a morphism between $\lambda(z) \cdot \mathscr{T}_{1}$ and $\lambda(z) \cdot \mathscr{T}_{2}$.

There are two functors $\mathscr{T} \mapsto \mathscr{M}^{\prime}$ and $\mathscr{T} \mapsto \mathscr{M}^{\prime \prime}$, the first one to the category $\operatorname{Mod}\left(\mathscr{R}_{\mathscr{X}}\right)^{\text {op }}$ (opposite category), and the second one to $\operatorname{Mod}\left(\mathscr{R}_{\mathscr{X}}\right)$. The identity morphism $\operatorname{Id}_{\mathscr{T}}$ is defined as $\left(\operatorname{Id}_{\mathscr{M}^{\prime}}, \operatorname{Id}_{\mathscr{M}^{\prime \prime}}\right)$.

Definition 1.6.2 (Adjunction). Let $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be an object of $\mathscr{R}$ - $\operatorname{Triples}(X)$. Its Hermitian adjoint $\mathscr{T}^{*}$ is by definition

$$
\mathscr{T}^{*}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)^{*} \stackrel{\text { def }}{=}\left(\mathscr{M}^{\prime \prime}, \mathscr{M}^{\prime}, C^{*}\right), \quad \text { with } \quad C^{*}(\mu, \bar{m}) \stackrel{\text { def }}{=} \overline{C(m, \bar{\mu})} .
$$

If $\varphi=\left(\varphi^{\prime}, \varphi^{\prime \prime}\right): \mathscr{T}_{1} \rightarrow \mathscr{T}_{2}$ is a morphism in $\mathscr{R}$ - Triples $(X)$, its adjoint $\varphi^{*} \stackrel{\text { def }}{=}\left(\varphi^{\prime \prime}, \varphi^{\prime}\right)$ is a morphism $\mathscr{T}_{2}{ }^{*} \rightarrow \mathscr{T}_{1}{ }^{*}$ in $\mathscr{R}$ - Triples $(X)$.

For $k \in \frac{1}{2} \mathbb{Z}$, we choose a canonical isomorphism:

$$
\begin{equation*}
\left((-1)^{2 k} \operatorname{Id}_{\mathscr{M}^{\prime}}, \operatorname{Id}_{\mathscr{K}^{\prime \prime}}\right): \mathscr{T}(k) \xrightarrow{\sim} \mathscr{T}^{*}(-k)^{*} . \tag{1.6.3}
\end{equation*}
$$

This isomorphism defines by adjunction an isomorphism $\mathscr{T}^{*}(-k) \xrightarrow{\sim} \mathscr{T}(k)^{*}$ which is compatible with the composition of twists. These isomorphisms are equal to Id if $k \in \mathbb{Z}$.

Remark 1.6.4.- We can define similarly the category $\mathscr{R}$ - $\operatorname{Triples}(X)^{r}$ : the objects are triples $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$, where $\mathscr{M}^{\prime},, \mathscr{U}^{\prime \prime}$ are right $\mathscr{R}_{\mathscr{X}}$-modules and $C$ takes values in $\mathfrak{C}_{X_{2} \times \mathbf{S} / \mathrm{S}}$. The Hermitian adjoint is defined similarly.

Given a left triple $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$, the associated right triple is $\left(\mathscr{M}^{\prime r}, \mathscr{M}^{\prime \prime r}, C^{r}\right)$ with $\mathscr{M}^{\prime r}=\omega_{\mathscr{X}} \otimes_{\mathcal{O}_{\mathscr{P}}} \mathscr{M}^{\prime}$, and similarly for $\mathscr{M}^{\prime \prime} ;$ moreover, $C^{r}$ is defined as

$$
C^{r}\left(\omega^{\prime} \otimes m, \overline{\omega^{\prime \prime} \otimes \mu}\right)=\varepsilon(n)\left(\frac{i}{2 \pi}\right)^{n} \cdot C(m \cdot \bar{\mu}) \omega^{\prime} \wedge \overline{\omega^{\prime \prime}} \quad(n=\operatorname{dim} X)
$$

Going from left to right is compatible with adjunction: $\left(C^{r}\right)^{*}=\left(C^{*}\right)^{r}$.
Definition 1.6.5. A sesquilinear duality of weight $w \in \mathbb{Z}$ on $\mathscr{T}$ is a morphism $\mathscr{S}$ : $\mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$.

Write $\mathscr{S}=\left(S^{\prime}, S^{\prime \prime}\right)$ with $S^{\prime}, S^{\prime \prime}: \mathscr{M}^{\prime \prime} \rightarrow . \mathscr{M}^{\prime}$. Then $\mathscr{S}$ is a morphism if and only if $C, S^{\prime}, S^{\prime \prime}$ satisfy, for local sections $\mu_{1}, \mu_{2}$ of $\mathscr{M}^{\prime \prime}$,

$$
C\left(S^{\prime} \mu_{1}, \bar{\mu}_{2}\right)=(i z)^{2 w} C^{*}\left(\mu_{1}, \overline{S^{\prime \prime} \mu_{2}}\right)
$$

Let $k \in \frac{1}{2} \mathbb{Z}$. Put $\mathscr{S}(k)=\left((-1)^{2 k} S^{\prime}, S^{\prime \prime}\right)$. Then $\mathscr{S}$ is a sesquilinear duality of weight $w$ on $\mathscr{T}$ if and only if $\mathscr{S}(k): \mathscr{T}(k) \rightarrow(\mathscr{T}(k))^{*}(-w+2 k)$ is a sesquilinear duality of weight $w-2 k$ on $\mathscr{T}(k)$. In particular, $\mathscr{S}(w / 2)$ is a sesquilinear duality of weight 0 on $\mathscr{T}(w / 2)$.

We note that $\mathscr{S}(k)$ is obtained by composing $\mathscr{S}: \mathscr{T}(k) \rightarrow \mathscr{T}^{*}(-w+k)$ with the canonical isomorphism chosen above $\mathscr{T}^{*} \xrightarrow{\sim} \mathscr{T}(k)^{*}(k)$, applied to the $(-w+k)$ twisted objects.

If $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ has weight $w$, associate to it the sesquilinear pairing on $\mathbf{S}$ :

$$
\begin{equation*}
h_{\mathbf{S}, \mathscr{S}} \stackrel{\text { def }}{=}(i z)^{-w} C \circ\left(S^{\prime \prime} \otimes \mathrm{Id}\right): \mathscr{M}_{\mathbf{S}}^{\prime \prime} \otimes_{\sigma_{\mathbf{S}}}{\overline{M_{\mid \mathbf{S}}}}_{\prime \prime} \longrightarrow \mathfrak{D b}_{X \times \mathbf{S} / \mathbf{S}} \tag{1.6.6}
\end{equation*}
$$

We note that $h_{\mathbf{S}, \mathscr{S}}=h_{\mathbf{S}, \mathscr{S}(k)}$ for any $k \in \frac{1}{2} \mathbb{Z}$. We denote this pairing by $h_{\mathbf{S}}$ when $\mathscr{S}$ is fixed.

Definition 1.6.7. - A sesquilinear duality of weight $w$ on $\mathscr{T}$ is said to be Hermitian if it satisfies

$$
\mathscr{S}^{*}=(-1)^{w} \mathscr{S}, \quad \text { i.e., } S^{\prime}=(-1)^{w} S^{\prime \prime}
$$

The exponent $w$ is useful to get that, if $\mathscr{S}$ is Hermitian, then $\mathscr{S}(k)$ is Hermitian for any $k \in \frac{1}{2} \mathbb{Z}$. If $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ is Hermitian, then its associated sesquilinear pairing $h_{\mathbf{S}, \mathscr{S}}$ on $\mathbf{S}$ is Hermitian, i.e., $h_{\mathbf{S}}^{*}=h_{\mathbf{S}}$.

Remark 1.6.8. -- Let $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}$ be a Hermitian duality of weight 0 . We assume that $\mathscr{S}$ is an isomorphism. Put $\mathscr{M}=\mathscr{M}^{\prime \prime}$. Then $\mathscr{T}$ is isomorphic to the triple $\left(\mathscr{M}, \mathscr{M}, h_{\mathbf{S}}\right)$ which is self-adjoint and, under this isomorphism, $\mathscr{S}$ corresponds to $\left(\operatorname{Id}_{\mathscr{M}}, \mathrm{Id}_{\mathscr{K}}\right)$. Indeed, the isomorphism is nothing but

$$
\left(S^{\prime \prime}, \operatorname{Id}_{\mathscr{U}^{\prime \prime}}\right):\left(\mathscr{U}^{\prime}, \mathscr{M}^{\prime \prime}, C\right) \longrightarrow\left(\mathscr{M}^{\prime \prime}, \mathscr{M}^{\prime \prime}, h_{\mathbf{S}}\right) .
$$

as $S^{\prime}=S^{\prime \prime}$ by assumption. This trick, combined with a Tate twist by $(w / 2)$, reduces the study of polarized twistor $\mathscr{D}$-modules ( $c f$. Definition 4.2.1) to that of objects of the form $[(. \mathscr{K},, \mathscr{U}, C),(\operatorname{Id}, \mathscr{U}, \operatorname{Id}, \mathscr{K})]$.
1.6.b. Smooth triples. - We say that an object $\mathscr{T}=\left(\mathscr{U}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ of $\mathscr{R}$ - Triples $(X)$ is smooth if $\mathscr{U}^{\prime}$ and $\mathscr{U}^{\prime \prime}$ are $\mathscr{O}_{\mathscr{X}}$ locally frce of finite rank. It follows from Lemma 1.5.3 that, for a smooth triple $\mathscr{T}$, the sesquilinear pairing $C$ takes values in $\mathscr{C}_{X \times S}^{\infty}$.

Definition 1.6.9 (Inverse image). - - Let $f: Y \rightarrow X$ be a holomorphic map between complex analytic manifolds $Y$ and $X$. The inverse image by $f$ of the left smooth triple $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ is the smooth triple $f^{+} \mathscr{T}=\left(f^{+}, \mathscr{M}^{\prime}, f^{+}, \mathscr{M}^{\prime \prime}, f^{+} C\right)$, where $f^{+} \mathscr{M}=f^{*} \mathscr{M}$ is taken in the sense of $\mathscr{O}$-modules with connections (cf. §1.4.b) and $f^{+} C\left(1 \otimes m^{\prime}, \overline{1 \otimes m^{\prime \prime}}\right)=C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) \circ f$.

## Remarks 1.6.10

The inverse image by $f$ of $C$ by is well defined because $C$ takes values in $C^{\infty}$ functions on $X$, and not only in distributions on $X$.

The inverse image by $f$ of a morphism is the usual inverse image of each component of the morphism.
-- The inverse image functor commutes with Tate twist and Hermitian adjunction.
The last remark allows one to introduce:
Definition 1.6.11 (Inverse image of a sesquilinear duality). - We assume that $\mathscr{T}$ is smooth. The inverse image

$$
f^{+} \mathscr{S}: f^{+}, \mathscr{T} \longrightarrow f^{+} \mathscr{T}^{*}(-w)
$$

of a sesquilinear pairing $\mathscr{S}=\left(S^{\prime}, S^{\prime \prime}\right): \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ of weight $w$ is the morphism $\left(f^{*} S^{\prime}, f^{*} S^{\prime \prime}\right)$.

A Hermitian sesquilinear duality of weight $w$ remains Hermitian of weight $w$ after inverse image.
1.6.c. Differential graded $\mathscr{R}$-triples. - Consider the category of graded $\mathscr{R}$ triples $\mathscr{T}=\oplus_{j \in \mathbb{Z}} \mathscr{T}^{j}$. Morphisms are graded. We will follow the usual convention when writing indices: $\mathscr{T}_{j}=\mathscr{T}^{-j}$. For $k \in \mathbb{Z}$, put $(. \mathscr{T}[k])_{j}=\mathscr{T}_{j-k}$ or $(\mathscr{T}[k])^{j}=\mathscr{T}^{j+k}$. The shift $[\bullet]$ and the twist $(\bullet)$ commute. A differential $d$ is a morphism $\mathscr{T} \rightarrow \mathscr{T}[1](\varepsilon)$ such that $d \circ d=0$, for some $\varepsilon \in \mathbb{Z}$.

The Hermitian adjunction is defined by $\mathscr{T}^{*}=\oplus_{j}\left(\mathscr{T}^{*}\right)^{j}$ with the grading $\left(\mathscr{T}^{*}\right)^{j}=$ $\left(\mathscr{T}^{-j}\right)^{*}$. We have $(\mathscr{T}[k])^{*}=\mathscr{T}^{*}[-k]$.

A sesquilinear duality of weight $w$ on $\mathscr{T}$ is a (graded) morphism $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$, i.e., a family of morphisms $\mathscr{S}^{j}: \mathscr{T}^{j} \rightarrow \mathscr{T}^{-j *}(-w)$.

A morphism $\varphi: \mathscr{T} \rightarrow \mathscr{T}[k](\ell)$ is selfadjoint (resp. skewadjoint) with respect to $\mathscr{S}$ if the following diagram commutes (resp. anticommutes):


A differential $d$ is selfadjoint with respect to $\mathscr{S}$ if and only if $\mathscr{S}$ is a morphism of complexes $(\mathscr{T}, d) \rightarrow\left(\mathscr{T}^{*}(-w) . d^{*}\right)$.

Filtered objects are defined similarly: a decreasing filtration $F^{\bullet} \mathscr{T}$ of $\mathscr{T}$ consists of the datum of decreasing filtrations $F^{\bullet} \cdot \mathscr{M}^{\prime}, F^{\bullet} \mathscr{M}^{\prime \prime}$ such that, for any $k \in \mathbb{Z}$, we have $C\left(F^{-k+1} \cdot \mathscr{M}^{\prime}, \overline{F^{k} \cdot \mathscr{M}^{\prime \prime}}\right)=0$; then $F^{k} \cdot \mathscr{T}=\left(\mathscr{M}^{\prime} / F^{-k+1} \cdot \mathscr{M}^{\prime}, F^{k} \cdot \mathscr{M}^{\prime \prime}, C\right)$ is well defined and we have $\operatorname{gr}_{F}^{k} \mathscr{T}=\left(\operatorname{gr}_{F}^{-k} \cdot \mathscr{U}^{\prime} \cdot \operatorname{gr}_{F}^{k} \cdot \mathscr{M}^{\prime \prime}, C\right)$ (where we still denote by $C$ the pairing naturally induced by $C$ ).

Define the decreasing filtration $F^{\bullet} \mathscr{T}^{*}$ by $F^{k}\left(\mathscr{T}^{*}\right)=\left(\mathscr{M}^{\prime \prime} / F^{-k+1} \cdot \mathscr{M}^{\prime}, F^{k} \cdot \mathscr{M}^{\prime}, C^{*}\right)$. Then $\operatorname{gr}_{F}^{k}\left(\mathscr{T}^{*}\right)=\left(\operatorname{gr}_{F}^{-k} \mathscr{T}\right)^{*}$ and, considering the total graded object $\operatorname{gr}_{F} \mathscr{T}$, this is compatible with the definition above of adjunction for graded objects.

Lemma 1.6.12. $\quad$ Let $\left(\mathscr{T}, F^{\bullet}\right)$ be a filtered $\mathscr{R}$-triple, equipped with a filtered differential $d$ and a filtered sesquilinear duality $\mathscr{S}$ of weight $w$. We assume that $d$ is selfadjoint with respect to $\mathscr{S}$. Then $\mathscr{S}$ induces a natural sesquilinear duality of weight $w$ on $E_{1}^{j}=\oplus_{p} H^{j}\left(\operatorname{gr}_{F}^{p} \mathscr{T}\right)$ with respect to which the differential $d_{1}: E_{1}^{j} \rightarrow E_{1}^{j+1}$ is selfadjoint.
1.6.d. Direct images in $\mathscr{R}$ - Triples. - The purpose of this paragraph is to define, for any holomorphic map $f: X \rightarrow Y$ and any object $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ of $\mathscr{R}$ - Triples $(X)$, an object $f_{\dagger} \mathscr{T}$ in the derived category $D^{+}(\mathscr{R}$ - Triples $(Y))$. Such an object is a complex $\left(\left(\mathscr{N}^{\bullet \bullet}\right)^{\text {op }}, \mathscr{N}^{\prime \prime \bullet}, C^{\bullet}\right)$, where the first term is a complex in the opposite category $\operatorname{Mod}\left(\mathscr{R}_{\mathscr{y}}\right)^{\mathrm{op}}$ (given a complex $\mathscr{N}^{\bullet} \operatorname{in} \operatorname{Mod}\left(\mathscr{R}_{\mathscr{y}}\right)$, we put $\mathscr{N}^{\mathrm{op}}{ }^{k}=$ $\mathscr{N}^{-k}$ ) and the second term a complex in $\operatorname{Mod}(\mathscr{R}$ ay $)$. Therefore $C^{k}$ is a morphism
$\mathscr{N}_{\mid \mathbf{S}}^{\prime-k} \otimes \mathscr{N}_{\mid \mathbf{S}}^{\prime \prime k} \rightarrow \mathfrak{C}_{Y_{\mathrm{p}} \times \mathbf{S} / \mathbf{S}}$ which is compatible with the differentials, i.e., the following diagram commutes:


The complex $f_{\dagger} \cdot \mathscr{T}$ will take the form $\left(\left(f_{\dagger} \cdot \mathscr{M}^{\prime}\right)^{\mathrm{op}}, f_{\dagger} \cdot \mathscr{M}^{\prime \prime}, f_{\dagger} C\right)$, where $f_{\dagger} \cdot \mathscr{M}^{\prime}, f_{\dagger} \cdot \mathscr{M}^{\prime \prime}$ are defined in §1.4.a and $\left(f_{\dagger} \mathscr{M}^{\prime}\right)^{\mathrm{op}}$ is the corresponding complex in the opposite category. We will therefore obtain a family of sesquilinear pairings

$$
\begin{equation*}
f_{\dagger}^{i} C: \mathscr{H}^{-i}\left(f_{\dagger} \mathscr{M}_{\mathbf{S}}^{\prime}\right) \otimes_{\mathcal{O}_{\mathbf{s}}} \overline{\mathscr{H}^{i}\left(f_{+} \mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}\right)} \longrightarrow \mathfrak{C}_{Y_{\underline{P}} \times \mathbf{s} / \mathbf{s}} \tag{1.6.13}
\end{equation*}
$$

We will define $f_{\dagger} C$ when $f$ is a projection and when $f$ is an inclusion. For a general $f$, we write it as the composition of its graph inclusion $i_{f}$ and of the canonical projection $p_{f}$, and put $f_{\dagger}=p_{f \dagger} i_{f \dagger}$.

We will prove

$$
\begin{equation*}
f_{\dagger}^{j}\left(\mathscr{T}^{*}\right)=\left(f_{\dagger}^{-j} \mathscr{T}\right)^{*} \tag{1.6.14}
\end{equation*}
$$

and, whenever $f$ and $g$ are composable,

$$
\begin{equation*}
(g \circ f)_{\dagger} \mathscr{T}=g_{\dagger}\left(f_{\dagger} \mathscr{T}\right) \tag{1.6.15}
\end{equation*}
$$

(a) Case of a projection $f: X=Z \times Y \rightarrow Y$ and left triples. - Recall (cf. Remark 1.4.8) that we have $\left(f_{+}, \mathscr{M}\right)_{\mathbf{S}}=f_{!}\left(\mathscr{E}_{X_{\mathbb{P}} \times \mathbf{S} / Y_{\mathbb{P}} \times \mathbf{S}}^{n+\boldsymbol{S}} \otimes_{\mathscr{O}_{\mathscr{X} \mid \mathbf{S}}} \mathscr{M}_{\mid \mathbf{S}}\right)$. Consider the family of morphisms
defined by

$$
\begin{equation*}
\left(\eta^{n-j} \otimes m^{\prime}\right) \otimes \overline{\left(\eta^{n+j} \otimes m^{\prime \prime}\right)} \longmapsto \frac{\varepsilon(n+j)}{(2 i \pi)^{n}} \int_{f} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) \eta^{n-j} \wedge \overline{\eta^{n+j}} \tag{1.6.16}
\end{equation*}
$$

## Lemma 1.6.17

(1) $f_{\dagger} \mathscr{T} \stackrel{\text { def }}{=}\left(\left(f_{\dagger} \cdot \mathscr{M}^{\prime}\right)^{\text {op }}, f_{\dagger} \cdot \mathscr{M}^{\prime \prime}, f_{\dagger} C\right)$ is an object of $D^{+}(\mathscr{R}$ - Triples $(Y))$.
(2) We have $\left(f_{\dagger} C^{*}\right)^{-j}=\left(\left(f_{\dagger} C\right)^{j}\right)^{*}$.
(3) If $f, g$ are two composable projections, we have $(g \circ f)_{\dagger} C=g_{\dagger}\left(f_{\dagger} C\right)$.

Proof. We have, by $\mathscr{R}_{(X, \bar{X}), \mathrm{S}}$-linearity of $C$, and up to multiplication by $(-1)^{n}$,

$$
\begin{aligned}
&\left(f_{\uparrow} C\right)^{j}\left(\nabla\left(\eta^{n-j-1} \otimes m^{\prime}\right) \otimes \overline{\left(\eta^{n+j} \otimes m^{\prime \prime}\right)}\right) \\
&=\frac{\varepsilon(n+j)}{(2 i \pi)^{n}} \int_{f}\left(C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) d \eta^{n-j-1}+C\left(\nabla m^{\prime}, \overline{m^{\prime \prime}}\right) \wedge \eta^{n-j-1}\right) \wedge \overline{\eta^{n+j}} \\
& \quad=\frac{\varepsilon(n+j)}{(2 i \pi)^{n}} \int_{f}\left(C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) d \eta^{n-j-1}+d^{\prime} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) \wedge \eta^{n-j-1}\right) \wedge \overline{\eta^{n+j}}
\end{aligned}
$$

and similarly

$$
\begin{aligned}
&\left(f_{\dagger} C\right)^{j+1}\left(\left(\eta^{n-j-1} \otimes m^{\prime}\right) \otimes \overline{\nabla\left(\eta^{n+j} \otimes m^{\prime \prime}\right)}\right) \\
&=\frac{\varepsilon(n+j+1)}{(2 i \pi)^{n}} \int_{f} \eta^{n-j-1} \wedge\left(C\left(m^{\prime} . \overline{\nabla m^{\prime \prime}}\right) \wedge \overline{\eta^{n+j}}+C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) d \overline{\eta^{n+j}}\right) \\
& \quad=\frac{\varepsilon(n+j+1)}{(2 i \pi)^{n}} \int_{f} \eta^{n-j-1} \wedge\left(d^{\prime \prime} C\left(m^{\prime} . \overline{m^{\prime \prime}}\right) \wedge \overline{\eta^{n+j}}+C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) d \overline{\eta^{n+j}}\right) .
\end{aligned}
$$

Using that $\varepsilon(n+j+1)=(-1)^{n+j} \varepsilon(n+j)=(-1)^{n-j} \varepsilon(n+j)$, Stokes Formula implies that both terms are equal. hence 1.6.17(1).

To prove 1.6.17(2), remark that we have

$$
\begin{aligned}
\left(f_{\uparrow} C^{*}\right)^{-j}\left(\left(\eta^{n+j} \otimes m^{\prime \prime}\right) \otimes \overline{\left(\eta^{n-j} \otimes m^{\prime}\right)}\right) & =\frac{\varepsilon(n-j)}{(2 i \pi)^{n}} \int_{f} C^{*}\left(m^{\prime \prime}, \overline{m^{\prime}}\right) \eta^{n+j} \wedge \overline{\eta^{n-j}} \\
& =\frac{(-1)^{j} \varepsilon(n-j)}{(2 i \pi)^{\prime \prime}} \int_{f} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) \eta^{n-j} \wedge \overline{\eta^{n+j}} \\
& =\left(\left(f_{\uparrow} C\right)^{j}\right)^{*}\left(\left(\eta^{n+j} \otimes m^{\prime \prime}\right) \otimes \overline{\left(\eta^{n-j} \otimes m^{\prime}\right)}\right),
\end{aligned}
$$

the last equality following from $(-1)^{j} \varepsilon(n-j)=\varepsilon(n+j)$.
Last, 1.6.17(3) follows from

$$
(-1)^{(m-k)(n+j)} \varepsilon(m+n+j+k)=(-1)^{(m+k)(n+j)} \varepsilon(m+n+j+k)=\varepsilon(n+j) \varepsilon(m+k) .
$$

(b) Case of a closed inclusion i $: X \hookrightarrow Y$. Consider first the case of right triples.
 by $\mathscr{R}_{n y}$-linearity from its restriction to $i_{*} \cdot \mathscr{M}_{\mathbf{S}}^{\prime} \otimes \overline{i_{*} \cdot \mathscr{M}_{\mathbf{S}}^{\prime \prime}}$. where it is defined as the composition of $C$ with the direct image of currents

$$
\begin{aligned}
\mathfrak{C}_{X \times \times \mathbf{S} / \mathbf{S}} & \xrightarrow{i_{++}} \mathfrak{C}_{Y \times \times \mathbf{S} / \mathbf{S}} \\
u & \longmapsto i_{++} u: \psi \longmapsto\langle u, \psi \circ i\rangle \quad\left(\psi \in \mathscr{C}_{C}^{\infty}(Y \times \mathbf{S})\right)
\end{aligned}
$$

For left triples, define $i_{\dagger} C$ in such a way that $\left(i_{\dagger} C\right)^{r}=i_{\dagger}\left(C^{r}\right)$, where $C^{r}$ is defined in Remark 1.6.4. If $X$ is a submanifold of $Y$ defined by $x_{j}=0(j \in J \subset\{1, \ldots, n\})$, we identify $i_{\uparrow} \cdot \mathscr{M}$ with $\mathscr{M} \otimes \mathbb{C} \mathbb{C}\left[\partial_{x_{j, j \in J}}\right]$ and we have, for any $\varphi \in \mathscr{E}_{c}^{n, n}(Y \times \mathbf{S} / \mathbf{S})$,

$$
\left\langle\left(i_{\dagger} C\right)\left(m^{\prime} \otimes 1, \overline{m^{\prime \prime} \otimes 1}\right), \varphi\right\rangle=\left\langle C\left(m^{\prime} \cdot \overline{m^{\prime \prime}}\right), \frac{\varphi}{\prod_{j \in J} \frac{i}{2 \pi} d x_{j} \wedge d \overline{x_{j}}}\right\rangle
$$

The conclusions of Lemma 1.6 .17 clearly hold for the case of closed inclusions.
Remark. - It can be more convenient to write the form $\frac{i}{2 \pi} d x_{j} \wedge d \overline{x_{j}}$ as

$$
\frac{1}{2 i \pi} \frac{d x_{j}}{z} \wedge \frac{d \overline{x_{j}}}{\bar{z}}
$$

when checking the compatibilities below.
(c) General case. - For a general $f$, define $f_{\dagger}$ as the composition $p_{f+} i_{f \dagger}$ as indicated above. One has to check first that this is compatible with the previous definitions when $f$ is a projection or an inclusion. This is mainly reduced to checking this for a closed inclusion $f: X \hookrightarrow Y$.

Then, to conclude that $(g \circ f)_{\dagger}=g_{\dagger} f_{\dagger}$, and to end the proof of (1.6.14) and (1.6.15), it is enough to show that, in the following cartesian diagram,

we have $p_{\dagger}^{\prime} \circ\left(\operatorname{Id} \times i^{\prime}\right)_{\dagger}=i_{\dagger} p_{\dagger}$.
We leave both computations to the reader.
1.6.e. The Lefschetz morphism. - Let $c \in H^{2}(X, \mathbb{C})$ be a real $(1,1)$-class (the Chern class of a holomorphic line bundle for instance). We will show that it induces, for any $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$, a morphism

$$
L_{C}: \mathscr{H}^{i} f_{\dagger} \mathscr{M} \longrightarrow \mathscr{H}^{i+2} f_{\dagger} \not \mathscr{M}
$$

in such a way that, if $\mathscr{T}=\left(\mathscr{U}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ is an object of the category $\mathscr{R}$ - $\operatorname{Triples}(X)$ or the derived category $D\left(S_{R}\right.$ - Triples $(X)$ ), then $L_{c}$ induces a functorial morphism in $\mathscr{R}$ - Triples $(Y)$ :

$$
\begin{equation*}
\mathscr{L}_{c}=\left(L_{c}^{\prime}, L_{c}^{\prime \prime}\right) \stackrel{\text { def }}{=}\left(-L_{c}, L_{c}\right): f_{\dagger}^{j} \mathscr{T} \longrightarrow f_{\dagger}^{j+2} \mathscr{T}(1) . \tag{1.6.18}
\end{equation*}
$$

It will be enough to apply the following computation to a closed real (1, 1)-form $\omega \in \Gamma\left(X, \mathscr{E}_{X}^{1,1}\right)$ representing $c$.

Let $i_{f}: X \hookrightarrow X \times Y$ be the graph inclusion of $f$ and let $p: X \times Y \rightarrow Y$ be the projection. We have $f_{\dagger} \mathscr{T}=p_{\dagger} i_{f, \dagger} \mathscr{T}$. So we can replace $\mathscr{T}$ with $i_{f, \dagger} \mathscr{T}$ and assume that $f$ is the projection $X=Z \times Y \rightarrow Y$.

Let $\omega$ be a real closed (1.1)-form on $X$. We define $L_{\omega}: f_{\dagger} \mathscr{M} \rightarrow f_{\dagger} \cdot \mathscr{M}[2]$ as the
 1.4.8). It is a morphism because $\omega$ is closed and the morphism induced on the cohomology depends on $c$ only.

We will now show that, as $\omega$ is real 2-form, we have a morphism

$$
\mathscr{L}_{\omega}=\left(L_{\omega}^{\prime}, L_{\omega}^{\prime \prime}\right) \stackrel{\text { def }}{=}\left(-L_{\omega}, L_{\omega}\right): f_{\dagger}^{j} \mathscr{T} \longrightarrow f_{\dagger}^{j+2} \mathscr{T}(1)
$$

As $\omega$ is a real 2-form, we have, by Formula (1.6.16) and using that $\varepsilon(n+j+2)=$ $-\varepsilon(n+j)$,

$$
\begin{aligned}
f_{\dagger}^{j} C\left(L_{\omega}^{\prime}\left(\eta^{n-j-2} \otimes m\right),\right. & \left.\overline{\eta^{n+j} \otimes \mu}\right)=-\frac{\varepsilon(n+j)}{(2 i \pi)^{n}} \int_{f} C(m, \bar{\mu}) z^{-1} \omega \wedge \eta^{n-j-2} \wedge \overline{\eta^{n+j}} \\
& =-(i z)^{-2} \frac{\varepsilon(n+j)}{(2 i \pi)^{n}} \int_{f} C(m, \bar{\mu}) \eta^{n-j-2} \wedge \overline{z^{-1} \omega \wedge \eta^{n+j}} \\
& =(i z)^{-2} \frac{\varepsilon(n+j+2)}{(2 i \pi)^{n}} \int_{f} C(m, \bar{\mu}) \eta^{n-j-2} \wedge \overline{z^{-1} \omega \wedge \eta^{n+j}} \\
& =(i z)^{-2} f_{\dagger}^{j+2} C\left(\eta^{n-j-2} \otimes m, \overline{L_{\omega}^{\prime \prime}\left(\eta^{n+j} \otimes \mu\right)}\right)
\end{aligned}
$$

## CHAPTER 2

## SMOOTH TWISTOR STRUCTURES

The notion of a twistor structure has been introduced by C. Simpson in [64] (see also [65]) in order to extend the formalism of variations of Hodge structures to more general local systems. The purpose of this chapter is to review the basic definitions in the language of $\mathscr{R}$ - Triples, in order to extend them to $\mathscr{R} \mathscr{X}_{\mathscr{C}}$-modules. Following Simpson, we express the Hodge theory developed in [63] in terms of twistors and recall the proof of the Hodge-Simpson theorem 2.2.4. Nevertheless, this theorem will not be used in its full strength for twistor $\mathscr{D}$-modules, according to the method of M. Saito. It is useful, however, to understand the main result (Theorem 6.1.1).

### 2.1. Twistor structures in dimension 0

In order to explain such a definition, we will first give details on the simplest example, i.e., when $X$ is reduced to a point. We will first give definitions for weight 0 , then give the way to obtain a twistor of weight 0 from a twistor of weight $w$ : this is the analogue of the Weil operator $C$ in Hodge theory. The convention taken here will look convenient later on.
2.1.a. Twistor structures in dimension 0 after C.Simpson [64]. - A pure twistor of rank $d$ and weight $w$ is a vector bundle on $\mathbb{P}^{1}$ isomorphic to $\left(\mathscr{O}_{\mathbb{P}^{1}}(w)\right)^{d}$. A mixed twistor is a vector bundle $\widetilde{\mathscr{H}}$ on $\mathbb{P}^{1}$ equipped with an increasing filtration $W_{\bullet}$ indexed by $\mathbb{Z}$ such that, for each $\ell \in \mathbb{Z}, \operatorname{gr}_{\ell}^{W} \widetilde{\mathscr{H}}$ is pure of weight $\ell$. A pure twistor structure can also be regarded as a mixed twistor structure in a natural way. A morphism of mixed twistor structures is a morphism of vector bundles which respects the filtrations $W$. There are no nonzero morphisms between pure twistor structures when the weight of the source is strictly bigger than the weight of the target. The category of pure twistor structures of weight $w$ is equivalent to the category of $\mathbb{C}$-vector spaces, hence it is abelian. The category of mixed twistor structures is therefore
abelian and any morphism is strict with respect to $W$ (see loc.cit., and also $[\mathbf{1 7}$, Th. 1.2.10], [56, Lemme 5.1.15]).
2.1.b. Twistor structures in dimension 0 as objects of $\mathscr{R}$ - Triples. - We will give an equivalent definition of twistor structures which will be extended to arbitrary dimensions in §4.1. A twistor structure of rank $d$ and of weight $w$ consists of the data of two free $\mathscr{O}_{\Omega_{1}}$-modules $\mathscr{H}^{\prime}$ and $\mathscr{H}^{\prime \prime}$ and of a $\mathscr{O}_{\mathbf{S}}$-linear pairing

$$
\begin{equation*}
C: \mathscr{H}_{\mid \mathrm{S}}^{\prime} \otimes_{\sigma_{\mathrm{S}}} \overline{\mathscr{H}_{\mid \mathrm{S}}^{\prime \prime}} \longrightarrow \mathscr{O}_{\mathrm{S}} \tag{2.1.1}
\end{equation*}
$$

(in other words, $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ is an object of $\mathscr{R}$-Triples(pt) where $C$ takes values in $\mathscr{O}_{\mathbf{S}}$ instead of only $\mathscr{C}_{\mathbf{S}}^{0}$ ), such that (a) and (b) below are satisfied:
(a) The sesquilinear pairing (2.1.1) is nondegenerate, i.e., its matrix in any local basis of $\mathscr{H}_{\mathbf{S}}^{\prime}$ and $\mathscr{H}_{\mathbf{S}}^{\prime \prime}$ is invertible, so that the associated $\mathscr{O}_{\mathbf{S}}$-linear morphism induces an isomorphism

$$
\begin{equation*}
\overline{\mathscr{H}_{\mathrm{S}}^{\prime \prime}} \xrightarrow{\sim} \mathscr{H}_{\mid \mathrm{S}}^{\prime \mathrm{S}} \stackrel{\text { def }}{=} \mathscr{H}_{o^{\left(\Omega_{2_{0}}\right.}}\left(\mathscr{H}^{\prime}, \mathscr{O}_{\Omega_{0}}\right) \mathbf{S} \tag{2.1.2}
\end{equation*}
$$

(b) The locally free $\mathscr{O}_{\mathbb{P}^{1}-\text { module }} \widetilde{\mathscr{H}}$ obtained by gluing $\mathscr{H}^{\wedge V}$ (dual of $\mathscr{H}^{\prime}$, chart $\Omega_{0}$ ) and $\overline{\mathscr{H}^{\prime \prime}}$ (conjugate of $\mathscr{H}^{\prime \prime}$, chart $\Omega_{\infty} ; c f . \S$ 1.5.a) using (2.1.2) is isomorphic to $\mathscr{O}_{\mathbb{P}^{1}}(w)^{d}$.

Having chosen 0 and $\infty$ on $\mathbb{P}^{1}$, the category of twistor structures of weight $w$ is a full subcategory of $\mathscr{R}$ - Triples(pt): a morphism $\varphi:\left(\mathscr{H}_{1}^{\prime}, \mathscr{H}_{1}^{\prime \prime}, C_{1}\right) \rightarrow\left(\mathscr{H}_{2}^{\prime}, \mathscr{H}_{2}^{\prime \prime}, C_{2}\right)$ consists of the data of morphisms $\varphi^{\prime}: \mathscr{H}_{2}^{\prime} \rightarrow \mathscr{H}_{1}^{\prime} \cdot \varphi^{\prime \prime}: \mathscr{H}_{1}^{\prime \prime} \rightarrow \mathscr{H}_{2}^{\prime \prime}$ of $\mathscr{O}_{\Omega_{1},}$-modules such that $C_{1}\left(\varphi^{\prime}\left(m_{2}^{\prime}\right) \otimes \overline{m_{1}^{\prime \prime}}\right)=C_{2}\left(m_{2}^{\prime} \otimes \overline{\varphi^{\prime \prime}\left(m_{1}^{\prime \prime}\right)}\right)$ for any $z_{o} \in \mathrm{~S}$ and all $m_{2}^{\prime} \in \mathscr{H}_{2, z_{o}}^{\prime}$, $m_{1}^{\prime \prime} \in \mathscr{H}_{1,-z_{0}}^{\prime \prime}$ (recall that $\sigma\left(z_{o}\right)=-z_{0}$ when $z_{o} \in \mathbf{S}$ ). This category is clearly equivalent to the category of semistable vector bundles of slope $w$ on $\mathbb{P}^{1}$, or to the category of finite dimensional $\mathbb{C}$-vector spaces.

The notion of a Tate twist is also well defined: recall that, for $k \in \frac{1}{2} \mathbb{Z}$, we put

$$
\begin{equation*}
\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)(k) \stackrel{\text { def }}{=}\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime},(i z)^{-2 k} C\right) \tag{2.1.3}
\end{equation*}
$$

The weight of $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)(k)$ is $w-2 k$, if $\left(\mathscr{H}^{\prime} . \mathscr{H}^{\prime \prime}, C\right)$ has weight $w$.
Weil reduction to weight $0 . \quad$ Given a twistor $\mathscr{T}=\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ of weight $w$, its associated twistor of weight 0 is by definition $\widetilde{\mathscr{T}}=\mathscr{T}(w / 2)=\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime},(i z)^{-w} C\right)$. We note that, if $\varphi: \mathscr{T}_{1} \rightarrow \mathscr{T}_{2}$ is a morphism of twistors of weight $w$ then $\varphi$ also defines a morphism $\widetilde{\mathscr{T}}_{1} \rightarrow \widetilde{\mathscr{T}}_{2}$. We note also that, for any $k \in \frac{1}{2} \mathbb{Z}$, the twistors $\mathscr{T}$ and $\mathscr{T}(k)$ have the same associated twistor of weight 0 .

Remark 2.1.4. A triple $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ is a pure twistor of weight $w$ if and only of one can find $\mathbb{C}$-vector spaces $H^{\prime} \subset \Gamma\left(\Omega_{0}, \mathscr{H}^{\prime}\right)$. $H^{\prime \prime} \subset \Gamma\left(\Omega_{0}, \mathscr{H}^{\prime \prime}\right)$ of finite dimension (equal to rk $\mathscr{H}^{\prime}=\mathrm{rk} \mathscr{H}^{\prime \prime}$ ) such that $\mathscr{H}^{\prime}=\mathscr{O}_{\Omega_{0}} \otimes \mathbb{C} H^{\prime}, \mathscr{H}^{\prime \prime}=\mathscr{O}_{\Omega_{0}} \otimes \mathbb{C} H^{\prime \prime}$, the restriction of $\Gamma(\mathbf{S}, C)$ to $H^{\prime} \otimes \overline{H^{\prime \prime}}$ takes values in $z^{w} \mathbb{C} \subset \Gamma\left(\mathbf{S}, \mathscr{O}_{\mathbf{S}}\right)$, and induces an isomorphism $\overline{H^{\prime \prime}} \xrightarrow{\sim} H^{\prime v}$.

We can also define the category of mixed twistor structures as the category of triples with a finite filtration, such that $\mathrm{gr}_{\ell}^{W}$ is a pure twistor structure of weight $\ell$. If $\left(\mathscr{H}^{\prime} . \mathscr{H}^{\prime \prime}, C\right)$ is a mixed twistor structure, then $\mathscr{H}^{\prime}$ and $\mathscr{H}^{\prime \prime}$ are locally free and $C$ is nondegencrate. This category is equivalent to the category of mixed twistor structures in the sense of Simpson.
2.1.c. Hermitian adjunction and polarization. - Recall that the Hermitian adjoint $\mathscr{T}^{*}$ of the triple $\mathscr{T}=\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ is the triple $\mathscr{T}^{*}=\left(\mathscr{H}^{\prime \prime}, \mathscr{H}^{\prime}, C^{*}\right)$ (cf. Definition 1.6.2). If $\mathscr{T}$ is a twistor of weight $w$, then $\mathscr{T}^{*}$ has weight $-w$. Recall also that $(\mathscr{T}(k))^{*}=\mathscr{T}^{*}(-k)$ for $k \in \mathbb{Z}$ and that we have chosen an isomorphism $(\mathscr{T}(k))^{*} \xrightarrow{\sim} \mathscr{T}^{*}(-k)$ if $k \in \frac{1}{2} \mathbb{Z}$.
Definition 2.1.5. Let $\mathscr{T}=\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ be a twistor structure of pure weight $w$. A Hermitian duality of $\mathscr{T}$ is an isomorphism $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ which is a Hermitian sesquilinear pairing of weight $w$ in the sense of Definition 1.6.7, i.e., which satisfies $\mathscr{S}^{*}=(-1)^{w} . \mathscr{\mathscr { G }}$.

The associated sesquilinear pairing (cf. (1.6.6))

$$
\begin{equation*}
h_{\mathrm{S}} \stackrel{\text { dicf }}{=}(i z)^{-w} C \circ\left(S^{\prime \prime} \otimes \mathrm{Id}\right): \mathscr{H}_{\mid \mathbf{S}}^{\prime \prime} \otimes_{\Theta_{\mathrm{S}}} \overline{\mathscr{H}}_{\mid \mathbf{S}}^{\prime \prime} \longrightarrow \mathscr{O}_{\mathrm{S}} \tag{2.1.6}
\end{equation*}
$$

is nondegenerate and Hermitian, i.e., satisfies $h_{\mathbf{S}}(m, \bar{\mu})=\overline{h_{\mathbf{S}}(\mu, \bar{m})}$ for local sections $m, \mu$ of $\mathscr{H}_{\mid \mathbf{S}}^{\prime \prime}$.

Assume now that $w=0$. We therefore have $S^{\prime}=S^{\prime \prime} \stackrel{\text { def }}{=} \underset{\sim}{S}$. Let $\widetilde{\mathscr{H}}$ be the trivial $\mathscr{O}_{\mathbb{P}}-$-bundle defined in (b) above and consider its conjugate $\overline{\mathscr{\mathscr { C }}}$ in the sense of $\S$ 1.5.a. This is the trivial vector bundle obtained by gluing $\mathscr{H}^{\prime \prime}\left(\right.$ chart $\left.\Omega_{0}\right)$ and $\overline{\mathscr{H}^{\prime V}}$ (chart $\Omega_{\infty}$ ), using the conjugate of the map (2.1.2) (also denoted by $C$ ) induced by $C$, that we denote by $\bar{C}$. We can define a $\vartheta_{\mathbb{P}}$-linear pairing $\widetilde{h}: \overline{\mathscr{Y}} \otimes_{\sigma_{1} 1}, \overline{\mathscr{H}} \rightarrow \vartheta_{\mathbb{P} 1}$ in the following way:
in the chart $\Omega_{0}, \widetilde{h}$ is the pairing $\langle S \bullet \cdot \bullet\rangle: \mathscr{H}^{\prime \prime} \otimes_{\mathscr{S}_{2_{1}}} \mathscr{H}^{\prime V} \rightarrow \mathscr{O}_{\Omega_{0}}$, where $\langle$.$\rangle is the$ standard duality pairing;
in the chart $\Omega_{\infty}, \widetilde{h}$ is the pairing $\langle\cdot \overline{S \cdot}\rangle: \overline{\mathscr{H}^{\prime V}} \otimes_{\Theta_{\Omega_{2}}} \overline{\mathscr{H}^{\prime \prime}} \rightarrow \mathscr{O}_{\Omega_{x}}$;
that both definitions agree near $\mathbf{S}$ follows from the fact that $h_{\mathbf{S}}$ is Hermitian; using $C$, one can identify $\widetilde{h}_{\mathbf{S}}$ with $h_{\mathrm{S}}$; for the same reason, $\widetilde{h}$ is Hermitian.

Let us denote by $\bar{H}$ the rank $d$ vector space $H^{0}\left(\mathbb{P}^{1}, \widetilde{\mathscr{C}}\right)$. Its conjugate $H$ is canonically identified with $H^{0}\left(\mathbb{P}^{1}, \overline{\mathscr{\mathscr { H }}}\right)$. Therefore, $\widetilde{h}$ induces a Hermitian pairing

$$
\begin{equation*}
h=\pi_{*} \widetilde{h}: H \underset{\mathbb{C}}{\otimes} \bar{H} \longrightarrow \mathbb{C} . \tag{2.1.7}
\end{equation*}
$$

Remark 2.1.8. We have a canonical inclusion $\bar{H} \subset \Gamma\left(\mathbf{S}, \overline{\mathscr{H}_{\mid \mathbf{S}}^{\prime \prime}}\right)$ (restriction of sections $)$. We also have a canonical conjugate inclusion $H \subset \Gamma\left(\mathbf{S}, \mathscr{H}_{\mid \mathbf{S}}^{\prime \prime}\right)$. Then $h$ can be identified with the restriction of $\Gamma\left(\mathbf{S}, h_{\mathbf{S}}\right)$ to $H \otimes_{\mathbb{C}} \bar{H}$ by these inclusions.

If $\mathscr{T}$ has weight 0 , we say that the Hermitian duality $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}$ is a polarization of $\mathscr{T}$ if (c) below is satisfied:
(c) The Hermitian pairing $h$ defines on $H$ a positive definite Hermitian form.

Reduction to weight 0 . - If $\mathscr{T}$ has weight $w$, we say that a Hermitian duality $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ is a polarization of the twistor structure $\mathscr{T}$ of pure weight $w$ if $\mathscr{S}(w / 2)$ (defined after Definition 1.6.5) is a polarization of $\mathscr{T}(w / 2)$, i.e., the positivity condition (c) above is satisfied for the Hermitian duality $\mathscr{S}(w / 2)$ of the twistor structure $\mathscr{T}(w / 2)$ of weight 0 . This is equivalent to saying that, if $H$ is defined as above with $\mathscr{T}(w / 2)$ and $H \subset \mathscr{H}_{\mathbf{S}}$ is the corresponding inclusion, then the restriction of $h_{\mathbf{S}}$ defined by (2.1.6) to $H \otimes \mathbb{C} \bar{H}$ is positive definite.

We note that, if $(\mathscr{T}, \mathscr{S})$ is a polarized twistor structure of weight $w$, then, for any $k \in \frac{1}{2} \mathbb{Z},(\mathscr{T}(k), \mathscr{S}(k))$ is a polarized twistor structure of weight $w-2 k$.

Under the equivalence above, the category of polarized twistor structures of weight $w$ (the morphisms being the morphisms of twistor structures) is equivalent to the category of $\mathbb{C}$-vector spaces with a positive definite Hermitian form (the morphisms being all linear maps). In particular we have:

Fact 2.1.9. - Let $\mathscr{T}_{1}$ be a subtwistor structure of the polarized twistor structure $(\mathscr{T}, \mathscr{S})$ (the weight is fixed). Then $\mathscr{S}$ induces a polarization on the subtwistor, which is a direct summand of $(\mathscr{T}, \mathscr{S})$.

## 2.1.d. Complex Hodge structures and twistor structures (after [64])

Consider the example of $\S 1.3 . c$ with $X$ a point. So, let $H$ be a $\mathbb{C}$-vector space equipped with a decomposition $H=\oplus_{p} H^{p, w-p}$, that we call a complex Hodge structure. Consider the two decreasing filtrations

$$
F^{\prime p}=\underset{p^{\prime} \geqslant p}{\oplus} H^{p^{\prime}, w-p^{\prime}} \quad \text { and } \quad F^{\prime \prime q}=\underset{q^{\prime} \geqslant q}{\oplus} H^{w-q^{\prime}, q^{\prime}}
$$

and the Rees modules associated to these filtrations

$$
\mathscr{H}^{\prime \vee} \stackrel{\text { def }}{=} \underset{p}{\oplus} \bar{F}^{\prime p} z^{-p} \subset \mathbb{C}\left[z, z^{-1}\right] \underset{\mathbb{C}}{\otimes} \bar{H} \quad \mathscr{H}^{\prime \prime} \stackrel{\text { def }}{=} \underset{q}{\oplus} F^{\prime \prime q} z^{-q} \subset \mathbb{C}\left[z, z^{-1}\right] \underset{\mathbb{C}}{\otimes} H
$$

We will now work with the algebraic variant of twistor structures, where we replace $\mathscr{O}(\mathbf{S})$ with $\mathbb{C}\left[z, z^{-1}\right], \mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}$ are regarded as free $\mathbb{C}[z]$-modules, and where we replace $\mathscr{H}_{\mid \mathrm{S}}^{\prime}$ with $\mathcal{H}^{10}=\mathbb{C}\left[z, z^{-1}\right] \otimes_{\mathbb{C}[z]} \mathscr{H}^{\prime}$, etc. We have

$$
\begin{aligned}
& \mathscr{H}^{\prime}=\underset{p}{\oplus}\left(\left(\bar{H}^{p, w-p}\right)^{\vee} z^{p} \mathbb{C}[z]\right) \quad \mathscr{H}^{\prime V}=\underset{p}{\oplus}\left(\bar{H}^{p, w-p} z^{-p} \mathbb{C}[z]\right) \\
& \mathscr{H}^{\prime \prime}=\underset{p}{\oplus}\left(H^{p, w-p} z^{p-w} \mathbb{C}[z]\right) \quad \overline{\mathscr{H}^{\prime \prime}}=\oplus_{p}\left(\bar{H}^{p, w-p} z^{w-p} \mathbb{C}\left[z^{-1}\right]\right) .
\end{aligned}
$$

The inclusions

$$
\mathscr{H}^{\prime V}=\underset{p}{\oplus} \bar{F}^{\prime p} z^{-p} \subset \mathbb{C}\left[z, z^{-1}\right] \underset{\mathbb{C}}{\otimes} \bar{H} \supset \underset{q}{\oplus} \bar{F}^{\prime \prime q} z^{q}=\overline{\mathscr{H}^{\prime \prime}}
$$

define a semistable vector bundle of weight $w$ on $\mathbb{P}^{1}$. The pairing $C$ is induced by the natural $\mathbb{C}$-duality pairing $\langle$,$\rangle :$

$$
\begin{aligned}
\left(\bar{H}^{p, w-p}\right)^{\vee} z^{p} \otimes \bar{H}^{p, w-p} z^{w-p} & \longrightarrow z^{w} \mathbb{C}[z] \\
x^{\vee} z^{p} \otimes y z^{w-p} & \longmapsto\left\langle x^{\vee}, y\right\rangle z^{w} .
\end{aligned}
$$

Let us now compare the notion of polarization with the usual one. The natural inclusion $j: H \hookrightarrow \mathcal{H}^{\prime \prime \prime}$ is induced by $H^{p, w-p} \mapsto H^{p, w-p} z^{p-w}$. The conjugate inclusion $\bar{\jmath}: \bar{H} \hookrightarrow \overline{\mathcal{H}^{\prime \prime o}}$ is given by $\bar{H}^{p, w-p} \mapsto \bar{H}^{p, w-p}(-1)^{p-w} z^{w-p}$.

Let $k$ be a polarization of the Hodge structure as in $\S 1.3$.c ( with $\operatorname{dim} X=0$ ). We regard $k$ as an isomorphism $H^{p, w-p} \xrightarrow{\sim}\left(\bar{H}^{p, w-p}\right)^{\vee}$. Define $S^{\prime}: \mathscr{H}^{\prime \prime} \rightarrow \mathscr{H}^{\prime}$ by $S^{\prime}=z^{w} k: H^{p, w-p} z^{p-w} \rightarrow\left(\bar{H}^{p, w-p}\right)^{\vee} z^{p}$ and $S^{\prime \prime}=(-1)^{w} S^{\prime}=(-z)^{w} k$.

For $x, y \in H^{p, w-p}$, we have

$$
\begin{aligned}
h_{\mathbf{S}}(j(x), \bar{\jmath}(\bar{y})) & =(i z)^{-w} C\left(S^{\prime \prime}(j(x)), \bar{\jmath}(\bar{y})\right) \\
& =(i z)^{-w} C\left(S^{\prime \prime}\left(x z^{p-w}\right),(-1)^{p-w} \bar{y} z^{w-p}\right) \\
& =(-1)^{p}(i z)^{-w} C\left(k(x) z^{p}, \bar{y} z^{w-p}\right) \\
& =(-1)^{p} i^{-w}\langle k(x), \bar{y}\rangle .
\end{aligned}
$$

We therefore recover the usual notion of positivity.
2.1.e. Graded Lefschetz twistor structures. - Fix $\varepsilon= \pm 1$. A graded Lefschetz twistor structure $\left[\mathscr{T}=\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right), \mathscr{L}\right]$ of weight $w \in \mathbb{Z}$ and type $\varepsilon$ consists of

- a finite family, indexed by $j \in \mathbb{Z}$, of twistor structures $\mathscr{T}_{j}=\left(\mathscr{H}_{-j}^{\prime}, \mathscr{H}_{j}^{\prime \prime}, C_{j}\right)$ of weight $u-\varepsilon j$, so that $\mathscr{T}=\oplus_{j} \mathscr{T}_{j}$,
a graded morphism $\mathscr{L}: \mathscr{T} \rightarrow \mathscr{T}(\varepsilon)$ of degree -2 , such that, for any $j$, the component $\mathscr{L}: \mathscr{T}_{j} \rightarrow \mathscr{T}_{j-2}(\varepsilon)$ is a morphism of twistor structures of weight $w-\varepsilon j$, and that, for any $j \geqslant 0, \mathscr{L}^{j}: \mathscr{T}_{j} \rightarrow \mathscr{T}_{-j}(\varepsilon j)$ is an isomorphism.
Morphisms $\varphi$ are families $\left(\varphi_{j}\right)_{j}$ of morphisms of twistor structures, which are compatible with $\mathscr{L}$. Remark that $\mathscr{L}=\left(L^{\prime}, L^{\prime \prime}\right)$, with $L^{\prime}: \mathscr{H}_{j}^{\prime} \rightarrow \mathscr{H}_{j-2}^{\prime}$ and $L^{\prime \prime}: \mathscr{H}_{j}^{\prime \prime} \rightarrow \mathscr{H}_{j-2}^{\prime \prime}$ (we forget the index $j$ for $\mathscr{L}$ ).

Remark 2.1.10. -- We will follow the usual convention when writing upper indices: put $\mathscr{T}^{j}=\mathscr{T}_{-j}$; then $\mathscr{T}^{j}$ has weight $w+\varepsilon j$ and $\mathscr{L}$ is a morphism $\mathscr{T}^{j} \rightarrow \mathscr{T}^{j+2}(\varepsilon)$.

The primitive part of index $j \geqslant 0$ of $(\mathscr{T}, \mathscr{L})$ is the twistor structure $P \mathscr{T}_{j}$ of weight $w-\varepsilon j$ defined as $\operatorname{Ker} \mathscr{L}^{j+1}: \mathscr{T}_{j} \rightarrow \mathscr{T}_{j-2}(\varepsilon(j+1))$. We therefore have

$$
P \mathscr{T}_{j}=\left(L^{\prime j} P \mathscr{H}_{j}^{\prime}, P \mathscr{H}_{j}^{\prime \prime}, C_{j}\right),
$$

where $P \mathscr{H}_{j}^{\prime \prime}=\operatorname{Ker}\left[L^{\prime \prime j+1}: \mathscr{H}_{j}^{\prime \prime} \rightarrow \mathscr{H}_{-j-2}^{\prime \prime}\right]$, and similarly for $P \mathscr{H}_{j}^{\prime}$. The primitive parts allow one to reconstruct $(\mathscr{T}, \mathscr{L})$ up to isomorphism using the Lefschetz
decomposition: for any $j \geqslant 0$,

$$
\begin{equation*}
\mathscr{T}_{j}=\underset{k \geqslant 0}{\oplus} \mathscr{L}^{k} P \mathscr{T}_{j+2 k}(-\varepsilon k), \quad \mathscr{T}_{-j}=\underset{k \geqslant 0}{\oplus} \mathscr{L}^{k+j} P \mathscr{T}_{j+2 k}(-\varepsilon(k+j)) . \tag{2.1.11}
\end{equation*}
$$

Put $\mathscr{T}^{\prime}=\mathscr{T}^{*}(-w)$, with the grading $\mathscr{T}_{j}^{\prime}=\mathscr{T}_{-j}^{*}(-w)$ and define $\mathscr{L}^{\prime}=\mathscr{L}^{*}$. Then $\left(\mathscr{T}^{\prime}, \mathscr{L}^{\prime}\right)$ is an object of the same kind as (.T. $\left.\mathscr{L}\right)$. Moreover we have

$$
P \cdot \mathscr{T}_{j}^{\prime}=\left(\mathscr{L}^{j} P \cdot \mathscr{T}_{j}\right)^{*}(-w) \xrightarrow[\sim]{\mathscr{L}^{* j}}\left(P \cdot \mathscr{T}_{j}\right)^{*}(-w+\varepsilon j) .
$$

Weil reduction to weight 0 . Any graded Lefschetz twistor structure ( $\mathscr{T}, \mathscr{L}$ ) of weight $w$ and type $\varepsilon= \pm 1$ gives rise to a graded twistor structure $\widetilde{\mathscr{T}}$ of weight 0 and a graded morphism $\widetilde{\mathscr{L}}: \widetilde{\mathscr{T}}_{j} \rightarrow \widetilde{\mathscr{T}}_{j-2}$ by putting $\widetilde{\mathscr{T}}_{j}=\mathscr{T}_{j}\left(\left(w-\varepsilon_{j}\right) / 2\right)$ and $\widetilde{\mathscr{L}}=\mathscr{L}$. We hence have

$$
\widetilde{\mathscr{H}}_{-j}^{\prime}=\mathscr{H}_{-j}^{\prime}, \quad \widetilde{\mathscr{H}}_{j}^{\prime \prime}=\mathscr{H}_{j}^{\prime \prime} . \quad \widetilde{C}_{j}=(i z)^{-u+z j} C_{j} . \quad \widetilde{L}^{\prime}=L^{\prime}, \quad \widetilde{L}^{\prime \prime}=L^{\prime \prime}
$$

The category of graded Lefschetz twistor structures of weight 0 is equivalent to the category of graded $\mathbb{C}$-vector spaces $H=\bigoplus_{j} H_{j}$ of finite dimension, equipped with a graded nilpotent endomorphism $L: H \rightarrow H$ of degree -2 , such that, for any $j \geqslant 0$, $L^{j}: H_{j} \rightarrow H_{-j}$ is an isomorphism. More precisely. the twistor condition on $\mathscr{T}_{j}$ gives vector spaces $H_{j}^{\prime} \subset \mathscr{H}_{j}^{\prime}, H_{j}^{\prime \prime} \subset \mathscr{H}_{j}^{\prime \prime}$ such that $C_{j}: H_{-j}^{\prime} \otimes \overline{H_{j}^{\prime \prime}} \rightarrow z^{w-\varepsilon j} \mathbb{C}$ is nondegenerate. Put $H_{j}=H_{j}^{\prime \prime}$ and use $\widetilde{C}_{j}$ to identify $H_{-j}^{\prime}$ with $\overline{H_{j}^{*}}$. Define $L: H_{j} \rightarrow$ $H_{j-2}$ as the restriction of $L^{\prime \prime}$ to $H_{j}^{\prime \prime}$.

We call this situation the case of weight 0 and type 0 (this is not exactly obtained by putting $w=0$ and $\varepsilon=0$ in the previous case).

From this equivalence. it is clear that the category of graded Lefschetz twistor structures of weight $w$ and type $\varepsilon$ is abelian and that any morphism is graded with respect to the Lefschetz decomposition (2.1.11).
Polarization. - A Hermitian duality of $\mathscr{T}$ is a graded isomorphism $\mathscr{Y}: \mathscr{T} \rightarrow$ $\mathscr{T}^{*}(-w)$ which is Hermitian in the sense of Definition 1.6.7, in other words $(-1)^{w}$ selfadjoint, i.e., a family $\left(\mathscr{S}_{j}\right)_{j \in \mathbb{Z}}$ of isomorphisms

$$
\mathscr{S}_{j}=\left(S_{-j}^{\prime}, S_{j}^{\prime \prime}\right): \mathscr{T}_{j} \longrightarrow \mathscr{T}_{-j}^{*}(-w),
$$

satisfying $\mathscr{S}_{j}^{*}=(-1)^{w} \cdot \mathscr{S}_{-j}$, in other words a family indexed by $j \in \mathbb{Z}$ of isomorphisms

$$
S_{j}^{\prime}: \mathscr{H}_{j}^{\prime \prime} \xrightarrow{\sim} \mathscr{H}_{j}^{\prime}, \quad S_{j}^{\prime \prime}: \mathscr{H}_{j}^{\prime \prime} \xrightarrow{\sim} \mathscr{H}_{j}^{\prime}
$$

with $S_{j}^{\prime}=(-1)^{w} S_{j}^{\prime \prime}$, such that, for $x \in \mathscr{H}_{-j}^{\prime \prime}$ and $y \in \mathscr{H}_{j}^{\prime \prime}$, we have

$$
C_{j}\left(S_{-j}^{\prime} x, \bar{y}\right)=(i z)^{2 w} C_{-j}^{*}\left(x, \overline{\left.S_{j}^{\prime \prime} y\right)} \stackrel{\text { def }}{=}(i z)^{2 w} \overline{C_{-j}\left(S_{j}^{\prime \prime} y, \bar{x}\right)}\right.
$$

We say that this Hermitian duality is compatible with $\mathscr{L}$ if $\mathscr{L}$ is skewadjoint with respect to $\mathscr{S}$, i.e.,

$$
\begin{equation*}
\mathscr{L}^{*} \circ \mathscr{S}_{j}+\mathscr{S}_{j-2} \circ \mathscr{L}=0 \tag{2.1.12}
\end{equation*}
$$

This implies that $\mathscr{L}^{* j} \circ \mathscr{S}_{j}=(-1)^{j} \mathscr{S}_{-j} \circ \mathscr{L}^{j}$, which can be written, using the symmetry of $\mathscr{S}$, as

$$
\left(\mathscr{S}_{-j} \circ \mathscr{L}^{j}\right)^{*}=(-1)^{w-\varepsilon j}\left(\mathscr{S}_{-j} \circ \mathscr{L}^{j}\right) \quad(\varepsilon= \pm 1)
$$

This also implies that $\mathscr{S}$ is completely determined by its restriction to the primitive parts $P \mathscr{T}_{j}$ and can be rebuild using the Lefschetz decomposition.

Given a Hermitian duality $\mathscr{S}$ of $(\mathscr{T}, \mathscr{L})$ (that is, a Hermitian duality of $\mathscr{T}$ compatible with $\mathscr{L})$, the composed morphism $(j \geqslant 0)$

$$
\begin{equation*}
(P \mathscr{S})_{j} \stackrel{\text { def }}{=} \mathscr{S}_{-j} \circ \mathscr{L}^{j}: P \mathscr{T}_{j} \xrightarrow{\mathscr{L}^{j}} \mathscr{L}^{j} P \mathscr{T}_{j} \xrightarrow{\mathscr{S}_{-j}}\left(P \mathscr{T}_{j}\right)^{*}(-w+\varepsilon j) \tag{2.1.13}
\end{equation*}
$$

is thus a Hermitian duality of $P \mathscr{T}$. We then say that $\mathscr{S}$ is a polarization of $(\mathscr{T}, \mathscr{L})$ if, for any $j \geqslant 0$, this Hermitian duality $(P \mathscr{S})_{j}$ is a polarization of the twistor structure $P \mathscr{T}_{j}$ (of weight $(w-\varepsilon j)$ ) as defined in $\S$ 2.1.c.

Example 2.1.14. - Assume that $w=0$ and that $\mathscr{H}_{j}^{\prime}=\mathscr{H}_{j}^{\prime \prime}=\mathscr{H}_{j}$ and $C_{-j}^{*}=C_{j}$ for all $j$, so that $\mathscr{T}_{-j}^{*}=\mathscr{T}_{j}$. Assume also that $\mathscr{S}_{j}=(\mathrm{Id}, \mathrm{Id})$ for all $j$. The fact that $\mathscr{L}$ is skewadjoint with respect to $\mathscr{S}$ means that $\mathscr{L}^{*}=-\mathscr{L}$, i.e., $L^{\prime}=-L^{\prime \prime}$. The polarization $(P \mathscr{T})_{j}$ on $P \mathscr{T}_{j}$ is the morphism $P \mathscr{T}_{j} \rightarrow\left(P \mathscr{T}_{j}\right)^{*}(\varepsilon j)$ given by

$$
\left(L^{\prime j}, L^{\prime \prime j}\right):\left(L^{\prime j} P \mathscr{H}_{j}, P \mathscr{H}_{j}, C_{j}\right) \longrightarrow\left(P \mathscr{H}_{j}, L^{\prime \prime j} P \mathscr{H}_{j},(i z)^{-2 \varepsilon j} C_{-j}\right) .
$$

The positivity condition is that $\Gamma(\mathbf{S}, \bullet)$ of the Hermitian form (2.1.6)

$$
(i z)^{\varepsilon j} C_{j}\left(L^{\prime \prime j} \bullet, \bar{\bullet}\right): P \mathscr{H}_{j \mid \mathbf{S}} \otimes_{\mathscr{O}_{\mathbf{S}}} \overline{P \mathscr{H}_{j \mid \mathbf{S}}} \longrightarrow \mathscr{O}_{\mathbf{S}}
$$

takes values in $\mathbb{C}$ and is positive definite, when restricted to $P H_{j} \subset \Gamma\left(\mathbf{S}, P \mathscr{H}_{j} \mathbf{S}\right)$.
In other words, $P \mathscr{T}_{j}(-\varepsilon j / 2)$ with its polarization is isomorphic to the twistor structure $\left(P \mathscr{H}_{j}, P \mathscr{H}_{j},(i z)^{\varepsilon j} C_{j}\left(L^{\prime \prime j} \cdot \cdot \cdot\right)\right)$ with polarization (Id, Id).

The datum of a polarized graded Lefschetz twistor structure $(\mathscr{T}, \mathscr{L}, \mathscr{S})$ of weight $w$ and type $\varepsilon$ is therefore equivalent to the datum of one weight 0 and type 0 plus that of $w, \varepsilon$, i.e., to the datum of $(H, L, w, \varepsilon, h)$, where $(H, L, w, \varepsilon)$ is as above and $h$ is a homogeneous sesquilinear form of degree 0 on $H \otimes \bar{H}$, i.e., corresponds to a family of pairings

$$
h: H_{-j}{\underset{\mathbb{C}}{ }}_{\otimes}^{\bar{H}_{j}} \longrightarrow \mathbb{C}
$$

such that $L$ is skew-adjoint with respect to $h$ and $h\left(L^{j} \cdot \boldsymbol{\bullet}\right)$ is a positive definite Hermitian form on $P H_{j}$ for any $j \geqslant 0$.

Remark 2.1.15. The datum of $(H, h, L)$ as above is equivalent to the datum of a finite dimensional Hermitian $\mathbb{C}$-vector space $(H, h)$ with a $\mathrm{SL}_{2}(\mathbb{R})$-action: the torus $\mathbb{C}^{*}$-action gives the grading, and $L$ comes from the corresponding $\mathfrak{s l}_{2}(\mathbb{R})$-action. The positivity condition for $h\left(L^{j} \cdot \cdot \bar{\bullet}\right)$ on $P H_{j}$ is then equivalent to the positivity of the form $h(W \cdot, \cdot)$ on $H$, where $W$ corresponds to $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$.

Remark 2.1.16. - The Fact 2.1.9 also applies to graded Lefschetz twistor structures of weight $w$ and type $\varepsilon$. Indeed, reduce first to weight 0 and type 0 . According to Remark 2.1.15, it is then a matter of proving that, given $(H, h)$ with an action of $\mathrm{SL}_{2}(\mathbb{R})$ such that $k(\cdot, \overline{\boldsymbol{\bullet}}) \stackrel{\text { def }}{=} h(W \cdot, \overline{\boldsymbol{\bullet}})$ is positive definite, any $\mathrm{SL}_{2}(\mathbb{R})$-stable subspace $H^{\prime}$ has a $\mathrm{SL}_{2}(\mathbb{R})$-stable $k$-orthocomplement: this is clear.

Remark 2.1.17. - If one forgets the notion of weight and the notion of positivity, one can define the category of graded Lefschetz $\mathscr{R}$-Triples and the notion of Hermitian duality on objects of this category by changing above the words "twistor structure" with the words "object of $\mathscr{R}$ - Triples".

Remark 2.1.18 (Stability by extension). -- We assume that we have an exact sequence $0 \rightarrow \mathscr{T}^{\prime} \rightarrow \mathscr{T} \rightarrow \mathscr{T}^{\prime \prime} \rightarrow 0$ in the category of graded $\mathscr{R}$ - Triples (morphisms are graded of degree 0 ); assume that each of these objects is equipped with a graded morphism $\mathscr{L}$ of degree -2 and type $\varepsilon$, in a compatible way with the exact sequence; lastly, assume that $\left(\mathscr{T}^{\prime}, \mathscr{L}\right)$ and $\left(\mathscr{T}^{\prime \prime}, \mathscr{L}\right)$ are graded Lefschetz twistor structures of the same weight $w$. Then so is $(\mathscr{T}, \mathscr{L})$. Indeed, applying the Weil reduction procedure above to all objects, one can assume from the beginning that $\varepsilon=0$ and $w=0$. We have exact sequences $0 \rightarrow \widetilde{\mathscr{T}_{j}^{\prime}} \rightarrow \widetilde{\mathscr{T}_{j}} \rightarrow \widetilde{\mathscr{T}}_{j}^{\prime \prime} \rightarrow 0$ for any $j$. The locally free $\mathscr{O}_{\mathbb{P}^{1} \text {-module }}$ corresponding to $\mathscr{T}_{j}$ is an extension of two free $\mathscr{O}_{\mathbb{P}^{1}}$-modules, hence is free. We are now reduce to consider exact sequences of graded vector spaces $0 \rightarrow H^{\prime} \rightarrow H \rightarrow H^{\prime \prime} \rightarrow 0$ with compatible endomorphisms $L$, such that, for any $j \geqslant 1, L_{j}: H_{j}^{\prime} \rightarrow H_{-j}^{\prime}$ and $L_{j}: H_{j}^{\prime \prime} \rightarrow H_{-j}^{\prime \prime}$ are isomorphisms. Then, $L_{j}: H_{j} \rightarrow H_{-j}$ is an isomorphism.
2.1.f. Two results on polarized graded Lefschetz twistor structures. - Let $(\mathscr{T}, \mathscr{L}, \mathscr{S})$ and $\left(\mathscr{T}^{\prime}, \mathscr{L}^{\prime}, \mathscr{S}^{\prime}\right)$ be polarized graded Lefschetz twistor structures of type $\varepsilon= \pm 1$ and weight $w$ and $w-\varepsilon$ respectively. Let $c, v$ be graded morphisms of twistors of degree -1

$$
c: \mathscr{T}_{j+1} \longrightarrow \mathscr{T}_{j}^{\prime}, \quad v: \mathscr{T}_{j}^{\prime} \longrightarrow \mathscr{T}_{j-1}(\varepsilon)
$$

such that $\mathscr{L}=v \circ c$ and $\mathscr{L}^{\prime}=c \circ v$. We assume that $c, v$ are adjoint with respect to $\mathscr{S}$ and $\mathscr{S}^{\prime}$, i.e., for any $j$, the following diagram commutes:

and the adjoint diagram anticommutes.
Proposition 2.1.19 (cf. [56, lemme 5.2.15]). Under these assumptions, we have a decomposition $\mathscr{T}^{\prime}=\operatorname{Im} c \oplus \operatorname{Ker} v$ as a graded Lefschetz twistor structure.

Proof. - Remark first that each term of the decomposition is stable under $\mathscr{L}^{\prime}$. Apply the Weil reduction to weight 0 . Now, $\widetilde{\mathscr{T}}, \widetilde{\mathscr{T}}^{\prime}$ are graded vector spaces with a nilpotent endomorphism $\widetilde{\mathscr{L}}, \widetilde{L}^{\prime}$ of degree -2 , and with sesquilinear forms $h, h^{\prime}$ of degree 0 , such that $\widetilde{\mathscr{L}}, \widetilde{\mathscr{L}^{\prime}}$ are skewadjoint. There are morphisms $\widetilde{c}, \widetilde{v}$ of degree -1 such that $\widetilde{v} \circ \widetilde{c}=\widetilde{\mathscr{L}}, \widetilde{c} \circ \widetilde{v}=\widetilde{\mathscr{L}}^{\prime}$, and which are adjoint or skewadjoint to each other, as above. The proof of $[\mathbf{5 6}$, lemme 5.2 .15$]$ applies to this case.

Fix $\varepsilon_{1}, \varepsilon_{2}= \pm 1$. The notion of a (polarized) bigraded Lefschetz twistor structure $\left(\mathscr{T}, \mathscr{L}_{1}, \mathscr{L}_{2}\right)$ of weight $w$ and bi-type $\left(\varepsilon_{1}, \varepsilon_{2}\right)$ is defined in a natural way, similarly to the single graded case: $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ should commute and the primitive part in $\mathscr{F}_{j_{1}, j_{2}}$ is by definition the intersection of $\operatorname{Ker} \mathscr{L}_{1}^{j_{1}+1}$ and $\operatorname{Ker} \mathscr{L}_{2}^{j_{2}+1}$. The following lemma will be useful in $\S 6.4$.

Lemma 2.1.20. Let $\left(\mathscr{T}, \mathscr{L}_{1}, \mathscr{L}_{2}, \mathscr{S}\right)$ be a polarized bigraded Lefschetz twistor structure of weight $w$ and bi-type $(\varepsilon, \varepsilon)$. Put on $\mathscr{T}$ the grading $\mathscr{T}_{\ell}=\oplus_{j+k=\ell} \mathscr{T}_{j, k}$ and set $\mathscr{L}=\mathscr{L}_{1}+\mathscr{L}_{2}$. Then $\left(\mathscr{T}, \mathscr{L}_{1}+\mathscr{L}_{2}, \mathscr{S}\right)$ is a polarized graded Lefschetz twistor structure of weight $w$ and type $\varepsilon$.

Proof. - Reduce to weight 0 and bi-type $(0,0)$. We therefore have a Hermitian $\mathbb{C}$ vector space $(H, h)$ equipped with a $\mathrm{SL}_{2}(\mathbb{R}) \times \mathrm{SL}_{2}(\mathbb{R})$ action and a positivity condition ( $c f$. Remark 2.1.15). Consider the diagonal $\mathrm{SL}_{2}(\mathbb{R})$-action. Then $W$ acts by $W_{2}=$ $(W, W)$. Now, the positivity of $h(W \cdot, \bar{\bullet})$ follows from $[\mathbf{2 8}, \S 4.3]$.

A differential $d$ on $\left(\mathscr{T}, \mathscr{L}_{1}, \mathscr{L}_{2}, \mathscr{S}\right)$ is a morphism of bidegree $(-1,-1)$

$$
d: \mathscr{T}_{j_{1}, j_{2}} \longrightarrow \mathscr{T}_{j_{1}-1, j_{2}-1}\left(\varepsilon_{1}+\varepsilon_{2}\right)
$$

such that $d \circ d=0$, which commutes with $\mathscr{L}_{1}, \mathscr{L}_{2}$ and is selfadjoint with respect to $\mathscr{S}$.
Proposition 2.1 .21 (M. Saito, P. Deligne, $\boldsymbol{c f}$. [56, proposition 4.2.2], [28, théorème 4.5])
In such a situation, the cohomology $\operatorname{Ker} d / \operatorname{Im} d$, with the induced $\mathscr{L}_{1}, \mathscr{L}_{2}, \mathscr{S}$, is a polarized bigraded Lefschetz twistor structure $\left(\mathscr{T}, \mathscr{L}_{1}, \mathscr{L}_{2}, \mathscr{S}\right)$ of weight $w$ and type $\varepsilon_{1}, \varepsilon_{2}$.

Proof. - We note first that $\mathscr{P}$ induces a Hermitian duality on Ker $d / \operatorname{Im} d$. We note also that the Weil reduction to weight 0 commutes with taking cohomology. It is therefore enough to prove the proposition in the case of a bigraded Lefschetz twistor structure of weight 0 and bitype 0,0 defined as above for the single graded case. This is done in loc. cit.

### 2.2. Smooth twistor structures in arbitrary dimension

2.2.a. A smooth twistor structure $\mathscr{T}=\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ (or a variation of twistor structure) weight $w$ on $\mathscr{X}$ is a smooth object of $\mathscr{R}$ - $\operatorname{Triples}(X)$ in the sense of $\S 1.6 . \mathrm{b}$ such
that its restriction to each $x_{o} \in X$ (in the sense of Definition 1.6.9) is a twistor structure of pure weight $w$. The rank of $\mathscr{T}$ is the rank of the bundles $\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}$.

A polarization is a Hermitian pairing $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ of weight $w$ (in the sense of Definition 1.6.7) which induces a polarization by restriction to any $x_{o} \in X$ (in the sense of Definition 1.6.11).

Remark 2.2.1. - We have seen that the sesquilinear pairing $C$ takes values in $\mathscr{C}_{\mathscr{X} \mid \mathbf{S}}^{\infty}$, an according to Lemma 1.5.3. So the restriction to $x_{o}$ of each component of the smooth twistor structure is well defined. It is also nondegenerate and gives a gluing of $\mathscr{H}^{\prime *}$ with $\overline{\mathscr{H}^{\prime \prime}}$, defining thus a $\mathscr{C}_{X \times \mathbb{P}^{1}}^{\infty \text {-bundle } . ~} \widetilde{\mathscr{H}}$ on $X \times \mathbb{P}^{1}$.

Lemma 2.2.2 ([64]). - The datum of a smooth polarized twistor structure of weight 0 on $X$ is equivalent to the datum of a flat holomorphic bundle $(V, \nabla)$ on $X$ with a harmonic metric $h$, or the datum of a holomorphic Higgs bundle $\left(E, \theta_{E}^{\prime}\right)$ with a harmonic metric $h$.

Proof. - Given $\left(H, D_{V}^{\prime}, D_{V}^{\prime \prime}, h\right)$ as in $\S 1.3$.a, consider the associated operators $D_{E}^{\prime}$, $D_{E}^{\prime \prime}, \theta_{E}^{\prime}, \theta_{E}^{\prime \prime}$. Recall also that $\mathscr{H}=\mathscr{C}_{\mathscr{X}}^{\infty}$ an $\otimes_{\mathscr{X}} \times H$ is equipped with connections $D_{\mathscr{H}}^{\prime}$ and $D^{\prime \prime} \mathscr{H}$ as in (1.3.1) and (1.3.2). Let $\mathscr{H}^{\prime} \subset \mathscr{H}$ be defined as the kernel of $D_{\mathscr{H}}^{\prime \prime}$. As we canonically have $\mathscr{C}_{X}^{\infty}=\overline{\mathscr{C}_{X}^{\infty}}$, we can identify the locally free $\mathscr{C}_{X}^{\infty}$-module $H$ with its conjugate and regard $h$ as a $\mathscr{C}_{X}^{\infty}$-linear morphism $H \otimes_{\mathscr{C}_{x}^{x}} \bar{H} \rightarrow \mathscr{C}_{X}^{\infty}$. Consider on $\bar{H}$ the operators

$$
D_{\bar{E}}^{\prime} \stackrel{\text { dof }}{=} \overline{D_{E}^{\prime \prime}}, \quad D_{\bar{E}}^{\prime \prime} \stackrel{\text { def }}{=} \overline{D_{E}^{\prime}}, \quad \theta_{\bar{E}}^{\prime} \stackrel{\text { def }}{=} \overline{\theta_{E}^{\prime \prime}}, \quad \theta_{\bar{E}}^{\prime \prime} \stackrel{\text { def }}{=} \overline{\theta_{E}^{\prime}} .
$$

For local sections $u, v$ of $H$, we therefore have

$$
\begin{aligned}
d^{\prime} h(u, \bar{v}) & =h\left(D_{E}^{\prime} u, \bar{v}\right)+h\left(u, D_{\bar{E}}^{\prime} \bar{v}\right) \\
h\left(\theta_{E}^{\prime} u, \bar{v}\right) & =h\left(u, \theta_{\bar{E}}^{\prime} \bar{v}\right)
\end{aligned}
$$

and the $(0,1)$ analogues. Extend $h$ as

$$
h_{\mathbf{S}}: \mathscr{H}_{\mathbf{S}} \underset{\mathscr{C}, \mathscr{X} \mid \mathrm{s}}{\otimes} \overline{\mathscr{H}_{\mid \mathbf{S}}} \longrightarrow \mathscr{C}_{\mathscr{X} \mid \mathbf{S}}^{\infty}
$$

by $\mathscr{C}_{\mathscr{X}[\mathbf{S}}^{\infty, \text { an }}$-linearity. If we define as above $D_{\overline{\mathscr{H}}}^{\prime}=\overline{D_{\mathscr{H}}^{\prime \prime}}$ and $D_{\mathscr{H}}^{\prime \prime}=\overline{D_{\mathscr{H}}^{\prime}}$, the previous relations can be written in a more convenient way:

$$
\begin{aligned}
d^{\prime} h_{\mathbf{S}}(u, \bar{v}) & =h_{\mathbf{S}}\left(D_{\mathscr{H}}^{\prime} u, \bar{v}\right)+h_{\mathbf{S}}\left(u, D_{\mathscr{H}}^{\prime} \bar{v}\right) \\
d^{\prime \prime} h_{\mathbf{S}}(u, \bar{v}) & =h_{\mathbf{S}}\left(D_{\mathscr{H}}^{\prime \prime} u, \bar{v}\right)+h_{\mathbf{S}}\left(u, D_{\mathscr{H}}^{\prime \prime} \bar{v}\right) .
\end{aligned}
$$

Define $\mathscr{H}^{\prime \prime}=\mathscr{H}^{\prime}$ and $S^{\prime \prime}=\mathrm{Id}, S^{\prime}=\mathrm{Id}$. Let $C$ be the restriction to $\mathscr{H}_{\mathrm{S}}^{\prime} \otimes \sigma_{\mathrm{S}} \overline{\mathscr{H}_{\mathrm{S}}^{\prime}}$ of $h_{\mathbf{S}}$. The $\mathscr{O}_{(X, \bar{X}), \mathbf{S}}$-linearity of $C$ is clear from the analogous property of $h_{\mathbf{S}}$. Let us
 $D^{\prime} \overline{\mathscr{H}} \bar{v}=0$; therefore, given $z_{o} \in \mathbf{S}$, for local sections $u$ of $\mathscr{H}_{z_{o}}^{\prime}$ and $v$ of $\mathscr{H}_{-z_{o}}^{\prime}$, we have (using the standard $d^{\prime}$ operator on functions),

$$
d^{\prime} C(u, \bar{v})=h_{\mathbf{S}}\left(D_{\mathscr{H}}^{\prime} u, \bar{v}\right)+h_{\mathbf{S}}\left(u, D_{\mathscr{H}}^{\prime} \bar{v}\right)=h_{\mathbf{S}}\left(D_{\mathscr{H}}^{\prime} u, \bar{v}\right)=C\left(D_{\mathscr{H}}^{\prime} u, \bar{v}\right) .
$$

The $d^{\prime \prime}$-linearity is obtained similarly, exchanging the roles of $u$ and $v$.

Now we will show that $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime}, C\right)$ is a smooth polarized twistor structure of weight 0 on $X$. Let us denote by $\widetilde{\mathscr{H}}$ the bundle on $X \times \mathbb{P}^{1}$ obtained by gluing the dual $\mathscr{H}^{\vee}$ (chart $\Omega_{0}$, coordinate $z$ ) with the conjugate $\overline{\mathscr{H}}$ (chart $\Omega_{\infty}$, coordinate $z^{\prime}$ ) using the isomorphism $h_{\mathbf{S}}: \overline{\mathscr{H}}_{\mathbf{S}} \xrightarrow{\sim} \mathscr{H}_{\mathbf{S}}^{\vee}$. As $h_{\mathbf{S}}$ induces the isomorphism $h: \bar{H} \xrightarrow{\sim} H^{\vee}$ (using the natural inclusions $H^{\vee}=1 \otimes H^{\vee} \subset \pi_{*} \mathscr{H}_{\mid \mathbf{S}} \vee$ and $\bar{H}=1 \otimes \bar{H} \subset \pi_{*} \overline{\mathscr{H}}_{\mathbf{S}}$ ), the natural map $\mathscr{C}_{X \times \mathbb{P}^{1}}^{\infty, \text { an }} \otimes \mathscr{C}_{x}^{x} \bar{H} \rightarrow \widetilde{\mathscr{H}}$ is an isomorphism and $\pi_{*} \widetilde{h}(c f .(2.1 .7))$ is identified with $h$. The restriction of these objects to each $x_{o} \in X$ gives therefore a polarized twistor structure of weight 0 . Now, as we have $\mathscr{H}=\mathscr{C}_{\mathscr{X}}^{\infty}, \otimes_{0}, \mathscr{H}^{\prime}$, the restriction of $\mathscr{H}^{\prime}$ to $x_{o} \in X$ is equal to that of $\mathscr{H}$, and this shows that $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime}, C, \mathscr{S}\right)$ with $\mathscr{S}=(\mathrm{Id}, \mathrm{Id})$, is a smooth polarized twistor structure of weight 0 on $X$.

Last. let us show that. by restriction to $z=1$, one recovers $(V, \nabla)$. We know that $D_{\mathscr{H}}^{\prime \prime 2}=0$, so the Dolbeault complex $\left(\mathscr{H} \otimes_{\mathscr{C}}^{\infty} \mathscr{O}_{\mathscr{X}}^{(0, \bullet)}\right)$ is a resolution of $\mathscr{H}^{\prime}$. As $\mathscr{H}^{\prime}$ and the terms of this complex are $\mathscr{O}_{\Omega_{0}}$-locally free, the restriction to $z=1$ of this complex is a resolution of $\mathscr{H}^{\prime} /(z-1) \mathscr{H}^{\prime}$. But we clearly have $\mathscr{H} /(z-1) \cdot \mathscr{H}=H$ and $D_{\mathscr{H} \mid z=1}^{\prime \prime}=D_{V}^{\prime \prime}$. so $\mathscr{H}^{\prime} /(z-1) \cdot \mathscr{H}^{\prime}=\operatorname{Ker} D_{V}^{\prime \prime}=V$. Conclude by noticing that the restriction of $D_{\mathscr{H}}^{\prime}$ to $z=1$ is $D_{V}^{\prime}$.

Conversely, let $\left(\mathscr{H}^{\prime \prime} . \mathscr{H}^{\prime \prime} . C, \mathscr{S}^{\prime}\right)$ be a polarized twistor structure of weight 0 . We will assume that $\mathscr{H}^{\prime \prime}=\mathscr{H}^{\prime}$ and $\mathscr{S}=(\mathrm{Id} . \mathrm{Id})$ (it is not difficult to reduce to this case,
 $\mathscr{C}_{\mathscr{X} \mid \mathbf{S}}^{\infty}$ the $\mathscr{C}_{\mathscr{P} \cdot \mathbf{S}}^{\infty}$-linear morphism induced by $C$. As it is nondegenerate, we can use it to glue $\mathscr{H}^{\vee}\left(\right.$ on $\left.X \times \Omega_{0}\right)$ with $\overline{\mathscr{H}}\left(o n X \times \Omega_{\infty}\right)$, and obtain a locally free $\mathscr{C}_{X \times \mathbb{P}^{1}}^{\infty, \text { module }} \cdot \tilde{\mathscr{H}}$.

As $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime} . C\right)$ has weight 0 , the restriction of $\widetilde{\mathscr{H}}$ to any $x_{o} \in X$ is the trivial bundle on $\mathbb{P}^{1}$, thus the natural morphism $\pi^{*} \pi_{*} \widetilde{\mathscr{H}} \rightarrow \widetilde{\mathscr{H}}$ is an isomorphism and $\bar{H} \stackrel{\text { def }}{=} \pi_{*} \cdot \overline{\mathscr{C}}$ is a $\mathscr{C}_{X}^{\infty}$ locally free sheaf such that $\overline{\mathscr{C}}=\mathscr{C}_{X \times \mathbb{P}^{1}}^{\infty, \otimes_{\mathscr{C}}} \bar{X} \bar{H}$. We define the metric $h$ on $H$ as $\pi_{*} \widetilde{h}$, where $\tilde{h}$ is constructed as in §2.1.c. As there is a natural inclusion $\bar{H} \subset \pi_{*} \cdot \mathscr{H}_{\mathbf{S}}$ and a conjugate inclusion $H \subset \pi_{*} \cdot \mathscr{H}_{\mathbf{S}}$ (induced by the natural restriction morphism $\pi_{*} \rightarrow \pi_{\mid S *}$ ), the metric $h$ can also be defined as the restriction of $\Gamma\left(\mathbf{S}, h_{\mathbf{S}}\right)$ to $H \otimes_{\mathscr{C}_{X}} \bar{H}(c f$. Remark 2.1.8).

The bundle $\widetilde{\mathscr{H}}$ comes equipped with a $(1,0)$-connection relative to $\pi: X \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$, with poles of order at most one along $X \times\{0\}$ :

Indeed, in the chart $\Omega_{0}$, the $\mathscr{R} \mathscr{x}^{-s t r u c t u r e ~ o n ~} \mathscr{H}^{\prime}$ defines such a $(1,0)$-connection on $\mathscr{H}(c f . \S 0.3)$, hence in a natural way on $\mathscr{H}^{\vee}$. Put the trivial $\sigma^{*} \mathscr{R} \mathscr{X}$-structure on $\overline{\mathscr{H}^{\prime}}=\sigma^{*} c \mathscr{H}^{\prime}$ (a bundle which is purely antiholomorphic with respect to $X$ because of $c$ ). Therefore, $\widetilde{\mathscr{H}}_{X \times \Omega_{x}} \stackrel{\text { def }}{=} \mathscr{C}_{X \times \Omega_{\infty}}^{\infty, \text { an }} \otimes_{\mathscr{O}_{X \times \Omega_{\infty}}} \overline{\mathscr{H}^{\prime}}$ has a natural connection of type $(1,0)$ induced by $d^{\prime}$ on $\mathscr{C}_{X \times \Omega_{\infty}}^{\infty, \text { an }}$.

Let us verify that both $z$-connections on $\mathscr{H}_{\mathbf{S}}^{\vee}$ and $\overline{\mathscr{H}_{\mid \mathbf{S}}}$ correspond each other under the gluing $h_{\mathbf{S}}$. For $m, \mu$ local sections of $\mathscr{H}_{\mathbf{S}}$ and $\varphi, \psi$ local sections of $\mathscr{C}_{\mathscr{X} \mid \mathbf{S}}^{\infty \text { an }}$, we have

$$
d^{\prime} h_{\mathbf{S}}(\varphi m, \psi \bar{\mu})=d^{\prime}(\varphi \psi C(m, \bar{\mu}))=h_{\mathbf{S}}\left(\widetilde{D}^{\prime}(\varphi m), \psi \bar{\mu}\right)+h_{\mathbf{S}}\left(\varphi m, \widetilde{D}^{\prime}(\psi \bar{\mu})\right)
$$


A similar definition and construction can be done for the conjugate notion, namely a relative connection of type $(0,1)$. with poles along $X \times\{\infty\}$. We denote it by $\widetilde{D}^{\prime \prime}$.

Composing $\widetilde{D}^{\prime}$ with the residue along $X \times\{0\}$, we get an endomorphism of $\bar{H}$, that we denote by $-\theta_{\bar{E}}^{\prime}$. According to the relative triviality of $\widetilde{\mathscr{H}}$, we can write $\widetilde{D}^{\prime}$ as

$$
\widetilde{D}^{\prime}=D_{\bar{E}}^{\prime}-z^{-1} \theta_{\bar{E}}^{\prime}
$$

where $D_{\bar{E}}^{\prime}$ is a $(1,0)$-connection on $\bar{H}=\pi_{*} \cdot \widetilde{\mathscr{H}}$. Similarly, write $\widetilde{D}^{\prime \prime}=D_{\bar{E}}^{\prime \prime}+\overline{z^{-1}} \theta_{\bar{E}}^{\prime \prime}=$ $D_{\bar{E}}^{\prime \prime}-z \theta_{\bar{E}}^{\prime \prime}$. Define also on $\overline{\widetilde{\mathscr{H}}}$

$$
\begin{aligned}
& D_{\widetilde{\mathscr{H}}}^{\prime}=\sigma^{*} c\left(\widetilde{D}^{\prime \prime}\right)=D_{E}^{\prime}+z^{-1} \theta_{E}^{\prime}=D_{E}^{\prime}-\bar{z} \theta_{E}^{\prime} \\
& D_{\overline{\mathscr{H}}}^{\prime \prime}=\sigma^{*} c\left(\widetilde{D}^{\prime}\right)=D_{E}^{\prime \prime}-\overline{z^{-1}} \theta_{E}^{\prime \prime}=D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}
\end{aligned}
$$

The $\mathscr{R}_{(X, \bar{X}), \mathrm{S}}$-linearity of $C$ implies that $h_{\mathbf{S}}$ is compatible with $D_{\widetilde{\mathscr{H}}}^{\prime}, D_{\breve{\mathscr{H}}}^{\prime}$ on the one hand, and with $D_{\mathscr{\mathscr { H }}}^{\prime \prime}, D^{\prime \prime} \frac{\mathscr{\mathscr { H }}}{}$ on the other hand, i.e., satisfies, for local sections $u, v$ of $H \subset \Gamma\left(\mathbf{S}, \mathscr{H}_{\mid \mathbf{S}}\right)$,

$$
\begin{aligned}
d^{\prime} h_{\mathbf{S}}(u, \bar{v}) & =h_{\mathbf{S}}\left(\left(D_{E}^{\prime}+z^{-1} \theta_{E}^{\prime}\right) u, \bar{v}\right)+h_{\mathbf{S}}\left(u,\left(D_{\bar{E}}^{\prime}-z^{-1} \theta_{\bar{E}}^{\prime}\right) \bar{v}\right), \\
d^{\prime \prime} h_{\mathbf{S}}(u, \bar{v}) & =h_{\mathbf{S}}\left(\left(D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}\right) u, \bar{v}\right)+h_{\mathbf{S}}\left(u,\left(D_{\bar{E}}^{\prime \prime}-z \theta_{\bar{E}}^{\prime \prime}\right) \bar{v}\right) .
\end{aligned}
$$

From this and from flatness propertics of the connections $\widetilde{D}^{\prime}, \ldots$, which is a consequence of the existence of a $\mathscr{B} \mathscr{X}$ or a $\mathscr{R}_{\bar{x}}$-structure, we get all relations needed for the harmonicity of $h$.

Remark 2.2.3. Keep notation as in the proof above. Let $\varepsilon$ be a basis of $\mathscr{H}$ which is orthonormal for $h_{\mathbf{S}}$. Then $\varepsilon$ is contained in $H$ (and therefore is an orthonormal basis for $h$ ). Indeed, it defines bases $\varepsilon^{\vee}$ and $\bar{\varepsilon}$ of $\mathscr{H}^{\vee}$ and $\overline{\mathscr{H}}$ respectively. The orthonormality property exactly means that these two bases coincide near $\mathbf{S}$, hence define a basis of $\overline{\mathscr{H}}$. Consequently, $\bar{\varepsilon}$ is contained in $\bar{H}$ and therefore $\varepsilon$ is contained in $H$.
2.2.b. Hodge theory for smooth twistor structures. - Let $X$ be a compact Kähler manifold with Kähler form $\omega$, and let ( $\mathscr{T}, \mathscr{S}$ ) be a smooth polarized twistor structure on $X$ of weight $w$, with $\mathscr{T}=\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime}, C\right)$ and $\mathscr{S}=\left(S^{\prime}, S^{\prime \prime}\right)=$ $\left((-1)^{w} \mathrm{Id}, \mathrm{Id}\right)$. Let us denote by $f: X \rightarrow \mathrm{pt}$ the constant map.

Hodge-Simpson Theorem 2.2.4. - The direct image $\left(\oplus_{j} f_{\dagger}^{j} \mathscr{T}, \mathscr{L}_{\omega}\right)$ is a graded polarized Lefschetz twistor structure of weight $w$ and type $\varepsilon=1$.

We will be more explicit on the polarization later on. We will restrict to the case $w=0$. The general case follows easily by changing $C$ to $(i z)^{w} C$ and $S^{\prime}$ to $(-1)^{w} S^{\prime}$.

Proof. Let us first recall the results of $[\mathbf{6 3}, ~ § 2]$ concerning this point. Let $\left(H, D_{V}, h\right)$ be a harmonic bundle on $X$ as in $\S 1.3$.a, with associated operators $D_{E}^{\prime}$, $D_{E}^{\prime \prime}, \theta_{E}^{\prime}$ and $\theta_{E}^{\prime \prime}$. Put $\mathcal{D}_{\infty}=D_{E}^{\prime}+\theta_{E}^{\prime \prime}$ and $\mathcal{D}_{0}=D_{E}^{\prime \prime}+\theta_{E}^{\prime}$, so that $D_{V}=\mathcal{D}_{\infty}+\mathcal{D}_{0}$ (notice that $\mathcal{D}_{\infty}, \mathcal{D}_{0}$ are not of type $(1,0)$ or $(0,1)$ ). The main observation is that the Kähler identities

$$
\Delta_{D_{V}}=2 \Delta_{\mathcal{D}_{\infty}}=2 \Delta_{\mathcal{D}_{0}}
$$

are satisfied for the Laplacian, and that the Lefschetz operator $L=\omega \wedge$ commutes with these Laplacians. For any $z_{o} \in \mathbb{C}$, let $\Delta_{z_{o}}$, be the Laplacian of $\mathcal{D}_{z_{o}} \stackrel{\text { def }}{=} \mathcal{D}_{0}+z_{o} \mathcal{D}_{\infty}$. Then, the Kähler identities proved in loc. cit. for $\mathcal{D}_{0}$ and $\mathcal{D}_{\infty}$ (which are denoted there respectively by $D^{\prime \prime}$ and $D_{\mathbf{K}}^{\prime}$ ) imply that

$$
\begin{equation*}
\Delta_{z_{0}}=\left(1+\left|z_{0}\right|^{2}\right) \Delta_{\mathcal{D}_{0}} . \tag{2.2.5}
\end{equation*}
$$

It follows that the spaces $\operatorname{Harm}_{z_{o}}^{k}(H)$ of $\Delta_{z_{0}}$-harmonic sections are independent of $z_{0}$ and that the harmonic sections are closed with respect to any $\mathcal{D}_{z_{0}}$. Moreover, $\operatorname{Harm}_{z_{o}}^{\bullet}(H)$ is equal to the cohomology of the complex $\Gamma\left(X,\left(\mathscr{E}_{X}^{\cdot} \otimes_{\mathscr{C}_{X}^{\infty}} H, \mathcal{D}_{z_{o}}\right)\right)$.

The Lefschetz operator induces a $\mathfrak{s l}_{2}$-structure on the space of harmonic sections.
Consider the complex

$$
\left(\mathbb{C}[z] \underset{\mathbb{C}}{\otimes} \mathscr{E}_{X}^{\dot{C}} \underset{\mathscr{C}_{X}^{X}}{\otimes} H ; \mathcal{D}_{0}+z \mathcal{D}_{\infty}\right) .
$$

The restriction of this complex to each $z_{0} \in \Omega_{0}$ gives the previous complex. We can "rescale" this complex by the isomorphism

$$
\begin{align*}
& \eta^{p . q} \otimes m \longmapsto z^{-p} \eta^{p, q} \otimes m \tag{2.2.6}
\end{align*}
$$

so that the differential $\mathcal{D}_{0}+z \mathcal{D}_{\infty}$ is changed into $D_{\mathscr{H}}=D_{\mathscr{H}}^{\prime}+D_{\mathscr{H}}^{\prime \prime}$, where $D_{\mathscr{H}}^{\prime}=$ $D_{E}^{\prime}+z^{-1} \theta_{E}^{\prime}$ and $D_{\mathscr{H}}^{\prime \prime}=D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$ are the restriction of $D_{\overline{\mathscr{H}}}^{\prime}$ and $D_{\breve{\mathscr{H}}}^{\prime \prime}$ respectively to the chart $\Omega_{0}$. We have

$$
\mathscr{O}_{\mathscr{X}} \underset{\mathscr{O}_{X}[z]}{\otimes} \prime\left(\mathbb{C}[z] \underset{\mathbb{C}}{\otimes} \mathscr{E}_{X}^{\bullet} \underset{\mathscr{C}_{X}^{x}}{\otimes} H ; \mathcal{D}_{0}+z \mathcal{D}_{\infty}\right)=\left(\mathscr{E}_{\mathscr{X}}^{n+} \cdot \otimes_{\mathscr{C}}^{x, n n} \mathscr{H}, D_{\mathscr{H}}\right) .
$$

It follows that, for $z_{o} \neq 0$, the restricted complex $\left(\mathscr{E}_{\mathscr{X}}^{n+} \otimes_{\mathscr{C}_{\mathscr{R}}} \text { aun } \mathscr{H}_{\mathscr{H}} D_{\mathscr{H}}\right)_{\mid z=z_{o}}$ is nothing but the de Rham complex of the flat holomorphic bundle ( $V_{z_{o}}, D_{E}^{\prime}+z_{o}^{-1} \theta_{E}^{\prime}$ ), with $V_{z_{o}}=\operatorname{Ker}\left(D_{E}^{\prime \prime}+z_{o} \theta_{E}^{\prime \prime}\right)(c f . \S 1.3 . a)$, the cohomology of which is the local system $\nu_{z_{o}}=\operatorname{Ker} \nabla_{z_{o}}$; and for $z_{o}=0$, the restricted complex is the Dolbeault complex $\left(\Omega_{X}^{\bullet} \otimes_{\mathscr{O}_{X}} E, \theta_{E}^{\prime}\right)$.

We now come back to the proof of the theorem. Recall that, as $D_{\mathscr{H}}^{\prime \prime}$ defines a complex structure on $\mathscr{H}$, we have

$$
\left(\Omega_{\mathscr{X}}^{n+} \cdot \otimes_{0, \mathscr{r}} \mathscr{H}^{\prime}, D_{\mathscr{H}}^{\prime}\right) \xrightarrow{\sim}\left(\mathscr{E}_{\mathscr{Y}}^{n+} \cdot \otimes_{\mathscr{C}}^{x},\right.
$$

Therefore, after (1.6.16), we can compute $f_{\dagger} \cdot \mathscr{T}$ as follows:
and $C^{j}=f_{\dagger}^{j} h_{\mathbf{S}}$ is the natural sesquilinear pairing

$$
f_{\dagger}^{j} h_{\mathbf{S}}: H^{-j}\left(X ;\left(\mathscr{E}_{\mathscr{X} \mid \mathbf{S}}^{n+} \otimes \mathscr{H}_{\mathbf{S}}, D \mathscr{H}\right)\right){\underset{\mathscr{O}}{\mathbf{S}}}_{\otimes}^{\mathcal{H}^{j}\left(X:\left(\mathscr{E}_{\mathscr{X} \mid \mathbf{S}}^{n+} \otimes \mathscr{H}_{\mathbf{S}}, D_{\mathscr{H}}\right)\right)} \longrightarrow \mathscr{O}_{\mathbf{S}}
$$

induced by

$$
\left[\eta^{n-j} \otimes m\right] \otimes \overline{\left[\eta^{n+j} \otimes \mu\right]} \longmapsto \frac{\varepsilon(n+j)}{(2 i \pi)^{n}} \int_{X} h_{\mathbf{S}}(m, \bar{\mu}) \eta^{n-j} \wedge \overline{\eta^{n+j}}
$$

Strictness of $f_{\dagger} \mathscr{H}^{\prime}$. . The cohomology $\mathscr{H}^{j} f_{\dagger} \mathscr{H}^{\prime}$ is a coherent $\mathscr{O}_{\Omega_{0}}$-module. Let us denote by $h^{j}$ its generic rank. We note that, for any $z_{o} \in \Omega_{0}$, the dimension of the space $H^{j}\left(X,\left(\mathscr{E}_{\mathscr{\mathscr { C }}}^{n+} \bullet \otimes_{\mathscr{C}_{\mathscr{W}} \times u} \mathscr{H}, D_{\mathscr{H}}\right)_{\mid z=z_{o}}\right)$ is equal to that of the space of $\Delta_{z_{o}}$ harmonic $(n+j)$-forms, hence is independent of $z_{o}$. It is therefore equal to $h^{j}$ for any $z_{o}$. Consider now the exact sequence

$$
\begin{aligned}
& \cdots \longrightarrow \mathscr{H}^{j} f_{\dagger} \mathscr{H}^{\prime} \xrightarrow{z-z_{o}} \mathscr{H}^{j} f_{\dagger} \mathscr{H}^{\prime} \longrightarrow H^{j}\left(X,\left(\mathscr{E}_{\mathscr{O}}^{n+} \bullet \otimes \mathscr{H}\right)_{\mid z=z_{o}}\right) \\
& \xrightarrow{k_{j}} \mathscr{H}^{j+1} f_{\dagger} \mathscr{H}^{\prime} \longrightarrow \cdots
\end{aligned}
$$

If $k_{i}=0$ for some $i$, then $\mathscr{H}^{i} f_{\dagger} \mathscr{H}^{\prime}$ is locally free at $z_{o}$ and $k_{i-1}=0$, so $\mathscr{H}^{j} f_{+} \mathscr{H}^{\prime}$ is locally free at $z_{o}$ for any $j \leqslant i$. As $\mathscr{H}^{j} f_{\dagger}, \mathscr{H}^{\prime}=0$ for $j \gg 0$, this shows that $\mathscr{H}^{j} f_{\dagger} \mathscr{H}^{\prime}$ is locally frce for any $j$.
Twistor condition. We want to prove that, for any $j$, the sesquilinear pairing $f_{\dagger}^{j} C$ is nondegenerate and defines a gluing of weight $j$. According to the strictness property above, it is enough to show the nondegeneracy after restricting to fibres $z=z_{0}$ for $z_{o} \in \mathbf{S}$. Remark also that $\left.\overline{D_{\mathscr{H}}}\right|_{z=z_{o}}=D_{\bar{H}, z_{o}}$. The Hermitian metric $h$ induces therefore a nondegenerate pairing of flat bundles compatible with the differential:

$$
h:\left(H, D_{H, z_{n}}\right) \otimes\left(\bar{H}, D_{\bar{H},-z_{n}}\right) \longrightarrow\left(\mathscr{C}_{X}^{\infty}, d\right) .
$$

Poincare duality applied to the de Rham complex of these flat bundles gives the nondegeneracy of $\left(f_{\dagger}^{j} C\right)_{z=z_{0}}$.

Remark. - The nondegeneracy can also be obtained as a consequence of the positivity proved below, without referring to Poincaré duality.

Consider now the inclusion

$$
\iota: \pi^{-1} \mathscr{E}_{X}^{n-j} \underset{\mathscr{E}_{X}^{x}}{\otimes} H \longleftrightarrow \mathscr{E}_{\mathscr{X}}^{n-j} \underset{\mathscr{C}_{\mathscr{X}}^{\times}}{\otimes} \underset{\operatorname{ann}}{ } \mathscr{H}
$$

sending $\eta^{p, n-j-p} \otimes m$ to $z^{-p} \eta^{p, n-j-p} \otimes m$. We then have $\iota\left(\operatorname{Harm}_{X}^{n-j}(H)\right) \subset \operatorname{Ker} D_{\mathscr{H}}$.

Moreover, we have seen that, for any $z_{o}$, the projection of $\iota\left(\operatorname{Harm}_{X}^{n-j}(H)\right)$

- in the de Rham space $H^{n-j}\left(X ;\left(\mathscr{E}_{X}^{\bullet} \otimes H, D_{V_{z_{0}}}\right)\right)$ if $z_{0} \neq 0$, and
- in the Dolbeault space $H^{n-j}\left(X ;\left(\mathscr{E}_{X}^{\bullet} \otimes H, D_{E}^{\prime \prime}+\theta_{E}^{\prime}\right)\right)$ if $z_{o}=0$,
is an isomorphism of $\mathbb{C}$-vector spaces. It follows that $\iota\left(\operatorname{Harm}_{X}^{n-j}(H)\right)$ is a lattice in $H^{-j}\left(X,\left(\mathscr{E}_{\mathscr{X}}^{n+} \bullet \otimes \mathscr{H}, D_{\mathscr{H}}\right)\right)$, i.e., that we have

$$
H^{-j}\left(X,\left(\mathscr{E}_{\mathscr{X}}^{n+\bullet} \otimes \mathscr{H}, D_{\mathscr{H}}\right)\right)=\mathscr{O}_{\Omega_{0}} \otimes_{\mathbb{C}}^{\otimes} \iota\left(\operatorname{Harm}_{X}^{n-j}(H)\right)
$$

To get the twistor condition, it is now enough to show that $f_{\dagger}^{j} C$ induces a pairing

$$
\iota\left(\operatorname{Harm}_{X}^{n-j}(H)\right) \otimes_{\mathbb{C}}^{\otimes} \overline{\iota\left(\operatorname{Harm}_{X}^{n+j}(H)\right)} \longrightarrow z^{j} \mathbb{C}
$$

This follows from the fact that, for sections $\eta_{1}^{p, q} \otimes m$ of $\mathscr{E}_{X}^{p, q} \otimes H$ and $\eta_{2}^{n-q, n-p} \otimes \mu$ of $\mathscr{E}_{X}^{n-q, n-p} \otimes H$ with $p+q=n-j$,

$$
h(m, \bar{\mu}) \iota\left(\eta_{1}^{p, q}\right) \wedge \overline{\iota\left(\eta_{2}^{n-q, n-p}\right)}=(-1)^{n-q} z^{j} h(m, \bar{\mu}) \eta_{1}^{p, q} \wedge \overline{\eta_{2}^{n-q, n-p}}
$$

The Lefschetz morphism. -- The condition on the Lefschetz morphism, defined on $\S 1.6 . e$, comes from the same property for $\omega \wedge$ on harmonic sections $\operatorname{Harm}_{X}^{n-j}(H)$, as $\iota(\omega)=z^{-1} \omega$.
Polarization. - We will follow the notation introduced in §2.1.e. Put $\mathscr{T}_{j}=f_{\dagger}^{-j} \mathscr{T}$. This is a twistor structure of weight $-j$. We have $\mathscr{T}_{j}=\left(\mathscr{H}^{j}, \mathscr{H}^{-j}, C_{j}\right)$ with $C_{j}=$ $C^{-j}$, where $\mathscr{H}^{j}$ stands for $\mathscr{H}^{j} f_{*}\left(\mathscr{E}_{\mathscr{X}}^{n+\bullet} \otimes_{\mathscr{C}_{\mathscr{\prime}} \times \text { an }} \mathscr{H}, D_{\mathscr{H}}\right)$. Moreover we have $C_{-j}^{*}=C_{j}$ (cf. Lemma 1.6.17(2)). Hence we can put $\mathscr{\mathscr { S }}_{j}=(\mathrm{Id}, \mathrm{Id}): \mathscr{T}_{j} \rightarrow \mathscr{T}_{-j}^{*}$. It clearly satisfies $\mathscr{S}_{j}^{*}=\mathscr{S}_{-j}$. Moreover, $\mathscr{L}_{\omega}$ is skewadjoint with respect to $\mathscr{S}_{j}$ as in (2.1.12), because by construction we have $\mathscr{L}_{\omega}^{*}=-\mathscr{L}_{\omega}$. Let us verify the positivity condition on the primitive part. We are in the situation of Example 2.1.14, with $L_{\omega}^{\prime \prime}=z^{-1} \omega \wedge=\iota(\omega) \wedge$ and $\varepsilon=1$.

Consider first a primitive section $\eta^{p, q} \otimes m_{p, q}$ of $\mathscr{E}_{X}^{p, q} \otimes H$ with $p+q=n-j$. Then, by definition, $\eta^{p, q}$ is a primitive $(p, q)$-form. We have $\iota\left(\eta^{p, q} \otimes m_{p, q}\right)=z^{-p} \eta^{p, q} \otimes m_{p, q}$. Taking notation of Example 2.1.14, we want to show that

$$
(i z)^{j} C^{-j}\left(\iota\left(\omega^{j} \wedge \eta^{p, q} \otimes m_{p, q}\right), \overline{\iota\left(\eta^{p, q} \otimes m_{p, q}\right)}\right)>0
$$

This amounts to showing that

$$
(-1)^{p} i^{j} \frac{\varepsilon(n-j)}{(2 i \pi)^{n}} \int_{X} h\left(m_{p, q}, \overline{m_{p, q}}\right) \eta^{p, q} \wedge \overline{\eta^{p, q}} \wedge \omega^{j}>0
$$

This classically follows from the primitivity of $\eta^{p, q}$, because, denoting by $\star$ the Hodge operator, we have $\varepsilon(n-j) i^{p-q} \overline{\eta^{p, q}} \wedge \omega^{j}=j!\star \overline{\eta^{p, q}}$ (see e.g., $[\mathbf{2 2}, \S 8 . \mathrm{C}]$ ) and $h$ is positive definite.

By decomposing any primitive section of $\mathscr{E}_{X}^{p, q} \otimes H$ with respect to an orthonormal basis of $H$, we get the positivity statement for it.

Given any primitive harmonic section in $\operatorname{Harm}_{X}^{n-j}(H)$, we apply the previous result to any of its $(p, q)$ component, with $p+q=n-j$, to get the positivity.

## CHAPTER 3

## SPECIALIZABLE $\mathscr{R}_{\mathscr{X}}$-MODULES

One of the main tools in the theory of polarized Hodge Modules [56] is the notion of nearby cycles (or specialization) extended to $\mathscr{D}$-modules. It involves the notions of Bernstein polynomial and Malgrange-Kashiwara filtration, denoted by $V$. The purpose of this chapter is to introduce a category of $\mathscr{R}_{\mathscr{X}}$-modules (or $\mathscr{R}$-Triples) for which a good notion of specialization can be defined.

In §3.1, we recall with details the basic properties of the $V$-filtrations for $\mathscr{R}_{\mathscr{X}}$ modules. We follow [51, 46].

In §3.2, we briefly review the construction of the Malgrange-Kashiwara filtration for coherent $\mathscr{D}_{X}$-modules (see e.g., [46]). We keep notation of §3.1.a. Recall that this filtration was introduced by M. Kashiwara $[\mathbf{3 3}]$ in order to generalize previous results by B. Malgrange [40] to arbitrary regular holonomic $\mathscr{D}$-modules. The presentation we give here comes from various published sources (e.g., $[\mathbf{5 1}, \mathbf{4 6}, 56]$ ) and from an unpublished letter of B. Malgrange to P. Deligne dated january 1984.

## 3.1. $V$-filtrations

3.1.a. Let $X^{\prime}$ be a complex manifold and let $X$ be an open set in $\mathbb{C} \times X^{\prime}$. We denote by $t$ the coordinate on $\mathbb{C}$, that we also regard as a function on $X$, and by $\partial_{t}$ the corresponding vector field. We set $X_{0}=t^{-1}(0) \subset X$ (which is open in $X^{\prime}$ ) and we denote by $\mathscr{I}_{X_{0}}\left(\right.$ resp. $\left.\mathscr{I}_{\mathscr{X}_{0}}\right)$ its ideal in $\mathscr{O}_{X}\left(\right.$ resp. in $\left.\mathscr{O}_{X}\right)$.

Let us denote by $V . \mathscr{R} \not X_{X}$ the increasing filtration indexed by $\mathbb{Z}$ associated with $X_{0}$ : for any $(x, z) \in \mathscr{X}$,

$$
V_{k} \mathscr{R}_{\mathscr{X},(x, z)}=\left\{P \in \mathscr{R}_{\mathscr{X}_{,(x, z)}} \mid P \cdot \mathscr{I}_{\mathscr{X}_{0},(x, z)}^{j} \subset \mathscr{I}_{\mathscr{X}_{0},(x, z)}^{j-k} \forall j \in \mathbb{Z}\right\}
$$

where we put $\mathscr{I}^{\ell}=\mathscr{O} \mathscr{X}$ if $\ell \leqslant 0$. In any local coordinate system $\left(x_{2}, \ldots, x_{n}\right)=x^{\prime}$ of $X^{\prime}$, the germ $P \in \mathscr{R}_{\mathscr{X}}$ is in $V_{k} \cdot \mathscr{R}_{\mathscr{X}}$ iff
$-P=\sum_{\boldsymbol{j}=\left(j_{1}, \boldsymbol{j}^{\prime}\right)} a_{\boldsymbol{j}}\left(t, x^{\prime}, z\right)(t \overbrace{t})^{j_{1}} \partial_{x^{\prime}}^{j^{\prime}}$, if $k=0$ :
$P=t^{|k|} Q$ with $Q \in V_{0} \mathscr{R}_{\mathscr{X}}$, if $k \in-\mathbb{N}$ (i.e., $V_{k} \mathscr{R}_{\mathscr{X}}=t^{|k|} V_{0} \mathscr{R}_{\mathscr{X}}=V_{0} \mathscr{R}_{\mathscr{X}} \cdot t^{|k|}$ );

- $P=\sum_{0 \leqslant j \leqslant k} Q_{j} \partial_{t}^{j}$ with $Q_{j} \in V_{0} \mathscr{R}_{\mathscr{X}}$, if $k \in \mathbb{N}$ (i.e., $V_{k} \mathscr{R}_{\mathscr{X}}=\sum_{j=0}^{k} \partial_{t}^{j} V_{0} \mathscr{R}_{\mathscr{X}}=$ $\left.\sum_{j=0}^{k} V_{0} \mathscr{R}_{\mathscr{X}} \cdot \partial_{t}^{j}\right)$.

Set $V_{k} \mathscr{O}_{\mathscr{X}}=V_{k} \mathscr{R}_{\mathscr{X}} \cap \mathscr{O}_{\mathscr{X}}$. This is nothing but the $\mathscr{I}_{\mathscr{X}_{0}}$-adic filtration on $\mathscr{O}_{\mathscr{X}}$. The following can be proved exactly as for $\mathscr{D}_{X}$-modules (see e.g., [46]):
$-V_{k} \mathscr{R}_{\mathscr{X}} \cdot V_{\ell} \mathscr{R}_{\mathscr{X}} \subset V_{k+\ell} \mathscr{R}_{\mathscr{X}}$ with equality for $k, \ell \leqslant 0$ or $k, \ell \geqslant 0$.

- $V_{k} \mathscr{R}_{\mathscr{X}} \backslash \mathscr{X}_{0}=\mathscr{R}_{\mathscr{X}}, \mathscr{X}_{0}$ for any $k \in \mathbb{Z}$. $\left(\cap_{k} V_{k} \mathscr{R}_{\mathscr{X}}\right)_{\mid \mathscr{X}_{0}}=\{0\}$.

Definition 3.1.1. - Let $\mathscr{M}$ be a left $\mathscr{R}_{\mathscr{X}}$-module. A $V$-filtration of $\mathscr{M}$ is an increasing filtration $U \cdot \mathscr{M}$ indexed by $\mathbb{Z}$, which is exhaustive, and such that, for any $k, \ell \in \mathbb{Z}$, we have $V_{k} \mathscr{R}_{\mathscr{X}} \cdot U_{\ell} \mathscr{M} \subset U_{k+\ell} \mathscr{M}$.

## Remarks 3.1.2

(1) We will identify the sheaf of rings $\operatorname{gr}_{0}^{V} \mathscr{R}_{\mathscr{X}} \stackrel{\text { def }}{=} V_{0} \mathscr{R}_{\mathscr{X}} / V_{-1} \mathscr{R}_{\mathscr{X}}$, which is supported on $\mathscr{X}_{0}$, with the ring $\mathscr{R}_{\mathscr{X}_{0}}\left[t \check{ð}_{t}\right]$, still denoting by $t ð_{t}$ the class of $t \partial_{t}$ in $\operatorname{gr}_{0}^{V} \mathscr{R}_{\mathscr{X}}$. In particular, $\mathscr{R}_{\mathscr{C}_{0}}$ is a subring of $\operatorname{gr}_{0}^{V} \mathscr{R}_{\mathscr{X}}$. The class of $t \mathrm{X}_{t}$ commutes with any section of $\mathscr{R}_{\mathscr{X}_{0}}$.
(2) Given a holomorphic function $f: X^{\prime} \rightarrow \mathbb{C}$ on a complex manifold $X^{\prime}$ and a $\mathscr{R}_{\mathscr{X}^{\prime} \text {-module }} \mathscr{M}$, we will usually denote by $i_{f}: X^{\prime} \hookrightarrow X=\mathbb{C} \times X^{\prime}$ the inclusion of the graph of $f$, by $t$ the coordinate on $\mathbb{C}$, and we will consider $V$-filtrations on the $\mathscr{R}_{\mathscr{X}}$-module $i_{f,+} \mathscr{M}$.

## 3.1.b. Coherence

Coherence of the Rees sheaf of rings. -... Introduce the Rees sheaf of rings $R_{V} \mathscr{R}_{\mathscr{X}}=$ $\oplus_{k} V_{k} \mathscr{R}_{\mathscr{X}} \cdot q^{k}$, where $q$ is a new variable, and similarly $R_{V} \mathscr{O}_{\mathscr{X}}=\oplus_{k} V_{k} \mathscr{O}_{\mathscr{X}} \cdot q^{k}$, which is naturally a $\mathscr{O}_{\mathscr{X}}$-module. Let us recall some basic coherence properties of these sheaves on $\mathscr{X}$.

Let $\mathscr{K}$ be a compact polycylinder in $\mathscr{X}$. Then $R_{V} \mathscr{O} \mathscr{X}(\mathscr{K})=R_{V}\left(\mathscr{O}_{\mathscr{X}}(\mathscr{K})\right)$ is Noetherian, being the Rees ring of the $\mathscr{I}_{\mathscr{X}_{,} \text {-adic filtration on the Noetherian ring }}$ $\mathscr{O}_{\mathscr{X}}(\mathscr{K})$ (Theorem of Frisch). Similarly, as $\mathscr{O}_{\mathscr{P}}:(x, z)$ is flat on $\mathscr{O}_{\mathscr{X}}(\mathscr{K})$ for any $(x, z) \in$ $\mathscr{K}$, the ring $\left(R_{V} \mathscr{O}_{\mathscr{X}}\right)_{(x, z)}=R_{V} \mathscr{O}_{\mathscr{X}}(\mathscr{K}) \otimes_{\mathscr{O}}(\mathscr{K}) \mathscr{O}_{(x, z)}$ is flat on $R_{V} \mathscr{O}_{\mathscr{X}}(\mathscr{K})$.

Let us show that $R_{V} \mathscr{O} \mathscr{X}$ is coherent on $\mathscr{X}$. Let $\mathscr{U}$ be any open set in $\mathscr{X}$ and let $\varphi:\left(R_{V} \mathscr{O} \mathscr{X}\right)_{\mathscr{U}}^{q} \rightarrow\left(R_{V} \mathscr{O}_{\mathscr{X}}\right)_{\mathscr{U}}^{p}$ be any morphism. Let $\mathscr{K}$ be a polycylinder contained in $\mathscr{U}$. Then, $\operatorname{Ker} \varphi(\mathscr{K})$ is finitely generated over $R_{V} \mathscr{O} \mathscr{X}(\mathscr{K})$ by noetherianity and, if $\mathscr{V}$ is the interior of $\mathscr{K}$, we have $\operatorname{Ker} \varphi_{\mid \mathscr{V}}=\operatorname{Ker} \varphi(\mathscr{K}) \otimes_{R_{V} \mathscr{O} \mathscr{\mathscr { H }}(\mathscr{K})}\left(R_{V} \mathscr{O}_{\mathscr{X}}\right)_{\mid \mathscr{V}}$ by flatness. So $\operatorname{Ker} \varphi_{\mathscr{V}}$ is finitely generated, proving the coherence of $R_{V} \mathscr{O} \mathscr{X}$.

Before considering $R_{V} \mathscr{R}_{\mathscr{X}}$, consider the sheaf $\mathscr{O}_{\mathscr{X}}\left[\tau, \xi_{2}, \ldots, \xi_{n}\right]$ equipped with the $V$-filtration for which $\tau$ has degree $1, \xi_{2}, \ldots \xi_{n}$ have degree 0 , and inducing the $V$-filtration on $\mathscr{O}_{\mathscr{X}}$. Firstly, forgetting $\tau$, we have $R_{V}\left(\mathscr{O}_{\mathscr{X}}\left[\xi_{2}, \ldots, \xi_{n}\right]\right)=$ $\left(R_{V} \mathscr{O}_{\mathscr{X}}\right)\left[\xi_{2}, \ldots, \xi_{n}\right]$. Secondly, $V_{k}\left(\mathscr{O}_{\mathscr{X}}\left[\tau, \xi_{2}, \ldots, \xi_{n}\right]\right)=\sum_{j \geqslant 0} V_{k-j}\left(\mathscr{O}_{\mathscr{X}}\left[\xi_{2}, \ldots, \xi_{n}\right]\right) \tau^{j}$
for any $k \in \mathbb{Z}$, hence we have a surjective morphism

$$
\begin{aligned}
R_{V} \mathscr{O}_{\mathscr{X}}\left[\xi_{2}, \ldots, \xi_{n}\right] \otimes \mathbb{C} \mathbb{C}\left[\tau^{\prime}\right] & \longrightarrow R_{V}\left(\mathscr{O}_{\mathscr{X}}\left[\tau, \xi_{2}, \ldots, \xi_{n}\right]\right) \\
V_{\ell} \mathscr{O}_{\mathscr{X}}\left[\xi_{2}, \ldots, \xi_{n}\right] q^{\ell} \tau^{\prime j} & \longmapsto V_{\ell} \mathscr{O}_{\mathscr{X}}\left[\xi_{2}, \ldots, \xi_{n}\right] \tau^{j} q^{\ell+j} .
\end{aligned}
$$

If $\mathscr{K} \subset \mathscr{X}$ is any polycylinder, then $\left(R_{V} \mathscr{O} \mathscr{X}(\mathscr{K})\right)\left[\tau^{\prime}, \xi_{2}, \ldots, \xi_{n}\right]$ is Noetherian. Therefore, $R_{V}\left(\mathscr{O}_{\mathscr{X}}\left[\tau, \xi_{2}, \ldots, \xi_{n}\right]\right)(\mathscr{K})$ is Noetherian.

As $R_{V} \mathscr{R}_{\mathscr{X}}$ can be filtered (by the degree of the operators) in such a way that, locally on $\mathscr{X}, \operatorname{gr} R_{V} \mathscr{R}_{\mathscr{X}}$ is isomorphic to $R_{V}\left(\mathscr{O}_{\mathscr{X}}\left[\tau, \xi_{2}, \ldots, \xi_{n}\right]\right)$, this implies that, if $\mathscr{K}$ is any sufficiently small polycylinder, then $R_{V} \mathscr{R}_{\mathscr{X}}(\mathscr{K})$ is Noetherian. Using the previous results and standard arguments, one concludes that $R_{V} \mathscr{R}_{\mathscr{X}}$ is coherent.
Good $V$-filtrations. - Let $(\mathscr{M}, U \cdot \mathscr{M})$ be a $V$-filtered $\mathscr{R}_{\mathscr{X}}$-module. The filtration is good if, for any compact set $\mathscr{K} \subset \mathscr{X}$, there exists $k_{0} \geqslant 0$ such that, in a neighbourhood of $\mathscr{K}$, we have for all $k \geqslant k_{0}$

$$
U_{-k} \cdot \mathscr{M}=t^{k-k_{10}} U_{-k_{0} \cdot} \cdot \mathscr{M} \quad \text { and } \quad U_{k} \cdot \mathscr{M}=\sum_{0 \leqslant j \leqslant k-k_{0}} \partial_{t}^{j} U_{k_{0}} \cdot \mathscr{M},
$$

and any $U_{\ell} \mathscr{M}$ is $V_{0} \mathscr{R} \mathscr{X}$-coherent.
The filtration $U \cdot \mathscr{M}$ is good if and only if the Rees module $\oplus_{k} U_{k} \cdot \mathscr{M} \cdot q^{k}$ is coherent over $R_{V} \mathscr{R}_{\mathscr{X}}$. Equivalently, there should exist, locally on $\mathscr{X}$, a presentation $\mathscr{R}_{\mathscr{X}}^{b} \rightarrow$ $\mathscr{R}_{\mathscr{X}}^{a} \rightarrow \mathscr{M} \rightarrow 0$, inducing for each $k \in \mathbb{Z}$ a presentation $U_{k} \mathscr{R}_{\mathscr{X}}^{b} \rightarrow U_{k} \mathscr{R}_{\mathscr{X}}^{a} \rightarrow U_{k} \mathscr{M} \rightarrow 0$, where the filtration on the free modules $\mathscr{R}_{\mathscr{X}}^{a}, \mathscr{R}_{\mathscr{X}}^{b}$ are obtained by suitably shifting $V \cdot \mathscr{R}_{\mathscr{X}}$ on each summand. In particular, we get

Lemma 3.1.3. - Locally on $\mathscr{X}$, there exists $k_{0}$ such that, for any $k \leqslant k_{0}, t: U_{-k} \cdot \mathscr{M} \rightarrow$ $U_{-k-1} \cdot \mathscr{U}$ is bijective.

Proof. - Indeed, using a presentation of $\mathscr{M}$ as above, it is enough to show the lemma for $\mathscr{R}_{\mathscr{X}}^{a}$. with a filtration as above, and we are reduced to consider each summand $\mathscr{R}_{\mathscr{X}}$ with a shifted standard $V$-filtration $U \mathscr{R} \mathscr{X}$. There, we can choose $k_{0}$ such that $U_{k_{0}} \mathscr{R}_{\mathscr{X}}=V_{0} \mathscr{R}_{\mathscr{X}}$.

In a similar way we get:
Lemma 3.1.4. - Let $\mathscr{U}$ be a coherent $V_{0} \mathscr{R}_{\mathscr{X}}$-module and let $\mathscr{T}$ be its t-torsion subsheaf, i.e., the subsheaf of local sections locally killed by some power of $t$. Then, locally on $\mathscr{X}$, there exists $\ell$ such that $\mathscr{T} \cap t^{\ell} \mathscr{U}=0$.

Proof. - Consider the $t$-adic filtration on $V_{0} \mathscr{R}_{\mathscr{X}}$, i.e., the filtration $V_{j} \mathscr{R}_{\mathscr{X}}$ with $j \leqslant 0$. Then the filtration $t^{-j} \mathscr{U}$ is good with respect to it, and locally we have a surjective morphism $\left(V_{0} \mathscr{R}_{\mathscr{X}}\right)^{n} \rightarrow \mathscr{U}$ which is strict with respect to the $V$-filtration. Its kernel $\mathscr{K}$ is coherent and comes equipped with the induced $V$-filtration, which is good.

In particular, locally on $\mathscr{X}$, there exists $j_{0} \leqslant 0$ such that $V_{j+j_{0}} \mathscr{K}=t^{-j} V_{j_{0}} \mathscr{K}$ for any $j \leqslant 0$. For any $j \leqslant 0$ we thercfore have locally an exact sequence

$$
\left(V_{j} \mathscr{R}_{\mathscr{X}}\right)^{m} \longrightarrow\left(V_{j+j_{0}} \mathscr{R} \mathscr{Y}\right)^{n} \longrightarrow t^{-\left(j+j_{0}\right)} \mathscr{U} \longrightarrow 0 .
$$

As $t: V_{k} \mathscr{R}_{\mathscr{X}} \rightarrow V_{k-1} \mathscr{R}_{\mathscr{X}}$ is bijective for $k \leqslant 0$, we conclude that $t: t^{-j n} \mathscr{U} \rightarrow$ $t^{-j_{0}+1} \mathscr{U}$ is so, hence $\mathscr{T} \cap t^{-j} \mathscr{U}_{U}=0$.

Proposition 3.1.5. If $\mathscr{N}$ is a coherent $\mathscr{R}, S_{-s u b m o d u l e ~ o f ~}^{M}$ and $U . \mathscr{M}$ is a good filtration of $\mathscr{M}$, then the V filtration $U . \mathscr{N} \stackrel{\text { dcf }}{=} \mathscr{N} \cap U \cdot \mathscr{M}$ is also good.

Proof. It is now standard (it follows from coherence properties of the Rees module $\oplus_{k} U_{k} \cdot \mathscr{U} \cdot q^{k}$, sec e.g., [44]).

## Remarks 3.1.6

(1) It is straightforward to develop the theory in the case of right $\mathscr{R}_{\mathscr{X}}$-modules. If $U \cdot(\mathscr{M})$ is a $V$-filtration of the left module $\mathscr{M}$, then $U_{\bullet}\left(\omega_{\mathscr{X}}{\otimes \mathscr{O}_{\mathscr{X}}} \mathscr{M}\right) \stackrel{\text { def }}{=} \omega_{\mathscr{X}} \otimes_{\mathscr{O}_{\mathscr{X}}}$ $U .(\mathscr{M})$ is the corresponding filtration of the corresponding right module. This correspondence is compatible with taking the graded object with respect to $U_{\boldsymbol{\bullet}}$. The operator $-\partial_{t} t$ (acting on the left) corresponds to $t ð_{t}$ (acting on the right).
(2) Given an increasing filtration $U$. (lower indices), we define the associated decreasing filtration (upper indices) by $U^{k}=U_{-k-1}$. If $b\left(-\left(\partial_{t} t+k z\right)\right) \cdot \operatorname{gr}_{k}^{U} \cdot \mathscr{M}=0$ for all $k \in \mathbb{Z}$, we have $b^{\prime}\left(t \check{O}_{t}-\ell z\right) \cdot \operatorname{gr}_{U}^{\ell} \cdot \mathscr{M}=0$ for all $\ell \in \mathbb{Z}$, if we put $b^{\prime}(s)=b(-s)$.
3.1.c. $V$-filtration and direct images. - The purpose of this section is to establish the compatibility between taking a direct image and taking a graded part of a $V$-filtered $\mathscr{R}_{\mathscr{X}}$-module. We will give an analogue of Proposition 3.3.17 of [56].

Definition 3.1.7. - Let $\mathscr{M}$ be a left $\mathscr{R}_{\boldsymbol{r}}$-module equipped with an exhaustive increasing filtration $U \cdot \mathscr{M}$ indexed by $\mathbb{Z}$ such that $V_{k} \mathscr{R} \mathscr{X} \cdot U_{\ell \cdot \mathscr{M}} \subset U_{k+\ell \cdot \mathscr{M}}$ for any $k, \ell \in \mathbb{Z}$. We say that $(\mathscr{M}, U \cdot \mathscr{M})$ is monodromic if, locally on $\mathscr{X}$, there exists a monic polynomial $b(s) \in \mathbb{C}[z][s]$ such that
(1) $b\left(-\left(\partial_{t} t+k z\right)\right) \cdot \operatorname{gr}_{k}^{U} \cdot \mathscr{M}=0$ for all $k \in \mathbb{Z}$,
(2) $\operatorname{gcd}(b(s-k z), b(s-\ell z)) \in \mathbb{C}[z] \backslash\{0\}$ for all $k \neq \ell$.

For right $\mathscr{R}_{\mathscr{X}}$-modules, we use the convention of Remark 3.1.6(1).
Theorem 3.1.8. Let $f: X \rightarrow Y$ be holomorphic map between complex analytic manifolds and let $t \in \mathbb{C}$ be a new variable. Put $F=f \times \mathrm{Id}: X \times \mathbb{C} \rightarrow Y \times \mathbb{C}$. Let $\mathscr{M}$ be a right $\mathscr{R}_{\mathscr{X} \times \mathbb{C}}$-module equipped with a $V$-filtration $U . \mathscr{M}$ (relative to the function $t: X \times \mathbb{C} \rightarrow \mathbb{C}$ ). Then $U \cdot \mathscr{M}$ defines canonically and functorially a $V$-filtration $U . \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$.

We assume that $F$ is proper on the support of $\mathscr{M}$.
(1) If $\mathscr{M}$ is good and $U \cdot \mathscr{M}$ is a good $V$-filtration, then $U . \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$ is a good $V$-filtration.
(2) If moreover $(\mathscr{M}, U \cdot \mathscr{M})$ is monodromic and $f_{\dagger} \mathrm{gr}^{U} \cdot \mathscr{M}$ is strict, then one has a canonical and functorial isomorphism of $\mathscr{R}$ y -modules $(k \in \mathbb{Z})$

$$
\operatorname{gr}_{k}^{U}\left(\mathscr{H}^{i} F_{\dagger} \mathscr{M}\right)=\mathscr{H}^{i}\left(f_{\dagger} \operatorname{gr}_{k}^{U} \cdot \mathscr{M}\right)
$$

$\mathrm{gr}^{U}\left(\mathscr{H}^{i} F_{\dagger} \mathscr{M}\right)$ is monodromic and strict.
Remark 3.1.9. - In the last assertion, we regard $\operatorname{gr}_{k}^{U} \cdot \mathscr{M}$ as a right $\mathscr{R}_{\mathscr{X}}$-module, and $f_{\dagger}$ is defined as in §1.4.a. By functoriality, the action of $t \check{\partial}_{t}$ descends to $\mathscr{H}^{i}\left(f_{\dagger} \operatorname{gr}_{k}^{U}, \mathscr{M}\right)$.

Proof. - We will use the isomorphism $F_{\dagger}=f_{\dagger}$ for $\mathscr{M}$ (see Remark 1.4.3(2)), i.e., we take the direct image regarding $\mathscr{M}$ as a $\mathscr{R}_{\mathscr{X} \times \mathbb{C} / \mathbb{C}}$ equipped with a compatible action of $\partial_{t}$. Put $\mathscr{N}^{\bullet}=f_{\dagger} \mathscr{M}$. This complex is naturally filtered by $U \cdot \mathscr{N}^{\bullet} \stackrel{\text { def }}{=} f_{\dagger} U \cdot \mathscr{M}$. Therefore, we define the filtration on its cohomology by

$$
U \cdot \mathscr{H}^{i}\left(F_{\dagger} \cdot \mathscr{M}\right)=U \cdot \mathscr{H}^{i}\left(f_{\dagger} \cdot \mathscr{M}\right) \stackrel{\text { def }}{=} \text { image }\left[\mathscr{H}^{i}\left(f_{\dagger} U \cdot \mathscr{M}\right) \longrightarrow \mathscr{H}^{i}\left(f_{\dagger} \mathscr{M}\right)\right] .
$$

We note that, for any $j, f_{\dagger} U_{j} \mathscr{M}$ is the direct image of $U_{j} \mathscr{M}$ regarded as a $\mathscr{R}_{\mathscr{X} \times \mathbb{C} / \mathbb{C}^{-}}$ module, on which we put the natural action of $t \mathrm{~J}_{t}$.

The relation with the Rees construction is given by the following lemma:
 $U_{j} \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right) \stackrel{\text { def }}{=}$ image $\left[\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right) \rightarrow \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)\right]$. Then we have

$$
\mathscr{H}^{i}\left(R_{U} \mathscr{N}^{\bullet}\right) / q \text {-torsion }=R_{U} \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)
$$

In particular, if $R_{U} \cdot N^{\bullet}$ has $\mathscr{R}_{\mathscr{y}} \times \mathbb{C}^{- \text {-coherent cohomology, then } U . \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right) \text { is a good }}$ $V$-filtration.

Proof. - One has a surjective morphism of graded modules $\mathscr{H}^{i}\left(R_{U \cdot} \mathscr{N}^{\bullet}\right) \rightarrow$ $R_{U} \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)$, by definition, and this morphism induces an isomorphism after tensoring with $\mathbb{C}\left[q, q^{-1}\right]$.

Lemma 3.1.11. - If $\mathscr{M}$ is good, then any coherent $V_{0} \mathscr{R}_{\mathscr{X}}$-submodule is good.
Proof. As a coherent $V_{0} \mathscr{R}_{\mathscr{X}}$-submodule of $\mathscr{M}$ induces on any subquotient of $\mathscr{M}$ a coherent $V_{0} \mathscr{R}_{\mathscr{X}}$-submodule, we can reduce to the case when $\mathscr{M}$ has a good filtration. It is then enough to prove that any coherent $V_{0} \mathscr{R}_{\mathscr{X}}$-submodule $\mathscr{N}$ of $\mathscr{M}$ is contained in such a submodule having a good filtration. If $\mathscr{F}$ is a $\mathscr{O}_{\mathscr{X}}$-coherent submodule of $\mathscr{M}$ which generates $\mathscr{M}$, then $\mathscr{N}$ is contained in $V_{k} \mathscr{R} \mathscr{X} \cdot \mathscr{F}$ for some $k$, hence the result.

This lemma allows one to apply Grauert's coherence theorem to each $U_{j}$, in order to get that each $f_{\dagger} U_{j} \mathscr{M}$ has $V_{0} \mathscr{R}_{\mathscr{X}}$-coherent cohomology under the properness assumption. We conclude that for each $i, j, U_{j} \mathscr{H}^{i} f_{\dagger} \cdot \mathscr{M}$ is $V_{0} \mathscr{R}_{\mathscr{X}}$-coherent.

In order to end the proof of (1), we need to prove that each $U . \mathscr{H}^{i} f_{\dagger} \mathscr{M}$ is a good $V$-filtration. We will compute directly the Rees module associated with this filtration, in order to get its coherence. Let us first consider the analogue of Lemma 3.1.11.

Keep notation of $\S 3.1$.b. The graded ring $R_{V} \mathscr{R}_{\mathscr{F}}$ is filtered by the degree in the derivatives $q \mathscr{\partial}_{x_{j}}$ and the degrec-zero term of the filtration is $R_{V} \mathscr{O}_{\mathscr{X}}$, with $V_{k} \mathscr{O}_{\mathscr{O}}=$ $\mathscr{O}_{\mathscr{X}}$ for $k \geqslant 0$ and $=t^{-k} \mathcal{O}_{\mathscr{X}}$ for $k \leqslant 0$.

Let $(\mathscr{M}, U \cdot \mathscr{M})$ be a $V$-filtered right $\mathscr{M}_{\boldsymbol{X}}$-module and let $R_{U} \cdot \mathscr{M}$ be the associated Rees module. We therefore have the notion of a good filtration on $R_{U} \cdot \mathscr{M}$ (by coherent graded $R_{V} \mathscr{O}_{\mathscr{X}}$-submodules). If $R_{U} \cdot \mathscr{M}$ has a good filtration (or equivalently if $R_{U} \cdot \mathscr{M}$ is generated by a coherent graded $R_{V} \mathscr{O}_{\mathscr{F}}$-module). it is $R_{V} \mathscr{R}_{\mathscr{X}}$-coherent and has a left resolution by coherent "induced" graded $R_{V} \mathscr{R}_{\mathscr{F}}$-modules, of the form $G \otimes_{R_{V}} \mathscr{O}_{3}$. $R_{V} \mathscr{R} \mathscr{X}$, where $G$ is graded $R_{V} \mathscr{O}_{\mathscr{X}}$-coherent. We can even assume (by killing the $q$-torsion) that each term $G \otimes_{R_{V}} O_{,}, R_{V}$ 侯为 has no $q$-torsion, or in other words that it takes the form $R_{U}\left(L \otimes_{\mathscr{O}} \mathscr{R} \mathscr{R}_{\mathscr{F}}\right)$, where $L$ is $\mathscr{O}_{\mathscr{F}}$-coherent, having support contained in Supp. $\mathscr{M}$, and equipped with a good $V$-filtration (i.e., a good $\mathscr{I}_{\mathscr{X}_{0} \text {-adic filtration) }}$ and $U .\left(L \otimes_{O_{\mathscr{F}}} \mathscr{R}_{\mathscr{X}}\right)$ is defined in the usual way.

We say that $R_{U} \cdot \mathscr{M}$ is good if. in the neighbourhood of any compact set $\mathscr{K} \subset$ $\mathscr{X}, R_{U} \cdot \mathscr{M}$ is a finite successive extension of graded $R_{V} \mathscr{R}_{\mathscr{X}}$-modules having a good filtration.

Lemma 3.1.12. - We assume that $\mathbb{M}$ is a good $\mathscr{R}_{\boldsymbol{s}}-m o d u l e$ and let $U . \mathbb{M}$ be a good $V$-filtration of $\mathscr{M}$. Then $R_{U} \cdot \mathscr{M}$ is a good graded $R_{V} \cdot \mathscr{K}_{\mathscr{X}}$-module.

Proof. - Fix a compact set $\mathscr{K} \subset \mathscr{X}$. First, it is enough to prove the lemma when $\mathscr{M}$ has a good filtration in some neighbourhood of $\mathscr{K}$, because a good $V$-filtration $U \cdot \mathscr{M}$ induces naturally on any subquotient $\mathscr{M}^{\prime}$ of $\mathscr{M}$ a good $V$-filtration, so that $R_{U} \mathscr{M}^{\prime}$ is a subquotient of $R_{U} \mathscr{M}$.

Therefore, assume that $\mathscr{M}$ is generated by a coherent $\mathscr{O}_{\mathscr{X}}$-module $\mathscr{F}$, i.e., $\mathscr{U}=$ $\mathscr{R}_{\mathscr{X}} \cdot \mathscr{F}$. Consider the $V$-filtration $U^{\prime} \cdot \mathscr{M}$ generated by $\mathscr{F}$, i.e., $U_{\bullet}^{\prime} \cdot \mathscr{M}=V_{\bullet} \mathscr{R}_{\mathscr{X}} \cdot \mathscr{F}$. Then, clearly, $R_{V} \mathscr{O}_{\mathscr{X}} \cdot \mathscr{F}=\oplus_{k} V_{k} \mathscr{O} \mathscr{F} \cdot \mathscr{F} q^{k}$ is a coherent graded $R_{V} \mathscr{O}_{\mathscr{X}}$-module which generates $R_{U^{\prime}} \mathscr{M}$.

If the filtration $U_{\bullet}^{\prime \prime} \mathscr{M}$ is obtained from $U^{\prime} \cdot \mathscr{M}$ by a shift by $-\ell \in \mathbb{Z}$, i.e., if $R_{U^{\prime \prime}} \cdot \mathscr{M}=$ $q^{\ell} R_{U^{\prime}} \mathscr{M} \subset \mathscr{M}\left[q, q^{-1}\right]$, then $R_{U^{\prime \prime}} \mathscr{M}$ is generated by the $R_{V} \mathscr{O}$ - -coherent submodule $q^{\ell} R_{V} \mathscr{O}_{\mathscr{X}} \cdot \mathscr{F}$.

On the other hand, let $U_{\bullet}^{\prime \prime} \mathscr{M}$ be a good $V$-filtration such that $R_{U^{\prime \prime}} \mathscr{M}$ has a good filtration. Then any good $V$-filtration $U \cdot \mathscr{M}$ such that $U_{k} \cdot \mathscr{M} \subset U_{k}^{\prime \prime} \mathscr{M}$ for any $k$ satisfies the same property, because $R_{U} \cdot \mathscr{M}$ is thus a coherent graded submodule of $R_{U^{\prime \prime}} \mathscr{M}$, so a good filtration on the latter induces a good filtration on the former.

As any good $V$-filtration $U \cdot \mathscr{M}$ is contained, in some neighbourhood of $\mathscr{K}$, in the good $V$-filtration $U^{\prime} \cdot \mathscr{M}$ suitably shifted, we get the lemma.

To end the proof of Part (1), it is therefore enough to prove it for induced modules $\mathscr{M}=L \otimes_{O_{\mathscr{X}}} \mathscr{R}_{\mathscr{X}}$, with $L$ coherent over $\mathscr{O}_{\mathscr{X}}$ and $F_{\text {Supp } L}$ proper. We will indicate it
when $f: X=Y \times Z \rightarrow Y$ is the projection. We then have

$$
\begin{aligned}
& =U_{j}\left(L \otimes_{f^{-1} \mathscr{O}_{\mathscr{Y}} \times \mathbb{C}} f^{-1} \mathscr{R}_{\mathscr{O} \times \mathbb{C}}\right) \underset{f^{-1} \mathscr{O}_{\because y} \times \mathbb{C}}{\otimes} \mathscr{R}_{\mathscr{X} \times \mathbb{C} / \mathscr{Y} \times \mathbb{C}},
\end{aligned}
$$

because the $V$-filtration on $\mathscr{R}_{\mathscr{X} \times \mathbb{C} / \mathscr{Y} \times \mathbb{C}}$ is nothing but the $t$-adic filtration. Now, we have

$$
\begin{aligned}
f_{\dagger} U_{j}\left(L \otimes \mathscr{O} \mathscr{X} \times \infty^{\mathscr{R}} \mathscr{X} \times \mathbb{C}\right) & =\boldsymbol{R} f_{*} U_{j}\left(L \otimes_{f-1} \mathscr{O}_{\mathscr{Y} \times \mathbb{C}} f^{-1} \mathscr{R} \mathscr{Y} \times \mathbb{C}\right) \\
& =U_{j}\left(\boldsymbol{R} f_{*} L \otimes_{\mathscr{O}_{y \times \mathbb{C}}} \mathscr{R} \mathscr{Y} \times \mathbb{C}\right),
\end{aligned}
$$

if we filter the complex $\boldsymbol{R} f_{*} L$ by subcomplexes $\boldsymbol{R} f_{*} U_{j}(L)$ and we filter the tensor product as usual. By Grauert's theorem applied to coherent $R_{V} \mathscr{O} \mathscr{X} \times \mathbb{C}^{\text {-sheaves, }} \boldsymbol{R} f_{*} R_{U} L$ is $R_{V} \mathscr{O}_{\mathscr{Y}} \times \mathbb{C}^{\text {-coherent }}$, hence $f_{\dagger} R_{U}\left(L \otimes_{\mathscr{O}}^{\mathscr{O}}, \mathscr{R}_{\mathscr{X}}\right)$ is $R_{V} \mathscr{R} \mathscr{\mathscr { O }} \times \mathbb{C}^{\text {-coherent. After Lemma }}$ 3.1.10, we get 3.1.8(1).

In order to get Part (2) of the theorem, we will first prove:
Proposition 3.1.13.-Let $\left(\mathscr{N}^{\bullet}, U \cdot \mathscr{N}^{\bullet}\right)$ be a $V$-filtered complex of $\mathscr{R}_{\mathscr{Y}} \times \mathbb{C}^{-}$-modules. We assume that
(1) the complex $\mathrm{gr}^{U} \mathscr{N}^{\bullet}$ is strict and monodromic,
(2) there exists $j_{0}$ such that for all $j \leqslant j_{0}$ and all $i$, the left multiplication by $t$ induces an isomorphism $t: U_{j} \mathscr{N}^{i} \xrightarrow{\sim} U_{j-1} \mathscr{N}^{i}$,
(3) There exists $i_{0} \in \mathbb{Z}$ such that, for all $i \geqslant i_{0}$ and any $j$, one has $\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right)=0$. Then for any $i, j$ the morphism $\mathscr{H}^{i}\left(U_{j}, \mathscr{N}^{\bullet}\right) \rightarrow \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)$ is injective. Moreover, the filtration $U \cdot \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)$ defined by

$$
U_{j} \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)=\operatorname{image}\left[\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)\right]
$$

satisfies $\mathrm{gr}^{U} \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)=\mathscr{H}^{i}\left(\mathrm{gr}^{U} \mathscr{N}^{\bullet}\right)$.
Proof. ... It will have three steps.
First step. - This step proves a formal analogue of the conclusion of the proposition. Put

$$
\widehat{U_{j} \cdot \mathscr{N}^{\bullet}}=\frac{\lim _{\ell} U_{j} \mathscr{N}^{\bullet} / U_{\ell \cdot ⿱} \mathscr{N}^{\bullet}}{} \quad \text { and } \quad \widehat{N^{\bullet}}=\underset{\vec{j}}{\lim } \widehat{U_{j} \mathscr{N}^{\bullet}} .
$$

Under the assumption of Proposition 3.1.13, we will prove the following:
(a) For all $k \leqslant j, \widehat{U_{k N^{\bullet}}} \rightarrow \widehat{U_{j} \mathscr{N}^{\bullet}}$ is injective (hence, for all $j, \widehat{U_{j} \mathscr{N}^{\bullet}} \rightarrow \widehat{\mathscr{N}^{\bullet}}$ is injective) and $\widehat{U_{j} \mathscr{N}^{\bullet}} / \widehat{U_{j-1 / \mathscr{N}}}=U_{j} \mathscr{N}^{\bullet} / U_{j-1} \mathscr{N}^{\bullet}$.
(b) For any $k \leqslant j, \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet} / U_{k} \mathscr{N}^{\bullet}\right)$ is strict.
(c) $\mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}^{\bullet}}\right)=\varliminf_{\ell} \mathscr{H}^{\mathscr{H}^{i}}\left(U_{j} \mathscr{N}^{\bullet} / U_{\ell \cdot} \mathscr{N}^{\bullet}\right)$.
(d) $\mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}^{\bullet}}\right) \rightarrow \mathscr{H}^{i}\left(\widehat{\mathscr{N}^{\bullet}}\right)$ is injective.
(e) $\mathscr{H}^{i}\left(\widehat{\mathscr{N}^{\bullet}}\right)=\underline{\lim _{\longrightarrow}} \mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}}\right)$.

Define $U_{j} \mathscr{H}^{i}\left(\widehat{\mathscr{N}^{\bullet}}\right)=\operatorname{image}\left[\mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}}\right) \rightarrow \mathscr{H}^{i}\left(\widehat{\mathscr{N}^{\bullet}}\right)\right]$. Then the statements (a) and (d) imply that

$$
\operatorname{gr}_{j}^{U} \mathscr{H}^{i}(\widehat{\mathscr{N}})=\mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}} \cdot / \widehat{U_{j-1} \mathscr{N}} \cdot\right)=\mathscr{H}^{i}\left(\operatorname{gr}_{j}^{U} \mathscr{N}^{\bullet}\right)
$$

For $\ell<k<j$ consider the exact sequence of complexes

$$
0 \longrightarrow U_{k} \cdot \mathscr{N}^{\bullet} / U_{\ell} \cdot N^{\bullet} \longrightarrow U_{j} \cdot \mathscr{N}^{\bullet} / U_{\ell} \cdot \mathscr{N}^{\bullet} \longrightarrow U_{j} \mathscr{N}^{\bullet} / U_{k} \mathscr{N}^{\bullet} \longrightarrow 0
$$

As the projective system $\left(U_{j} \mathscr{N}^{\bullet} / U_{\ell \cdot \mathscr{N}^{\bullet}}\right)_{\ell}$ trivially satisfies the Mittag-Leffler condition (ML), the sequence remains exact after passing to the projective limit, so we get an exact sequence of complexes

$$
0 \longrightarrow \widehat{U_{k} \cdot N^{\bullet}} \longrightarrow \widehat{U_{j} \mathscr{N}^{\bullet}} \longrightarrow U_{j} \mathscr{N}^{\bullet} / U_{k} \mathscr{N}^{\bullet} \longrightarrow 0,
$$

hence (a).
Let us show by induction on $n \geqslant 1$ that, for all $i$ and $j$,
(b) ${ }_{n} \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet} / U_{j-n} \mathscr{N}^{\bullet}\right)$ is strict (hence (b));

Indeed, (b) follows from Assumption 3.1.13(1). Remark also that, by induction on $n \geqslant 1,3.1 .13(1)$ implies that, for any $n, \ell, i, \mathscr{H}^{i}\left(U_{\ell} / U_{\ell-n}\right)$ is killed by $\prod_{k=\ell-n+1}^{\ell} b\left(\partial_{t} t+k z\right)$.

For $n \geqslant 2$, consider the exact sequence

$$
\begin{aligned}
\cdots \longrightarrow \mathscr{H}^{i}\left(U_{j-1} / U_{j-n}\right) \longrightarrow \mathscr{H}^{i}\left(U_{j} / U_{j-n}\right) \longrightarrow & \mathscr{H}^{i}\left(U_{j} / U_{j-1}\right) \\
& \stackrel{\psi}{\longrightarrow} \mathscr{H}^{i+1}\left(U_{j-1} / U_{j-n}\right) \longrightarrow \cdots
\end{aligned}
$$

Any local section of $\operatorname{Im} \psi$ is then killed by $b\left(\partial_{t} t+j z\right)$ and $\prod_{k=j-n+1}^{j-1} b\left(\widetilde{\partial}_{t} t+k z\right)$, hence by a nonzero holomorphic function of $z$. By strictness (b) $)_{n-1}$ applied to $\mathscr{H}^{i+1}\left(U_{j-1} / U_{j-n}\right)$, this implies that $\psi=0$, so the previous sequence of $\mathscr{H}^{i}$ is exact and $\mathscr{H}^{i}\left(U_{j} / U_{j-n}\right)$ is also strict, hence $(\mathrm{b})_{n}$.

By the same argument, we get an exact sequence, for all $\ell<k<j$,

$$
\begin{equation*}
0 \longrightarrow \mathscr{H}^{i}\left(U_{k} \mathscr{N}^{\bullet} / U_{\ell} \mathscr{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet} / U_{\ell} \cdot \mathcal{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet} / U_{k} \mathscr{N}^{\bullet}\right) \longrightarrow 0 . \tag{3.1.14}
\end{equation*}
$$

Consequently, the projective system $\left(\mathscr{H}^{i}\left(U_{j} \cdot \mathscr{N}^{\bullet} / U_{\ell \cdot} \mathscr{N}^{\bullet}\right)\right)_{\ell}$ satisfies (ML), so we get (c) (see e.g., $[\mathbf{3 7}$, Prop. 1.12.4]). Moreover, taking the limit on $\ell$ in the previous exact sequence gives, according to (ML), an exact sequence

$$
0 \longrightarrow \mathscr{H}^{i}\left(\widehat{U_{k} \mathscr{N}^{\bullet}}\right) \longrightarrow \mathscr{H}^{i}\left(\widehat{U_{j}, N^{\bullet}}\right) \longrightarrow \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet} / U_{k} \mathscr{N}^{\bullet}\right) \longrightarrow 0
$$

hence (d). Now, (e) is clear.

Second step. - For any $i, j$, denote by $\mathscr{T}_{j}^{i} \subset \mathscr{H}^{i}\left(U_{j} \mathscr{N} \mathscr{V}^{\bullet}\right)$ the $t$-torsion subsheaf of $\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right)$. We will now prove that it is enough to show that there exists $j_{0}$ such that, for each $i$ and each $j \leqslant j_{0}$,

$$
\begin{equation*}
\mathscr{T}_{j}^{i}=0 . \tag{3.1.15}
\end{equation*}
$$

We assume that (3.1.15) is proved (step 3 ). Let $j \leqslant j_{0}$ and let $\ell \geqslant j$. Then, by definition of a $V$-filtration, $t^{\ell-j}$ acts by 0 on $U_{\ell} \mathscr{N}^{\bullet} / U_{j} \mathscr{N}^{\bullet}$, so that the image of $\mathscr{H}^{i-1}\left(U_{\ell} \mathscr{N}^{\bullet} / U_{j} \mathscr{N}^{\bullet}\right)$ in $\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right)$ is contained in $\mathscr{T}_{j}^{i}$, and thus is zero. We therefore have an exact sequence for any $i$ :

$$
0 \longrightarrow \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(U_{\ell} \mathscr{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(U_{\ell} \mathscr{N}^{\bullet} / U_{j} \mathscr{N}^{\bullet}\right) \longrightarrow 0
$$

Using (3.1.14), we get for any $\ell$ the exact sequence

$$
0 \longrightarrow \mathscr{H}^{i}\left(U_{\ell-1} \mathscr{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(U_{\ell} \mathscr{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(\operatorname{gr}_{\ell}^{U} \mathscr{N}^{\bullet}\right) \longrightarrow 0
$$

This implies that $\mathscr{H}^{i}\left(U_{\ell} \cdot \mathscr{N}^{\bullet}\right) \rightarrow \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)$ is injective. Put $U_{\ell} \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)=$ image $\left[\mathscr{H}^{i}\left(U_{\ell} \mathscr{N}^{\bullet}\right) \rightarrow \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)\right]$. We thus have, for any $i, \ell \in \mathbb{Z}$,

$$
\operatorname{gr}_{\ell}^{U} \mathscr{H}^{i}\left(\mathscr{N}^{\bullet}\right)=\mathscr{H}^{i}\left(\operatorname{gr}_{\ell}^{U} \mathscr{N}^{\bullet}\right)
$$

Third step: proof of (3.1.15). - Remark first that, according to 3.1.13(2), the multiplication by $t$ induces an isomorphism $t: \widehat{U_{j \mathscr{N}}} \rightarrow \widehat{U_{j-1 / \mathscr{N}}}$ for $j \leqslant j_{0}$, and that (d) in Step one implies that, for all $i$ and all $j \leqslant j_{0}$, the multiplication by $t$ on $\mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}^{\bullet}}\right)$ is injective.

The proof of (3.1.15) is done by decreasing induction on $i$. It clearly hods for $i \geqslant i_{0}$ (given by $3.1 .13(3)$ ). We assume that, for any $j \leqslant j_{0}$, we have $\mathscr{T}_{j}^{i+1}=0$. We have (after 3.1.13(2)) an exact sequence of complexes, for any $\ell \geqslant 0$,

$$
0 \longrightarrow U_{j} \mathscr{N}^{\bullet} \xrightarrow{t^{\ell}} U_{j} \mathscr{N}^{\bullet} \longrightarrow U_{j} \mathscr{N}^{\bullet} / U_{j-\ell} \mathscr{N}^{\bullet} \longrightarrow 0 .
$$

As $\mathscr{T}_{j}^{i+1}=0$, we have, for any $\ell \geqslant 0$ an exact sequence

$$
\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right) \xrightarrow{t^{\ell}} \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right) \longrightarrow \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet} / U_{j-\ell \cdot \mathscr{N}}\right) \longrightarrow 0
$$

hence, according to Step one,

$$
\mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}^{\bullet}}\right) / \mathscr{H}^{i}\left(\widehat{U_{j-\ell \cdot \mathcal{N}}} \cdot\right)=\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet} / U_{j-\ell \mathscr{L}} \mathscr{N}^{\bullet}\right)=\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right) / t^{\ell} \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right)
$$

According to Lemma 3.1.4, for $\ell$ big enough (locally on $\mathscr{X}$ ), the map $\mathscr{T}_{j}^{i} \rightarrow$ $\mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right) / t^{\ell} \mathscr{H}^{i}\left(U_{j} \mathscr{N}^{\bullet}\right)$ is injective. It follows that $\mathscr{T}_{j}^{i} \rightarrow \mathscr{H}^{i}\left(\widehat{U_{j \mathscr{N}} \cdot \boldsymbol{}}\right)$ is injective too. But we know that $t$ is injective on $\mathscr{H}^{i}\left(\widehat{U_{j} \mathscr{N}} \bullet\right)$ for $j \leqslant j_{0}$, hence $\mathscr{T}_{j}^{i}=0$, thus concluding Step 3.

We apply the proposition to $\mathscr{N}^{\bullet}=f_{\dagger} \cdot \mathscr{M}$ equipped with $U \cdot \mathscr{N}^{\bullet}=f_{\dagger} U_{\cdot} \cdot \mathscr{M}$ to get 3.1.8(2). That Assumption (1) in the proposition is satisfied follows from the assumptions in 3.1.8(2). Assumption (2) is a consequence of the fact that $U \cdot \mathscr{M}$ is a
good $V$-filtration and Lemma 3.1.3. Last, Assumption (3) is satisfied because $f$ has finite cohomological dimension.
3.1.d. Regularity. - We keep notation of $\S$ 3.1.a. We can identify the sheaf $\mathscr{R}_{\mathscr{X} / \mathbb{C}}$ of differential operators relative to the function $t$ (constructed from the sheaf $\mathscr{D}_{X / \mathbb{C}}$ by the Rees procedure) as the subsheaf of $V_{0} \mathscr{R}$

We say that the $V$-filtered $\mathscr{R}_{\mathscr{X}}$-module $(\mathscr{M}, U \cdot \mathscr{M})$ is regular along $\mathscr{X}_{0}$ if, for all $k \in \mathbb{Z}, U_{k} \mathscr{M}$ is $\mathscr{R}_{\mathscr{X}} / \mathbb{C}$-coherent near $\mathscr{X}_{0}$. If such a condition is satisfied for some good filtration $U . \mathscr{M}$, it is satisfied for any. In an exact sequence, the extreme terms are regular along $\mathscr{X}_{0}$ if and only if the middle term is so.

By an argument analogous to that of Lemma 3.1.11, and applying Grauert's theorem, one proves that, in the situation of Theorem 3.1.8, if $\mathscr{M}$ is good and regular along $\mathscr{X} \times\{0\}$, then $F_{+} \mathscr{M}$ is regular along $\mathscr{Y} \times\{0\}$.

### 3.2. Review on specializable $\mathscr{D}_{x}$-modules

We keep notation of §3.1.a. A coherent left $\mathscr{D}_{X}$-module $M$ is said to be specializable along $X_{0}$ if any local section $m$ of $M$ has a Bernstein polynomial $b_{m}(s) \in \mathbb{C}[s] \backslash\{0\}$ such that $b_{m}\left(-\partial_{t} t\right) m \in V_{-1}\left(\mathscr{D}_{X}\right) \cdot m$ (the filtration $V_{\bullet}\left(\mathscr{D}_{X}\right)$ is defined as in §3.1.a; we usually assume that $b_{m}$ is minimal for this property).

An equivalent definition is that there exists, locally on $X$, a good $V$-filtration $U, M$ and a polynomial $b_{U}(s) \in \mathbb{C}[s] \backslash\{0\}$ such that, for any $k \in \mathbb{Z}$, we have

$$
\begin{equation*}
b_{U}\left(-\left(\partial_{t} t+k\right)\right) \cdot \operatorname{gr}_{k}^{U} M I=0 . \tag{*}
\end{equation*}
$$

Indeed, in one direction, take the $V$-filtration generated by a finite number of local generators of $M$; in the other direction. use that two good filtrations are locally comparable.

If we decompose $b_{U}(s)$ as a product $b_{1}(s) b_{2}(s)$ then, putting

$$
\begin{equation*}
U_{k}^{\prime}=U_{k-1}+b_{1}\left(-\left(\partial_{t} t+k\right)\right) U_{k} \tag{**}
\end{equation*}
$$

we get a new good $V$-filtration $U^{\prime}$. with polynomial $b_{U^{\prime}}=b_{1}(s-1) b_{2}(s)$. Therefore, an equivalent definition of specializability is that there exists, locally on $X$, a good $V$-filtration $U . M$ and a polynomial $b_{U}(s) \in \mathbb{C}[s] \backslash\{0\}$ satisfying
the roots of $b_{U}$ do not differ by a nonzero integer,
such that $(*)$ is satisfied.
For such a good filtration $U, M$ and any $\alpha \in \mathbb{C}$, put

$$
\psi_{t, \alpha}^{U} M=\cup_{n} \operatorname{Ker}\left[\left(\partial_{t} t+\alpha\right)^{n}: \operatorname{gr}^{U} M \longrightarrow \operatorname{gr}^{U} M\right]
$$

We then have $\psi_{t, \alpha}^{U} M=0$ unless $\alpha \in b_{U}^{-1}(0)+\mathbb{Z}$, and $\mathrm{gr}^{U} M=\oplus_{\alpha} \psi_{t, \alpha}^{U} M$.
For any $k \in \mathbb{Z}$, there are $\mathscr{D}_{X_{0}}$-linear morphisms

$$
t: \operatorname{gr}_{k}^{U} M \longrightarrow \operatorname{gr}_{k-1}^{U} M \quad \text { and } \quad-\partial_{t}: \operatorname{gr}_{k}^{U} M \longrightarrow \operatorname{gr}_{k+1}^{U} M
$$

These morphisms are compatible with the decomposition with respect to the generalized eigenvalues of $-\partial_{t} t$ and induce morphisms

$$
t: \psi_{t, \alpha}^{U} M \longrightarrow \psi_{t, \alpha-1}^{U} M \quad \text { and } \quad-\partial_{t}: \psi_{t, \alpha}^{U} M \longrightarrow \psi_{t, \alpha+1}^{U} M I
$$

for any $\alpha \in \mathbb{C}$. The first one is an isomorphism if $\alpha \neq 0$ and the second one if $\alpha \neq-1$, as $\partial_{t} t$ (resp. $\left.t \partial_{t}\right)$ is invertible on $\psi_{t, \alpha}^{U} M$ if $\alpha \neq 0$ (resp. $\alpha \neq-1$ ). We denote by can : $\psi_{t,-1}^{U} M \rightarrow \psi_{t, 0}^{U} M$ the morphism induced by $-\partial_{t}$ and by var : $\psi_{t, 0}^{U} M \rightarrow \psi_{t,-1}^{U} M$ the morphism induced by $t$.

If $U . M$ is any good $V$-filtration of $M$ defined on some open set of $X$, with Bernstein polynomial $b_{U}$, then any other good $V$-filtration $U_{\bullet}^{\prime} M$, defined on this open set or on any subset of it, has a Bernstein polynomial $b_{U^{\prime}}$, and this polynomial satisfies $b_{U^{\prime}}^{-1}(0) \subset$ $b_{U}^{-1}(0)+\mathbb{Z}$. If we assume that $U_{\bullet} M$ satisfies (3.2.1), then any other good $V$-filtration $U_{\bullet}^{\prime} M$ defined on the same (or on a smaller) domain, and satisfying $b_{U^{\prime}}^{-1}(0) \subset b_{U}^{-1}(0)$, is equal to $U . M$.

Consequently, if $M$ is specializable, given any section $\sigma$ of the projection $\mathbb{C} \rightarrow \mathbb{C} / \mathbb{Z}$, there exists a unique good $V$-filtration $U_{\bullet}^{\sigma} M$, globally defined on $X$, such that any local Bernstein polynomial $b_{U^{\sigma}}$ satisfies $b_{U^{\sigma}}^{-1}(0) \subset$ image $\sigma$. Any morphism between specializable $\mathscr{D}_{X}$-modules is strictly compatible with the filtration $U^{\sigma}$.

Let $\ell: \mathbb{C} \rightarrow \mathbb{R}$ be a $\mathbb{R}$-linear form such that $\ell(\mathbb{Z}) \subset \mathbb{Z}$. It defines a relation $\leqslant \ell$ on $\mathbb{C}$ : $\alpha_{1} \leqslant \ell \alpha_{2}$ iff $\ell\left(\alpha_{1}\right) \leqslant \ell\left(\alpha_{2}\right)$. One usually takes $\ell(\alpha)=\operatorname{Re}(\alpha)$, but we will need below (see Proposition 3.3.14) to consider various such linear forms.

Let $m$ be a local section of $M$. If $b_{m}$ is the Bernstein polynomial of $m$, we define the $\ell$-order of $m$ as $\operatorname{ord}_{\ell}(m)=\max \left\{\ell(\alpha) \mid b_{m}(\alpha)=0\right\}$. Define the $V$-filtration by the $\ell$ order $V_{\bullet}^{(\ell)} M$ by the following property: a local section $m$ is in $V_{k}^{(\ell)} M$ iff $\operatorname{ord}_{\ell}(m) \leqslant k$. If $M$ is specializable, this filtration is good. It is the filtration associated to the section of $\mathbb{C} \rightarrow \mathbb{C} / \mathbb{Z}$ which has image in $\{s \mid \ell(s) \in[0,1[ \}$.

It will be convenient, later on, to regard this filtration as indexed by $\mathbb{R}$ with a discrete set of jumps, corresponding to the zeros of the possible $b_{m}$. Let us recall this notion. Let $A_{\mathbb{R}}$ be a finite set in $\mathbb{R}$ and put $\Lambda_{\mathbb{R}}=A_{\mathbb{R}}+\mathbb{Z}$. A good $V$-filtration of $M$ indexed by $\Lambda_{\mathbb{R}}$ is by definition a family ${ }^{(a)} U, M\left(a \in \Lambda_{\mathbb{R}}\right)$ of good $V$-filtrations indexed by $\mathbb{Z}$ which satisfy the following properties:

$$
\begin{aligned}
& -{ }^{(a)} U \cdot M \subset{ }^{(b)} U \cdot M \text { if } a \leqslant b, \\
& { }^{(a+1)} U \cdot M={ }^{(a)} U \cdot+1 M .
\end{aligned}
$$

For any $a \in \Lambda_{\mathbb{R}}$, one then defines $U_{a} M \stackrel{\text { def }}{=}{ }^{(a)} U_{0} M$. If $<a$ denotes the largest element of $\Lambda_{\mathbb{R}}$ which is strictly smaller than $a$, then one puts $\operatorname{gr}_{a}^{U} M=U_{a} M / U_{<a} M$.

If $U . M$ and $U_{\bullet}^{\prime} M$ are two good $V$-filtrations satisfying (3.2.1), then there are isomorphisms $\psi_{t, \alpha}^{U} M \xrightarrow{\sim} \psi_{t, \alpha}^{U^{\prime}} M$ which are compatible with $t$ and $-\partial_{t}$. Indeed, by the uniqueness above, $U$ and $U^{\prime}$ can be related by a finite sequence of transformations of type ( $* *$ ) for which, at each step, $b_{1}$ and $b_{2}$ do not have any common root. It is thus enough to prove the assertion when $U$ and $U^{\prime}$ are as in $(* *)$, and $\operatorname{gcd}\left(b_{1}, b_{2}\right)=1$.

In such a situation, we have an exact sequence

$$
0 \longrightarrow U_{k-1} / U_{k-1}^{\prime} \longrightarrow U_{k}^{\prime} / U_{k-1}^{\prime} \longrightarrow U_{k}^{\prime} / U_{k-1} \longrightarrow 0
$$

On the one hand, the natural morphism $U_{k}^{\prime} / U_{k-1} \rightarrow U_{k} / U_{k-1}$ is injective with image equal to $\operatorname{Ker} b_{2}\left(-\partial_{t} t+k\right)$, as $\operatorname{gcd}\left(b_{1}, b_{2}\right)=1$. On the other hand, $U_{k-1} / U_{k-2} \rightarrow$ $U_{k-1} / U_{k-1}^{\prime}$ is onto and induces an isomorphism $\operatorname{Ker} b_{1}\left(-\partial_{t} t+k-1\right) \xrightarrow{\sim} U_{k-1} / U_{k-1}^{\prime}$. The assertion follows.

As a consequence, taking a section $\sigma$ as above, the modules $\psi_{t, \alpha}^{U^{\sigma}} M$ are globally defined, and are independent of $\sigma$ up to a canonical isomorphism. They are equipped with the action of a nilpotent operator, locally obtained as the action of $-\partial_{t} t$. We denote them simply by $\psi_{t, \alpha} M$. We note however that, to define can and var, one needs an equation $\{t=0\}$ for $X_{0}$ and a corresponding vector field $\partial_{t}$.

Any coherent sub or quotient module of a specializable $\mathscr{D}_{X}$-module is so. For a specializable $\mathscr{D}_{X}$-module,
(1) can : $\psi_{t,-1} M \rightarrow \psi_{t, 0} M$ is onto iff $M$ has no coherent quotient $\mathscr{D}_{X}$-module supported on $X_{0}$,
(2) var : $\psi_{t, 0} M \rightarrow \psi_{t,-1} M$ is injective iff $M$ has no coherent sub $\mathscr{D}_{X}$-module supported on $X_{0}$,
(3) $\psi_{t, 0} M=\operatorname{Im}$ can $\oplus$ Ker var iff $M=M^{\prime} \oplus M^{\prime \prime}$ with $M^{\prime}$ satisfying 1 and 2 and $M^{\prime \prime}$ supported on $X_{0}$.

### 3.3. The category $\mathscr{S}^{2}(X, t)$

3.3.a. Keep notation of §3.1.a. We will work with increasing filtrations. To get a decreasing filtration $U^{\bullet}$ from an increasing one $U_{\bullet}$, put $U^{\beta}=U_{-\beta-1}$ (see Remark 3.1.6(2)).

We will introduce the Malgrange-Kashiwara filtration in the setting of $\mathscr{R}_{\mathscr{X}^{-}}$ modules. When the set $A$ below is contained in $\mathbb{R}$, the presentation can be simplified, as the Malgrange-Kashiwara filtration is then defined globally with respect to $z$, and not only locally. For $A \subset \mathbb{C}$ general, the definitions below are suggested by Corollary 5.3.9.

The strictness assumption is important, as emphasized yet in Theorem 3.1.8: for Hodge modules, it means a good behaviour of the Hodge filtration under the operation of taking nearby or vanishing cycles. Moreover, it important to notice that, under a strictness assumption, the "nearby cycles" $\psi_{t, \alpha} \mathscr{U}$ are defined globally with respect to $z$.

Definition 3.3.1. A coherent left $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{U}$ is said to be specializable along $\mathscr{X}_{0}$ if there exists, locally on $X$, a finite subset $A \subset \mathbb{C}$ and for any local section $m$
of $\mathscr{M}$, there exists a polynomial $b_{m}(s)=\prod_{\alpha \in A} \prod_{\ell \in \mathbb{Z}}(s-(\alpha+\ell) \star z)^{\nu_{\alpha, \ell}}$ satisfying

$$
\begin{aligned}
b_{m}\left(-\check{\partial}_{t} t\right) \cdot m & \in V_{-1} \mathscr{R}_{\mathscr{X}} \cdot m \text { (for left modules), } \\
m \cdot b_{m}\left(t \check{\partial}_{t}\right) & \in m \cdot V_{-1} \mathscr{R}_{\mathscr{X}} \text { (for right modules). }
\end{aligned}
$$

An equivalent definition is that there exists, locally on $\mathscr{X}$, a good $V$-filtration $U \cdot \mathscr{M}$ and a polynomial $b_{U}(s)$ of the same kind, such that, for any $k \in \mathbb{Z}$, we have

$$
\begin{equation*}
b_{U}\left(-\left(\partial_{t} t+k z\right)\right) \cdot \operatorname{gr}_{k}^{U} \cdot \mathscr{M}=0, \quad \text { resp. } \quad \operatorname{gr}_{k}^{U} \cdot \mathscr{M} \cdot b_{U}\left(t \partial_{t}-k z\right)=0 \tag{*}
\end{equation*}
$$

Indeed, in one direction, take the $V$-filtration generated by a finite number of local generators of $\mathscr{M}$; in the other direction, use that two good filtrations are locally comparable.

Remark that any coherent $\mathscr{R}_{\mathscr{X}}$-submodule or quotient of $\mathscr{M}$ is specializable if $\mathscr{M}$ is so (take the induced filtration, which is good, by Proposition 3.1.5). In particular, the category of specializable $\mathscr{R}_{\mathscr{X}}$-modules is abelian.

If we decompose $b_{U}(s)$ as a product $b_{1}(s) b_{2}(s)$ then, putting

$$
\begin{equation*}
U_{k}^{\prime}=U_{k-1}+b_{1}\left(-\left(\partial_{t} t+k z\right)\right) U_{k}, \tag{**}
\end{equation*}
$$

we get a new good $V$-filtration $U$. with polynomial $b_{U^{\prime}}=b_{1}(s-1) b_{2}(s)$. Therefore, an equivalent definition of specializability is that there exists locally a good $V$-filtration $U$ with polynomial $b_{U}(s)=\prod_{\alpha \in A}(s-\alpha \star z)^{\nu_{\alpha}}$ for some integers $\nu_{\alpha}$ and $A$ is contained in the image of a section $\sigma$ of the projection $\mathbb{C} \rightarrow \mathbb{C} / \mathbb{Z}$. In other words, $(\mathscr{M}, U \cdot \mathscr{M})$ is monodromic ( $c f$. Definition 3.1.7) with a particular form for $b$.

The constructions made in $\S 3.2$ can be applied word for word here, provided that we avoid singular points with respect to $\Lambda \stackrel{\text { def }}{=} A+\mathbb{Z}(c f . \S 0.9)$. Indeed, we need such a nonsingularity assumption to get that $\operatorname{gcd}\left(b_{1}, b_{2}\right)$ is invertible when $b_{1}=0$ and $b_{2}=0$ do not have common components. In the neighbourhood of such singular points (in particular in the neighbourhood of 0 ), we will need the constructions of the next subsections.

The choice of the generating set $A$ can be changed. Put $\Lambda=A+\mathbb{Z}$ and, for any $z_{0} \in \Omega_{0}$ and $\alpha \in \Lambda$, set $\ell_{z_{o}}(\alpha)=\alpha^{\prime}-\zeta_{o} \alpha^{\prime \prime}$ (recall that $\zeta_{o} \stackrel{\text { def }}{=} \operatorname{Im} z_{o}$, so that $\ell_{z_{o}}(\alpha)=\operatorname{Re}\left(\alpha^{\prime}+i z_{o} \alpha^{\prime \prime}\right)$; remark also that $\left.\ell_{z_{o}}(\alpha+1)=\ell_{z_{o}}(\alpha)+1, c f . \S 0.9\right)$; set also $\Lambda\left(z_{o}\right)=\left\{\alpha \in \Lambda \mid \ell_{z_{o}}(\alpha) \in[0,1[ \}\right.$. Then, the specializability of $\mathscr{M}$ is equivalent to the local existence of a good $V$-filtration $U_{\bullet}^{\left(z_{,}\right)} \mathscr{M}$ with polynomial $b_{U^{\left(z_{0}\right)}}(s)$ having roots in $\Lambda\left(z_{o}\right)$.
3.3.b. It will be convenient to work with filtrations indexed by $I_{\mathbb{R}}+\mathbb{Z}$ for some finite set $I_{\mathbb{R}} \subset \mathbb{R}$, that we now define. Let $\mathscr{M}$ be a coherent $\mathscr{R}_{\mathscr{X}}$-module and $I_{\mathbb{R}} \subset \mathbb{R}$ be a finite set contained in the image of a section of $\mathbb{R} \rightarrow \mathbb{R} / \mathbb{Z}$. A good filtration of $\mathscr{M}$ indexed by $I_{\mathbb{R}}+\mathbb{Z}$ consists of a family ( $a \in I_{\mathbb{R}}$ ) of filtrations ${ }^{(a)} U . \mathscr{M}$ indexed by $\mathbb{Z}$, which are good with respect to $V_{0} \mathscr{R} \mathscr{P}_{\mathscr{X}}$ and such that one has

$$
\begin{equation*}
a+k \leqslant b+\ell \Longrightarrow{ }^{(a)} U_{k} \cdot \mathscr{M} \subset{ }^{(b)} U_{\ell} \mathscr{M} . \tag{3.3.2}
\end{equation*}
$$

We denote $U_{a+k} \cdot \mathscr{M}={ }^{(a)} U_{k} \cdot \mathscr{M}$ and gr ${ }_{a}{ }^{U} \cdot \mathscr{M}=U_{a} \cdot \mathscr{M} / U_{<a} \cdot \mathscr{M}$. We can also regard $U \cdot \mathscr{M}$ as a filtration indexed by $\mathbb{R}$ with jumps at $I_{\mathrm{E}}+\mathbb{Z}$ at most.

Saying that $\mathscr{M}$ is specializable is then equivalent to saying that, near any $\left(x_{o}, z_{o}\right) \in$ $\mathscr{X}$, it has a good filtration indexed by $\ell_{z_{0}}(\Lambda)=\ell_{z_{1}}\left(\Lambda\left(z_{0}\right)\right)+\mathbb{Z}$ such that, for any $a \in \mathbb{R}$,

$$
\begin{equation*}
\prod_{\substack{\alpha \in \Lambda \\ \ell_{z, n}(\alpha)=a}}\left(-\coprod_{t} t-\alpha \star z\right)^{\nu_{n}} \cdot \operatorname{gr}_{a}^{U^{\left(z_{o}\right)}} \cdot \mathscr{M}=0 \tag{3.3.3}
\end{equation*}
$$

where the integers $\nu_{\alpha}$ only depend on $\alpha \bmod \mathbb{Z}$. Remark that the set of indices (hence the order of the filtration) depends on the point $z_{0}$. This is suggested by Corollary 5.3.1 below.

Lemma 3.3.4. We assume that . II has, in the neighbourhood of any point $\left(x_{o}, z_{o}\right) \in$ $\mathscr{X}_{0}$, a good filtration $U_{0}^{\left(z_{0}\right)}$. 1 indexed by $\ell_{z_{0}}(\Lambda)$. satisfying (3.3.3) and such that $\operatorname{gr}_{a}^{U^{(=0)}} \cdot \mathscr{M}$ is a strict $\mathscr{R}_{\boldsymbol{M}_{i}}$-module for any $a \in \mathbb{R}$. Then.
(1) for any coherent submodule $\cdot \mathcal{N} \subset \mathscr{M}$. the filtrution $U_{\bullet}^{\left(z_{o}\right)}, \mathcal{N} \stackrel{\text { dof }}{=} U^{\left(z_{0}\right)}, \mathscr{U} \cap \cdot \mathcal{N}$ is a good filtration satisfying the same properties:
(2) such a filtration is unique: it is therefore globally defined on some neighbourhood of $X \times\left(\mathbb{R}+i \zeta_{0}\right)$; it will be denoted by $V_{\bullet}^{\left(z_{0}\right)} \cdot \mathbb{I I}$ and be called the Malgrange-Kashiwara filtration of $\mathscr{U}$ along $X \times\left(\mathbb{R}+i \zeta_{0}\right)$;
(3) this filtration is equal to the filtration by the $\ell_{z_{0}}$-order along $\mathscr{Y}_{0}$;
(4) any morphism $\varphi: \mathscr{U} \rightarrow \mathscr{N}$ between such $\boldsymbol{H}$,-modules is compatible with the $V^{\left(z_{0}\right)}$-filtration:
(5) the construction of the $V^{(z)}$-filtration is locally constant with respect to $z$;
(6) near any $z_{0} \in \Omega_{0}$ one has. for any $a \in \ell_{z_{0},}(\Lambda)$.

$$
\operatorname{gr}_{a}^{V^{\left(z_{0}\right)}} \cdot \mathscr{U}={\underset{f=0}{ }(\alpha)=a}^{\psi_{t, n}^{\left(z_{0}\right)} \cdot \mathbb{M} .}
$$

with

$$
\psi_{t, \alpha}^{\left(z_{0}\right)} \mathscr{M} \stackrel{\text { def }}{=} \bigcup_{n} \operatorname{Ker}\left[\left(\partial_{t} t+\alpha \star z\right)^{n}: \operatorname{gr}_{\ell_{z_{0}}(\alpha)}^{V^{\left(z_{0}\right)}} \mathscr{M} \rightarrow \operatorname{gr}_{\ell_{z_{0}}(\alpha)}^{V^{\left(z_{0}\right)}} \mathscr{M}\right]:
$$

(7) for any $\alpha \in \Lambda$, there exists a strict coherent $x_{x_{i}}$-module $\psi_{\text {t. } \alpha}$. 1 equipped with a nilpotent endomorphism N such that. near any $z_{0} \in \Omega_{0}$,

$$
\left(\psi_{t, \alpha \cdot} \mathscr{M} \cdot \mathrm{~N}\right) \simeq\left(\psi_{t, \alpha}^{\left(z_{n}\right)} \cdot \mathscr{M} \cdot-\left(\partial_{t} t+\alpha \star z\right)\right)
$$

Proof
(1) The filtration $U_{\bullet}^{\left(z_{0}\right)}, \mathcal{N} \stackrel{\text { def }}{=} U_{\bullet}^{\left(z_{0}\right)}, \mathscr{U} \cap, \mathcal{N}$ is good (by Proposition 3.1.5) and clearly satisfies (3.3.3). For cach $a \in \ell_{z_{0},}(\Lambda), \operatorname{gr}_{a}^{U^{\left(\theta_{0}\right)}} \cdot \mathcal{N}$ is a submodule of $\operatorname{gr}_{a}^{U^{\left(z_{0}\right)}} \cdot \mathscr{M}$, hence is also strict.
(2) Let $U^{\left(z_{o}\right)}$ and $U^{\prime\left(z_{o}\right)}$ be two such filtrations on $\mathscr{M}$, that we can assume to be indexed by the same set $\ell_{z_{0}}(\Lambda)$. Locally. there exists $\ell \in \mathbb{N}$ such that, for all
$a \in \ell_{z_{o}}(\Lambda)$, one has

$$
U_{a-\ell}^{\prime\left(z_{0}\right)} \subset U_{a}^{\left(z_{0}\right)} \subset U_{a+\ell}^{\prime\left(z_{0}\right)} \subset U_{a+2 \ell}^{\left(z_{0}\right)}
$$

Let $m$ be a local section of $U_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}$ and assume that there exists $\left.\left.b \in\right] a, a+\ell\right]$ such that $m \in U_{b}^{\prime\left(z_{o}\right)} \backslash U_{<b}^{\prime\left(z_{o}\right)}$. Then, there exist polynomials $B_{U}(s)$ and $B_{U^{\prime}}(s)$, where $B_{U}$ has roots $\alpha \star z$ with $\ell_{z_{o}}(\alpha) \leqslant a$ and $B_{U^{\prime}}$ has roots $\alpha \star z$ with $\ell_{z_{o}}(\alpha)=b$, such that $B_{U}\left(-\check{\partial}_{t} t\right) \cdot m \in U_{<b-\ell}^{\left(z_{o}\right)} \subset U_{<b}^{\prime\left(z_{o}\right)} \cdot \mathscr{M}$ and $B_{U^{\prime}}\left(-\partial_{t} t\right) \cdot m \in U_{<b}^{\prime\left(z_{o}\right)} \mathscr{M}$. Hence, there exists $p(z) \in \mathbb{C}[z] \backslash\{0\}$ such that $p(z) m \in U_{<b}^{\prime\left(z_{0}\right)}$. As $\operatorname{gr}_{b}^{U^{\prime(z o)}} \mathscr{M}$ is strict, this implies that $m \in U_{<b}^{\prime\left(z_{o}\right)}$, a contradiction. This shows that $m \in U_{a}^{\prime\left(z_{o}\right)}$. Exchanging the roles of $U$ and $U^{\prime}$ gives the uniqueness.
(3) Let us first define the filtration by the $\ell_{z_{o}}$-order for a filtered module satisfying (3.3.3). Let $\left(x_{o}, z_{o}\right) \in \mathscr{X}_{0}$ and $m \in \mathscr{M}_{\left(x_{o}, z_{o}\right)}$. According to the proof of (1), we will assume that, locally at $\left(x_{o}, z_{o}\right)$, the section $m$ generates $\mathscr{M}$.

There exists a minimal polynomial $b_{m}(s)$ as in Definition 3.3.1 such that a relation $b_{m}\left(-\check{\partial}_{t} t\right) \cdot m \in V_{-1} \mathscr{R}_{\mathscr{F}} \cdot m$ is satisfied. The $\ell_{z_{o}}$-order of $m$ along $\mathscr{X}_{0}$ is the largest $a \in \mathbb{R}$ for which there exists $\alpha$ with $\ell_{z_{0}}(\alpha)=a$, such that $\alpha \star z$ is a root of $b_{m}$. This defines an increasing filtration of $\mathscr{M}$, called the filtration by the order. It is not necessarily good a priori. Denote it by $V_{\bullet}^{\prime\left(z_{o}\right)} \mathscr{M}$ and denote by $V_{\bullet}^{\left(z_{o}\right)} \mathscr{M}$ the filtration obtained in (2).

We clearly have $V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M} \subset V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}$ for each $a \in \mathbb{R}$. Let us prove the reverse inclusion. We assume that $m$ has $\ell_{z_{o}}$-order $a$. If $m \in V_{b}^{\left(z_{o}\right)} \cdot \mathscr{M}-V_{<b}^{\left(z_{o}\right)} \cdot \mathscr{M}$ with $b \geqslant a$, there exists some integer $\ell \geqslant 0$ such that

$$
b_{m}\left(-\dddot{\partial}_{t} t\right) \cdots b_{m}\left(-\partial_{t} t+\ell z\right) \cdot m \in V_{<b}^{\left(z_{n}\right)} \cdot \mathscr{M}
$$

We also have

$$
\prod_{\ell_{z_{0}}(\alpha)=b}\left(-\coprod_{t} t-\alpha \star z\right)^{\nu_{o}} \cdot m \in V_{<b}^{\left(z_{0}\right)} \cdot \mathscr{M}
$$

for some $\nu_{\alpha} \geqslant 1$. If $b>a$, we deduce from both relations that there exists $p(z) \in$ $\mathbb{C}[z] \backslash\{0\}$ such that $p(z) \cdot m \in V_{<b}^{\left(z_{0}\right)} \cdot \mathscr{M}$ and, by strictness of $\operatorname{gr}_{b}^{V^{\left(z_{0}\right)}} \cdot \mathscr{M}$, we have $m \in V_{<b}^{\left(z_{0}\right)} \cdot \mathscr{M}$, a contradiction.
(4) It is clear that any morphism between two $\mathscr{R}_{\mathscr{X}}$-modules satisfying (3.3.3) is compatible with the filtration by the $\ell_{z_{0}}$-order. The assertion follows then from (3).
(5) We fix a compact set in $X$. The constants $\varepsilon, \eta$ below will be relative to this compact set. We say that the filtration $V_{\bullet}^{(z)}, \mathscr{M}$ is locally constant at $z_{o}$ with respect to $z$ if, for any $a \in \mathbb{R}$ and any $\varepsilon>0$ sufficiently small, there exists $\eta=\eta\left(z_{o}, a, \varepsilon\right)$ such that, for any $z \in \Delta_{z_{0}}(\eta)$ (disc of radius $\eta$ centered at $z_{0}$ ), we have

$$
\begin{equation*}
V_{a-\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right)=V_{a-\varepsilon}^{\left(z_{0}\right)}(\mathscr{M})_{z}, \quad V_{a+\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right)=V_{a+\varepsilon}^{\left(z_{0}\right)}(\cdot \mathscr{M})_{z} . \tag{3.3.5}
\end{equation*}
$$

By considering Fig.3.a, one shows that this property is true for the filtration by the $\ell_{z}$-order, hence the result by (3).


Figure 3.A. The set $\left\{\alpha \in \Lambda \mid \ell_{z_{o}}(\alpha)=a\right\}$ is equal to $\left\{\alpha_{1}, \alpha_{2}\right\}$.
(6) Locally on $\mathscr{X}$, there exists $\nu_{\alpha}$ such that $\psi_{t, \alpha}^{\left(z_{o}\right)} \mathscr{M}=\operatorname{Ker}\left(\mathscr{\partial}_{t} t+\alpha \star z\right)^{\nu_{\alpha}}$. The roots of the minimal polynomial of $-\partial_{t} t$ on $\operatorname{gr}_{a}^{V^{\left(z_{0}\right)}} \mathscr{\mathscr { U }}$ are the $\alpha \star z$ for $\alpha$ such that $\ell_{z_{o}}(\alpha)=a$. By Lemma 0.9.2, the various $\alpha \star z_{o}$ corresponding to distinct $\alpha$ are distinct, hence, if $z$ is sufficiently close to $z_{o}$, the roots $\alpha \star z$ remain distinct. Therefore one has a Bézout relation between the polynomials ( $\left.\partial_{t} t+\alpha \star z\right)^{\nu_{o}}$ for $\alpha \in \ell_{z_{o}}^{-1}(a)$, and the decomposition follows.
(7) Fix $z_{o} \in \Omega_{0}$, set $a=\ell_{z_{o}}(\alpha)$ and fix $\varepsilon, \eta>0$ as in (5) so that, moreover, for any $z \in \Delta_{z_{o}}(\eta)$, we have $\left.\left.\ell_{z}(\alpha) \in\right] a-\varepsilon, a+\varepsilon\right]$. If $\varepsilon$ is small enough, we have $\operatorname{gr}_{a}^{V^{\left(z_{o}\right)}} \mathscr{M}_{z}=$ $V_{a+\varepsilon}^{\left(z_{o}\right)} \mathscr{M}_{z} / V_{a-\varepsilon}^{\left(z_{0}\right)} \mathscr{M}_{z}$ for any $z \in \Delta_{z_{o}}(\eta)$. By (5), we can compute $\psi_{t, \alpha}^{\left(z_{o}\right)}\left(\mathscr{M}_{z}\right.$ using the filtration $V_{\bullet}^{(z)} \cdot \mathscr{M}_{z}$ :

$$
\begin{aligned}
\psi_{t, \alpha}^{\left(z_{o}\right)}(\mathscr{M})_{z}=\operatorname{Ker}\left[-\left(\partial_{t} t+\alpha \star z\right)^{\nu_{o}}: V_{a+\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right) / V_{a-\varepsilon}^{(z)}\right. & \left(\mathscr{M}_{z}\right) \\
& \left.\longrightarrow V_{a+\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right) / V_{a-\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right)\right] .
\end{aligned}
$$

Fix $z \in \Delta_{z_{o}}(\eta)$. By construction, if $\beta \in \Lambda$ is such that $\left.\left.\ell_{z}(\beta) \in\right] a-\varepsilon, a+\varepsilon\right]$, then $\ell_{z_{0},}(\beta)=\ell_{z_{0}}(\alpha)$ (on Fig. 3.a, each such $\beta$ corresponds to a line cutting the intersection of the horizontal strip of width $2 \varepsilon$ and the vertical strip of width $\eta$ ). By Lemma 0.9.2, if $\beta \neq \alpha$, we then have $\beta \star z_{0} \neq \alpha \star z_{0}$ and this remains true for any $z$ near $z_{0}$, so that $z \mapsto(\beta-\alpha) \star z$ is locally invertible. For $b \in] a-\varepsilon, a+\varepsilon]$ and $b \neq \ell_{z}(\alpha)$, the operator $-\left(\mathcal{\partial}_{t} t+\alpha \star z\right)$ acting on $\operatorname{gr}_{b}^{V^{(z)}} \cdot \mathscr{M}_{z}=\mathscr{F}_{\beta \mid \ell_{z}(\beta)=b} \psi_{t, \beta}^{(z)} \cdot \mathscr{M}_{z}$ (see (6) above for the decomposition) can be written, on each summand, as the sum of the nilpotent operator $-\left(\partial_{t} t+\beta \star z\right)$ and of the invertible operator $[(\beta-\alpha) \star z] \mathrm{Id}$. It is therefore
invertible. This implies that

$$
\psi_{t, \alpha}^{\left(z_{o}\right)}\left(\mathscr{M}_{z} \subset V_{\ell_{z}(\alpha)}^{(z)}\left(\mathscr{M}_{z}\right) / V_{a-\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right) \subset V_{a+\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right) / V_{a-\varepsilon}^{(z)}\left(\mathscr{M}_{z}\right),\right.
$$

and that the natural projection (which is now defined) from $\psi_{t, \alpha}^{\left(z_{o}\right)}(\mathscr{M})_{z} \operatorname{to~} \operatorname{gr}_{\ell_{z}(\alpha)}^{V^{(z)}} \mathscr{M}_{z}$ is an isomorphism $\lambda_{z, z_{o}}$ onto $\psi_{t, \alpha}^{(z)}\left(\mathscr{M}_{z}\right)$.

In order to show that the various $\psi_{t, \alpha}^{(z)}(\mathscr{M})$ glue as a sheaf $\psi_{t, \alpha}(\mathscr{M})$ on $\mathscr{X}_{0}$, it is enough to show that the family of isomorphisms $\lambda_{z^{\prime}, z}$ is transitive, i.e., $\lambda_{z^{\prime \prime}, z}=$ $\lambda_{z^{\prime \prime}, z^{\prime}} \circ \lambda_{z^{\prime}, z}$ whenever $z^{\prime} \in \Delta_{z}$ and $z^{\prime \prime} \in \Delta_{z^{\prime}} \cap \Delta_{z}$. This follows from (3.3.5) which holds for $z, z^{\prime}, z^{\prime \prime}$.

Remarks 3.3.6. - The strictness assumption in Lemma 3.3.4 is used only near the points of $\operatorname{Sing} \Lambda(\mathscr{M})$. More precisely, the lemma holds without any strictness assumption if we extend the coefficients by tensoring over $\mathscr{O}_{\Omega_{0}}$ by the ring $\mathscr{O}_{\Omega_{0}}(* \operatorname{Sing} \Lambda(\mathscr{M}))$ obtained by inverting polynomials vanishing on $\operatorname{Sing} \Lambda$. If we allow to divide by such polynomials, the proof gives the uniqueness of the Malgrange-Kashiwara filtration, as well as its coincidence with the filtration by the order.

Let $\mathscr{M}, \mathscr{N}$ be as in Lemma 3.3.4.
(1) If $\varphi: \mathscr{M} \rightarrow \mathscr{N}$ is any morphism, then $\operatorname{gr}_{\ell_{z_{o}}(\alpha)}^{V_{0}^{\left(z_{o}\right)}} \varphi$ sends $\psi_{t, \alpha} \mathscr{M}_{z_{o}}$ in $\psi_{t, \alpha} \mathcal{N}_{z_{o}}$. It is globally defined. Let us denote by $\psi_{t, \alpha} \varphi: \psi_{t, \alpha} \mathscr{M} \rightarrow \psi_{t, \alpha} \mathscr{N}$ the morphism induced locally by $\operatorname{gr}_{\ell_{z_{0}}(\alpha)}^{V^{\left(z_{0}\right)}} \varphi$.
(2) What prevents the filtration $V_{\bullet}^{(z)}$ to be defined independently of $z$ is that $V_{a}^{(z)}\left(\mathscr{M}_{z}\right)$ jumps for values of $a$ depending on $\zeta$, more precisely for $a=\alpha^{\prime}-\zeta \alpha^{\prime \prime}$, $\alpha \in \Lambda$. If $\Lambda \subset \mathbb{R}$ (e.g., if the local monodromy of the perverse sheaf corresponding to $\Xi_{\mathrm{DR}}(\mathscr{M})$ around 0 is quasi-unipotent or unitary), then the $V$-filtration is globally defined on $\mathscr{M}$. Otherwise, the natural order on the set $\ell_{z}(\Lambda)$ may depend on $z$, as shown on Fig. 3.a. One can compare the various $V_{a}^{(z)}\left(\mathscr{M}_{z}\right)$ for $z$ in a neighbourhood of $z_{o}$ if no jump occurs at $a$ for these germs. This explains that, given any $a$, we compare the various $V_{a \pm \varepsilon}^{(z)}\left(\mathscr{M}_{z}\right)$ (see Fig.3.a).

If $\Lambda \subset \mathbb{R}$, then the previous lemma is simpler, as $\ell_{z_{o}}(\alpha)=\alpha$ for any $\alpha \in \Lambda$. The order does not depend on $z_{o}$ and the $V$-filtration is globally defined. Moreover, $\psi_{t, \alpha} \cdot \mathscr{M}=\operatorname{gr}_{\alpha}^{V} \cdot \mathscr{M}$ for any $\alpha \in \Lambda$.

In Corollary 5.3.1, we will regard $\ell_{z}(\alpha)$ as a growth order indexing a parabolic filtration. This growth order depends on $\zeta$. A similar problem occurs when defining the Stokes structure of a meromorphic connection of one variable, as for instance in [43, p. 56].
(3) The nilpotent endomorphism

$$
-\left(\partial_{t} t+\alpha \star z\right): \psi_{t, \alpha} \mathscr{M} \longrightarrow \psi_{t, \alpha} \mathscr{M}
$$

is denoted by N . There exists a unique increasing filtration $\mathrm{M}(\mathrm{N})$. of $\psi_{t, \alpha} \cdot \mathscr{M}$ by $\mathscr{R}_{\mathscr{X}_{0}-}{ }^{-}$ submodules, indexed by $\mathbb{Z}$, such that, for any $\ell \geqslant 0, \mathrm{~N}$ maps $\mathrm{M}_{k}$ into $\mathrm{M}_{k-2}$ for all $k$ and
$\mathrm{N}^{\ell}$ induces an isomorphism $\mathrm{gr}_{\ell}^{\mathrm{M}} \xrightarrow{\sim} \mathrm{gr}_{-\ell}^{\mathrm{M}}$ for any $\ell \geqslant 0$. It is called the monodromy filtration of $\mathrm{N}(c f .[\mathbf{2 0}, \S 1.6])$. Each $\mathrm{gr}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M}$ has a Lefschetz decomposition, with basic pieces the primitive parts $(\ell \geqslant 0)$

$$
\operatorname{Pgr}_{\ell}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M} \stackrel{\text { def }}{=} \operatorname{Ker}\left[\mathrm{N}^{\ell+1}: \operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M} \longrightarrow \operatorname{gr}_{-\ell-2}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M}\right] .
$$

We note however that $\operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M}$ need not be strict, even if $\psi_{t, \alpha} \mathscr{M}$ is so.
(4) By an argument similar to that of the lemma, one shows that $t: \psi_{t, \alpha} \rightarrow$ $\psi_{t, \alpha-1} \mathscr{M}$ is injective for $\alpha \neq 0$ and $\partial_{t}: \psi_{t, \alpha \cdot} \mathscr{M} \rightarrow \psi_{t, \alpha+1} \mathscr{M}$ is so for $\alpha \neq-1$. We note that, by Lemma 3.1.3, we also get that $t: V_{a}^{\left(z_{o}\right)} \mathscr{M} \rightarrow V_{a-1}^{\left(z_{o}\right)} \mathscr{M}$ is injective for $a<0$, because $V_{\bullet}^{\left(z_{o}\right)}, \mathscr{M}$ is good.

We note also that, for any $\alpha$ with $\operatorname{Re} \alpha \neq 0$, the morphism $t: \psi_{t . \alpha} \mathscr{M}_{\mid \mathbf{S}} \rightarrow \psi_{t, \alpha-1} \mathscr{M}_{\mathbf{S}}$ is an isomorphism. Indeed, we already know that $t$ is injective. Moreover, as $\operatorname{Re} \alpha \neq 0$, we have $\alpha \star z / z \neq 0$ for any $z \in \mathbf{S}$, and therefore $t_{\partial_{t}}$ is invertible on $\psi_{t, \alpha-1} \cdot \mathscr{M}_{\mid \mathbf{S}}$, hence the surjectivity of $t$.
(5) Recall that if $z_{o} \notin i \mathbb{R}$, then $\alpha \star z_{o}=0 \Rightarrow \alpha=0$. For such a $z_{o}$ and for $\alpha \neq 0$, $\partial_{t} t$ is therefore invertible on $\psi_{t, \alpha} \cdot \mathscr{U}$ in a neighbourhood of $z_{o}$. This implies that, in a neighbourhood of such a $z_{0}$, we can replace "injective" with "isomorphism" in (4) above.
(6) There is a diagram of morphisms

$$
\psi_{t,-1} \cdot \mathscr{M} \underset{\operatorname{var}=t}{\stackrel{\operatorname{can}=-\partial_{t}}{\rightleftarrows}} \psi_{t, 0} \cdot \mathscr{M}
$$

where var is induced by the action of $t$ and can by that of $\partial_{t}$.
(7) For right $\mathscr{R}_{\mathscr{X}} \mathscr{C}$-modules, N is defined as the endomorphism induced by the right action of $t \partial_{t}-\alpha \star z$, can by that of $\partial_{t}$ and var by that of $t$.

Corollary 3.3.7. - We assume that. $\mathscr{M}$ is as in Lemma 3.3.4 and let $z_{o} \in \Omega_{0}$. Let $K$ be a compact set of $X$ and let $\Omega$ be an open neighbourhood of $z_{o}$ such that $V_{\bullet}^{\left(z_{o}\right)} \mathscr{M}$ exists on $K \times \Omega$. Let $W \subset K$ be an open set. If $m \in \Gamma(W \times \Omega, \mathscr{M})$, there exists a finite set $A(m) \subset \mathbb{C}$ and $\nu: A(m) \rightarrow \mathbb{N}^{*}$ such that
(1) $\gamma \in A(m) \Rightarrow \psi_{t, \gamma} M_{\mid W_{0} \times \Omega} \neq 0$,
(2) $\nu(\gamma) \leqslant$ the order of nilpotency of N on $\psi_{t, \gamma} \mathscr{M}_{W_{1} \times \Omega,}$,
so that, putting $b_{m}(s)=\prod_{\gamma \in A(m)}(s-\gamma \star z)^{\nu(\gamma)}$, one has $b_{m}\left(-\partial_{t} t\right) \cdot m \in V_{-1} \mathscr{R}_{\mathscr{X}} \cdot m$.
In other words, a Bernstein polynomial exists in a more global setting than in Definition 3.3.1.

Proof. - One can assume that $\mathscr{K}=\mathscr{R}_{\mathscr{X}} \cdot m$, according to Lemma 3.3.4(1). Use then that the good filtration $V \cdot K_{X} \cdot m$ is comparable to the Malgrange-Kashiwara filtration $V_{\bullet}^{\left(z_{s}\right)}, \mathscr{M}$ on $K \times \Omega$.

## Definitions 3.3.8 (Strict specializability)

(1) A specializable $\mathscr{R}_{\boldsymbol{Y}}$-module is said to be strictly specializable along $\mathscr{X}_{0}$ if one can find, locally near any point $\left(x_{o}, z_{o}\right) \in \mathscr{X}_{0}$, a good filtration $V_{\bullet}^{\left(z_{0}\right)}$, $\neq$ satisfying (3.3.3) and such that morcover
(a) for every $a \in \mathbb{R}, \operatorname{gr}_{a}{ }^{\left(z_{0}\right)} \cdot \mathscr{M}$ is a strict $\mathscr{R}_{\mathscr{X}_{0}}$-module (hence $V_{\bullet}^{\left(z_{o}\right)} \cdot \mathscr{M}$ is the Malgrange-Kashiwara filtration of $\mathscr{M}$ near $z_{o}$ );
(b) $t: \psi_{t, \alpha} \mathscr{M} \rightarrow \psi_{t, \Omega-1} \mathscr{M}$ is onto for $\ell_{z_{0}}(\alpha)<0$;
(c) $\boldsymbol{\partial}_{t}: \psi_{t, \alpha} \mathscr{U} \rightarrow \psi_{t, \alpha+1} \cdot \mathscr{M}$ is onto for $\ell_{z_{o}}(\alpha) \geqslant-1$ but $\alpha \neq-1$.
(2) A morphism $\varphi: \mathscr{U} \rightarrow, \mathcal{N}$ between two strictly specializable $\mathscr{R} \mathscr{X}$-modules is strictly specializable if, for any $\alpha \in \Lambda$, the morphisms $\psi_{t, \alpha \varphi} \varphi$ are strict.
(3) The category $\mathscr{C}^{2}(X, t)$ has strictly specializable $\mathscr{R}_{\mathscr{X}}$-modules as objects and strictly specializable morphisms as morphisms.
(4) Let $f: X \rightarrow \mathbb{C}$ be an analytic function and let $\mathscr{I}$ be a $\mathscr{S}^{2}$-module. Let us denote by $i_{f}: X \hookrightarrow X \times \mathbb{C}$ the graph inclusion. We say that $\mathscr{M}$ is strictly specializable along $f=0$ if $i_{f,+} \mathscr{M}$ is strictly specializable along $X \times\{0\}$. We then set $\psi_{f, \alpha} \mathscr{M}=\psi_{t, \alpha}\left(i_{f,+}, \mathscr{M}\right)$. These are coherent $\mathscr{R} \mathscr{X}_{\boldsymbol{X}}$-modules. If $f=t$ is induced by a projection, we have. by an casy verification, $\psi_{t, \alpha}\left(i_{f,+, \mathscr{K}}\right)=i_{f,+}\left(\psi_{f, \ldots, \mathscr{M}}\right)$ for any $\alpha$.

## Remarks 3.3.9

(1) As we have seen in Lemma 3.3.4(6). Condition (1a) implies that. for every $a \in \mathbb{R}$, we have a local decomposition $\mathrm{gr}_{a}^{V^{(z a)}} \cdot \mathscr{U}=\oplus_{\alpha \in \Lambda} \cdot \ell_{z_{0}(\alpha)=a} \psi_{\psi^{\prime}, \alpha} \cdot \mathbb{K}$.
(2) We note that, according to 3.3.6(4), we can replace "onto" with "an isomorphism" in 3.3.8(1b) and (1c). Therefore, there is, for any $k \in \mathbb{Z}$ and near $z_{0}$, a preferred isomorphism $\psi_{t, \alpha} \cdot \mathscr{M} \xrightarrow{\sim} \psi_{t, \alpha+k} \cdot \mathbb{K}$, obtained by suitably composing 3.3.8(1b) and $3.3 .8(1 \mathrm{c})$; this isomorphism is not globally defined with respect to $z$, muless $\alpha$ is real.

Moreover, locally, $t: V_{a}^{\left(z_{n}\right)}, \mathscr{M} \rightarrow V_{a-1}^{\left(z_{0}\right)} \mathscr{M}$ is an isomorphism for $a<0$ : indeed, it is an isomorphism for $a \ll 0$, as the filtration is $V$-good; apply then 3.3.8(1b).
(3) Conditions $3.3 .8(1 \mathrm{~b}$ ) and (1c) are automatically satisfied if we restrict to $z \notin$ $\operatorname{Sing}(\Lambda)$. as we remarked in $3.3 .6(5)$. These are really conditions near the singular points with respect to $\Lambda$, as defined in $\S 0.9$.
(4) We assume that $\mathscr{K}$ and $\mathscr{N}$ are strictly specializable along $\mathscr{X}_{0}$. If $\varphi: \mathscr{M} \rightarrow, \mathcal{N}$ is any $\mathscr{R}_{\mathscr{X}}$-linear morphism, it induces a morphism $\psi_{t, \alpha} \varphi: \psi_{t, \alpha} \cdot \mathscr{M} \rightarrow \psi_{t, \alpha} \cdot \mathcal{N}$, by Remark 3.3.6(1). According to 3.3.8(1b) or 3.3.8(1c) (and to (2) above), in order to get the strict specializability of $\varphi$, it is enough to verify strictness of $\psi_{t, \alpha} \varphi$ for one representative $\alpha$ of each class in $\Lambda / \mathbb{Z}$, and for $\alpha=-1,0$. Assume now that $\varphi$ is strictly specializable. Then we have locally $\operatorname{gr}_{a}^{V^{\left(z_{0}\right)}} \varphi=\oplus_{\alpha \in \Lambda, \ell_{z_{0}}(\alpha)=a} \psi_{t, \alpha} \varphi$, which is therefore also strict.
(5) Let $U{ }_{\bullet}^{\left(z_{o}\right)}$. $\mathscr{M}$ be a good $V$-filtration indexed by $\ell_{z_{o}}(\Lambda)$ which satisfies (3.3.3), $3.3 .8(1 \mathrm{~b})$ and (1c), but satisfies 3.3.8(1a) for $a \leqslant 0$ only. Then one shows by induction
that $\varnothing_{t}: \operatorname{gr}_{a}^{U^{\left(z_{0}\right)}} \rightarrow \operatorname{gr}_{a+1}^{U^{\left(z_{0}\right)}} \mathscr{M}$ is an isomorphism if $a>-1$ and therefore 3.3.8(1a) is satisfied for any $a$.

Lemma 3.3.10. - Let $\varphi: \mathscr{M} \rightarrow \mathscr{N}$ be a strictly specializable morphism between strictly specializable modules. Then $\varphi$ is $V$-strict, $\operatorname{Ker} \varphi$ and $\operatorname{Coker} \varphi$ are strictly specializable and, for each $\alpha$, one has

$$
\psi_{t, \alpha} \operatorname{Ker} \varphi=\operatorname{Ker} \psi_{t, \alpha} \varphi \quad \text { and } \quad \psi_{t, \alpha} \operatorname{Coker} \varphi=\operatorname{Coker} \psi_{t, \alpha} \varphi .
$$

Proof. -. Fix $z_{o}$ and forget about the exponent $\left(z_{o}\right)$. As indicated in Remark 3.3.6, the result holds after inverting polynomials of the variable $z$ vanishing on $\operatorname{Sing} \Lambda(\mathscr{M}) \cup$ Sing $\Lambda(\mathscr{N})$. The assumption on $\varphi$ is made to control the behaviour near the singular set.

Let us prove the $V$-strictness of $\varphi$. We have to show that, for any $a \in \mathbb{R}$, we have $\left.\operatorname{Im} \varphi \cap V_{a} \mathscr{N}=\varphi\left(V_{a} \mathscr{M}\right)\right)$. As both filtrations $\operatorname{Im} \varphi \cap V \cdot \mathscr{N}$ and $\left.\varphi(V \cdot \mathscr{M})\right)$ of $\operatorname{Im} \varphi$ are good (Artin-Rees for the first one), there exists $k \in \mathbb{N}$ such that, for any $a \in \mathbb{R}$ we have $\left.\operatorname{Im} \varphi \cap V_{a-k}, \mathscr{N} \subset \varphi\left(V_{a}, \mathscr{M}\right)\right)$. Therefore, if, for any $a$, the morphism $V_{a} / V_{a-k}(\varphi)$ is strict for the induced $V$-filtrations on $V_{a} / V_{a-k}(\mathscr{M})$ and $V_{a} / V_{a-k}(\mathscr{N})$, then $\varphi$ is $V$-strict.

Let us now show, by induction on the length of the induced $V$-filtration, that, for any $a^{\prime}, a$ with $a^{\prime}<a$, the morphism $V_{a} / V_{a^{\prime}}(\varphi)$ is $V$-strict and that Coker $V_{a} / V_{a^{\prime}}(\varphi)$ is strict. This is by assumption if the length is one. Let $\left.a^{\prime \prime} \in\right] a^{\prime}, a[$ be a jumping index and let $n$ be a local section of $\varphi\left(V_{a} \cdot \mathscr{M}\right) \cap V_{a^{\prime \prime}} \cdot \mathscr{N}+V_{a^{\prime}} \cdot \mathscr{N}$. There exists a polynomial $p(z)$ such that $p(z) \cdot n$ is a local section of $\varphi\left(V_{a^{\prime \prime}} \cdot \mathscr{M}\right)+V_{a^{\prime}} \cdot \mathscr{N}$, as indicated above. Hence the class of $p(z) n$ in Coker $V_{a} / V_{a^{\prime \prime}}(\varphi)$ is zero. By induction, the previous module is strict, hence the class of $n$ itself vanishes, that is, $n \in \varphi\left(V_{a}^{\prime \prime} \cdot \mathscr{M}\right)+V_{a^{\prime}} \cdot \mathscr{N}$. In other words, $V_{a} / V_{a^{\prime}}(\varphi)$ is $V$-strict. As a consequence, we have $\operatorname{gr}_{a^{\prime \prime}}^{V}$ Coker $V_{a} / V_{a^{\prime}}(\varphi)=$ Coker $\operatorname{gr}_{a^{\prime \prime}}^{V} \varphi$ for any $\left.\left.a^{\prime \prime} \in\right] a^{\prime}, a\right]$, which is strict by assumption, hence, by Lemma 1.2.2(1), Coker $V_{a} / V_{a^{\prime}}(\varphi)$ is strict. This gives the $V$-strictness of $\varphi$.

Put on $\operatorname{Ker} \varphi$ and Coker $\varphi$ the filtration naturally induced by $V$. This is a good filtration satisfying (3.3.3). We know that it satisfies 3.3.8(1a) on $\operatorname{Ker} \varphi$ (Lemma 3.3.4(1)), so we call it $V \bullet \operatorname{Ker} \varphi$. By the $V$-strictness of $\varphi$ that we have just proved, we have an exact sequence

$$
0 \longrightarrow \operatorname{gr}_{a}^{V} \operatorname{Ker} \varphi \longrightarrow \operatorname{gr}_{a}^{V} \mathscr{M} \xrightarrow{\operatorname{gr}_{a}^{V} \varphi} \operatorname{gr}_{a}^{V} \cdot \mathscr{N} \longrightarrow \operatorname{gr}_{a}^{U} \operatorname{Coker} \varphi \longrightarrow 0
$$

By assumption and Remark 3.3.9(4), Coker $\operatorname{gr}_{a}^{V} \varphi$ is strict, so $U$. Coker $\varphi$ also satisfies 3.3.8(1a). By Lemma 3.3.4, it is equal to the $V$-filtration on Coker $\varphi$. Now, 3.3.8(1b) and (1c) are clear.
Proposition 3.3.11. Let. $\mathscr{U}$ be a strictly specializable $\mathscr{R}_{\mathscr{X}}$-module.
(a) If $\cdot \mathscr{U}=\cdot \mathscr{M}^{\prime} \oplus \cdot \mathscr{M}^{\prime \prime}$, then $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are strictly specializable.
(b) If $\mathscr{M}$ is supported on $\mathscr{X}_{0}$, then $V_{<0} \mathscr{M}=0$ and $\mathscr{M}=i_{+} V_{0} \mathscr{M}$.
(c) The following properties are equivalent:
(1) var : $\psi_{t, 0} \mathscr{M} \rightarrow \psi_{t,-1} \mathscr{M}$ is injective,
(2) $\mathscr{M}$ has no proper sub- $\mathscr{R}_{\mathfrak{X}}$-module supported on $\mathscr{X}_{0}$,
(3) $\mathscr{U}$ has no proper subobject in $\mathscr{S}^{2}(X, t)$ supported on $\mathscr{X}_{0}$.
(d) If can : $\psi_{t,-1} \mathscr{M} \rightarrow \psi_{t, 0} \mathscr{M}$ is onto, then $\mathscr{M}$ has no proper quotient satisfying 3.3.8(1a) and supported on $\mathscr{X}_{0}$.
(e) The following properties are equivalent:
(1') $\psi_{t, 0} \cdot \mathscr{M}=\operatorname{Im}$ can $\oplus$ Ker var,
$\left(2^{\prime}\right) \mathscr{M}=\mathscr{M}^{\prime} \oplus \cdot \mathscr{M}^{\prime \prime}$ with $\mathscr{M}^{\prime}$ satisfying (c) and (d) and $\mathscr{M}^{\prime \prime}$ supported on $\mathscr{X}_{0}$.

In (b), one should put an exponent $\left(z_{o}\right)$; however, as a consequence of the proof, the lattice $\Lambda$ is then contained in $\mathbb{Z}$, and therefore the various filtrations $V_{\bullet}^{(z)} \mathscr{M}$ glue as a global $V$-filtration, so that the statement is not ambiguous.

Proof. - We work locally near $z_{o}$ and forget the exponent $\left(z_{o}\right)$ in the notation. Because of Properties 3.3.8(1b) and (1c) and Remark 3.3.9(1), we can replace $\psi_{t, 0}$ with $\mathrm{gr}_{0}^{V}$ and $\psi_{t,-1}$ with $\mathrm{gr}_{-1}^{V}$ in 3.3.11(c), (d) and (e).
(a) For $\mathscr{N}=\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$, put $U_{a} \mathscr{N}=V_{a} \mathscr{M} \cap \mathscr{N}$. Then $U \cdot \mathscr{M} \stackrel{\text { dcf }}{=} U \cdot \mathscr{M}^{\prime} \oplus U \cdot \mathscr{K}^{\prime \prime}$ is a good filtration of $\mathscr{M}$ satisfying (3.3.3). As $\operatorname{gr}_{a}^{U} \mathscr{N}$ is a submodule of $\operatorname{gr}_{a}^{V} \mathscr{M}$, it is strict. From Lemma 3.3.4 one concludes that $U \cdot \mathscr{M}=V \cdot \mathscr{M}$ and it follows that $\mathscr{M}^{\prime}$ and $\mathscr{U}^{\prime \prime}$ are strictly specializable with $U \cdot \mathscr{U}^{\prime}=V_{\bullet} \cdot \mathscr{M}^{\prime}$ and $U \cdot \mathscr{U}^{\prime \prime}=V_{\bullet} \cdot \mathscr{M}^{\prime \prime}$.
(b) As $t$ is injective on $V_{<0} \mathscr{M}$, one has $V_{<0} \mathscr{M}=0$. Similarly, $\operatorname{gr}_{a}^{V} \mathscr{M}=0$ for $a \notin \mathbb{N}$. As $t$ is injective on $\operatorname{gr}_{k}^{V} \cdot \mathscr{M}$ for $k \geqslant 1$ (cf. Remark 3.3.6(4)), one has

$$
V_{0} \mathscr{M}=\operatorname{Ker}[t: \mathscr{M} \longrightarrow, \mathscr{M}] .
$$

As $\partial_{t}: \operatorname{gr}_{k}^{V}: \mathscr{M} \rightarrow \operatorname{gr}_{k+1}^{V} \cdot \mathscr{M}$ is an isomorphism for $k \geqslant 0$, one gets

$$
\mathscr{M}=\underset{k \geqslant 0}{\oplus} V_{0} \cdot \mathscr{M} \partial_{t}^{k}=i_{+} V_{0} \cdot \mathscr{M}
$$

(c) $(\mathrm{c} 1) \Leftrightarrow(\mathrm{c} 2)$ : It is enough to show that the mappings

are isomorphisms. It is clear for the right one, since $t: V_{<0} \mathscr{M} \rightarrow V_{<-1} \mathscr{M}$ is an isomorphism. For the left one this follows from the fact that $t$ is injective on $\mathrm{gr}_{a}^{V} \cdot \mathbb{M}$ for $a \neq 0$ according to Remark 3.3.6(4).
(c2) $\Leftrightarrow(\mathrm{c} 3)$ : let us verify $\Leftarrow$ (the other implication is clear). Let $\mathscr{T}$ denote the $t$-torsion submodule of $\mathscr{M}$ and $\mathscr{T}^{\prime}$ the submodule generated by

$$
\mathscr{T}_{0} \stackrel{\text { def }}{=} \operatorname{Ker}[t: \mathscr{M} \longrightarrow \mathscr{M}] .
$$

Assertion 1. - $\mathscr{T}^{\prime}$ is a subobject of $\mathscr{M}$ in $\mathscr{S}^{2}(X, t)$.

This assertion gives the implication $\Leftarrow$ because. by assumption, $\mathscr{T}^{\prime}=0$, hence $t: \mathscr{M} \rightarrow \mathscr{M}$ is injective, so $\mathscr{T}=0$.

Proof of the assertion. Let us show first that $\mathscr{T}^{\prime}$ is $\mathscr{R} \mathscr{\mathscr { D }}$-coherent. As we remarked above, we have $\mathscr{T}_{0}=\operatorname{Ker}\left[t: \operatorname{gr}_{0}^{V} \cdot \mathscr{M} \rightarrow \operatorname{gr}_{-1}^{V} \cdot \mathscr{M}\right]$. Now, $\mathscr{T}_{0}$ is the kernel of a linear morphism between $\mathscr{R}_{\mathscr{P}_{0}}$-coherent modules, hence is also $\mathscr{R}_{\mathscr{X}_{1}}$-coherent. It follows that $\mathscr{T}^{\prime}$ is $\mathscr{R}_{\mathscr{X}}$-coherent.

Let us now show that $\mathscr{T}^{\prime}$ is strictly specializable. We note that $\mathscr{T}_{0}$ is strict because it is equal to

$$
\operatorname{Ker}\left[t: \operatorname{gr}_{0}^{V} \cdot \mathscr{U} \longrightarrow \operatorname{gr}_{-1}^{V} \cdot \mathscr{M}\right]
$$

Let $U \cdot \mathscr{T}^{\prime}$ be the filtration induced by $V \cdot \mathscr{U}$ on $\mathscr{T}^{\prime}$. One shows as in (b) that $U_{<0} \cdot \mathscr{T}^{\prime}=0$ and $\operatorname{gr}_{a}^{U} \mathscr{T}^{\prime}=0$ for $a \notin \mathbb{N}$. Let us show by induction on $k$ that

$$
U_{k} \cdot \mathscr{T}^{\prime}=\mathscr{T}_{0}+\mathscr{\partial}_{t} \cdot \mathscr{T}_{0}+\cdots+\mathscr{O}_{t}^{k} \cdot \mathscr{T}_{0} .
$$

Let us denote by $U_{k}^{\prime} \cdot \mathscr{T}^{\prime}$ the right hand term. The inclusion $\supset$ is clear. Let $\left(x_{0}, z_{o}\right) \in$ $\mathscr{X}_{0}, m \in U_{k} \mathscr{T}_{\left(x_{o}, z_{o}\right)}^{\prime}$ and let $\ell \geqslant k$ such that $m \in U_{\ell}^{\prime} \cdot \mathscr{T}_{\left(x_{o}, z_{o}\right)}^{\prime}$. If $\ell>k$ one has $m \in \mathscr{T}_{\left(x_{0}, z_{0}\right)}^{\prime} \cap V_{\ell-1} \cdot \mathscr{M}_{\left(x_{0}, z_{0}\right)}$ hence $t^{\ell} m \in V_{-1} \cdot \mathbb{M}_{\left(x_{o}, z_{0}\right)} \cap \mathscr{T}_{\left(x_{o}, z_{o}\right)}^{\prime}=0$. Put

$$
m=m_{0}+\partial_{t} m_{1}+\cdots+\partial_{t}^{\prime} m_{t}
$$

with $t m_{j}=0(j=0, \ldots, \ell)$. One then has $t^{\ell} \partial_{t}^{\prime} m_{\ell}=0$ and, as

$$
t^{\ell} \partial_{t}^{\ell} m_{\ell}=\prod_{j=0}^{\ell}\left(\partial_{t} t-j z\right) \cdot m_{\ell}=(-1)^{\ell} \ell!z^{\ell} m_{\ell}
$$

and $\mathscr{T}_{0}$ is strict, one concludes that $m_{\ell}=0$. hence $m \in U_{\ell-1}^{\prime} \cdot \mathscr{T}_{\left(x_{0}, z_{0}\right)}^{\prime}$. This implies the other inclusion.

As $\operatorname{gr}_{a}^{U} \cdot \mathscr{T}^{\prime}$ is strict (because it is contained in $\mathrm{gr}_{a}^{V} \cdot \mathscr{M}$ ), one deduces from Remark 3.3.6(4) that $\partial_{t}: \operatorname{gr}_{k}^{U}, \mathscr{T}^{\prime} \rightarrow \operatorname{gr}_{k+1}^{U} \mathscr{T}^{\prime}$ is injective for $k \geqslant 0$. The previous computation shows that it is onto, hence. $\mathscr{T}^{\prime}$ is strictly specializable and $U \cdot \mathscr{T}^{\prime}$ is its MalgrangeKashiwara filtration.

It is now enough to prove that the injective morphism $\operatorname{gr}_{0}^{U} \cdot \mathscr{T}^{\prime} \rightarrow \operatorname{gr}_{0}^{V} \cdot \mathscr{M}$ is strict. But its cokernel is identified with the submodule $\operatorname{In}\left[t: \operatorname{gr}_{0}^{V} \cdot \mathscr{M} \rightarrow \operatorname{gr}_{-1}^{V} \cdot \mathscr{M}\right]$ of $\operatorname{gr}_{-1}^{V} \cdot \mathscr{M}$. which is strict.
(d) If can is onto, then $\mathscr{M}=\mathscr{R}_{\mathscr{X}} \cdot V_{<0} \mathscr{M}$. If $\mathscr{M}$ has a $t$-torsion quotient $\mathscr{T}$ satisfying $3.3 .8(1 \mathrm{a})$, then $V_{<0} \mathscr{T}=0$, so $V_{<0} \mathscr{M}$ is contained in Ker[. $\left.\mathscr{K} \rightarrow \mathscr{T}\right]$ and so is $\mathscr{R} \mathscr{X} \cdot V_{<0} \cdot \mathscr{M}=\mathscr{M}$, hence $\mathscr{T}=0$.
(e) $(\mathrm{e} 1) \Rightarrow(\mathrm{e} 2)$ : Put

$$
U_{0} \cdot \mathscr{U}^{\prime}=V_{<0} \mathscr{M}+\mathscr{\partial}_{t} V_{-1} \mathscr{M} \quad \text { and } \quad \mathscr{T}_{0}=\operatorname{Ker}[t: \mathscr{M} \longrightarrow \mathscr{M}] .
$$

The assumption $\left(1^{\prime}\right)$ is equivalent to $V_{0} \cdot \mathscr{M}=U_{0} \cdot \mathscr{U}^{\prime} \oplus \mathscr{T}_{0}$. Define

$$
U_{k} \cdot \mathscr{M}^{\prime}=V_{k} \mathscr{R}_{\mathscr{X}} \cdot U_{0} \cdot \mathscr{M}^{\prime} \quad \text { and } \quad U_{k} \cdot \mathscr{M}^{\prime \prime}=V_{k} \mathscr{R}_{\mathscr{X}} \cdot \mathscr{T}_{0}
$$

for $k \geqslant 0$. As $V_{k} \cdot \mathscr{M}=V_{k-1} \cdot \mathscr{M}+\partial_{t} V_{k-1} \mathscr{M}$ for $k \geqslant 1$, one has $V_{k} \mathscr{M}=U_{k} \mathscr{M}^{\prime}+U_{k} \mathscr{M}^{\prime \prime}$ for $k \geqslant 0$. Let us show by induction on $k \geqslant 0$ that this sum is direct. Fix $k \geqslant 1$ and let $m \in U_{k} \cdot \mathscr{M}^{\prime} \cap U_{k} \cdot \mathscr{M}^{\prime \prime}$. Write

$$
m=m_{k-1}^{\prime}+\partial_{t} n_{k-1}^{\prime}=m_{k-1}^{\prime \prime}+\partial_{t} n_{k-1}^{\prime \prime}
$$

with $m_{k-1}^{\prime}, n_{k-1}^{\prime} \in U_{k-1} \cdot \mathscr{M}^{\prime}$ and $m_{k-1}^{\prime \prime}, n_{k-1}^{\prime \prime} \in U_{k-1} \mathscr{M}^{\prime \prime}$. One has $\partial_{t}\left[n_{k-1}^{\prime}\right]=$ $\partial_{t}\left[n_{k-1}^{\prime \prime}\right]$ in $V_{k} \cdot \mathscr{M} / V_{k-1} \cdot \mathscr{M}$, hence, as

$$
\partial_{t}: V_{k-1} \mathscr{M} / V_{k-2} \cdot \mathscr{M} \longrightarrow V_{k} \cdot \mathscr{M} / V_{k-1} \mathscr{M}
$$

is bijective for $k \geqslant 1$, one gets $\left[n_{k-1}^{\prime}\right]=\left[n_{k-1}^{\prime \prime}\right]$ in $V_{k-1} \mathscr{M} / V_{k-2} \mathscr{M}$ and by induction one deduces that both terms are zero. One concludes that $m \in U_{k-1} \cdot \mathscr{M}^{\prime} \cap U_{k-1} \mathscr{M}^{\prime \prime}=0$ by induction.

This implies that $\mathscr{U}=\mathscr{M}^{\prime} \oplus \cdot \mathscr{U}^{\prime \prime}$ with $\mathscr{M}^{\prime} \stackrel{\text { def }}{=} \cup_{k} U_{k} \cdot \mathscr{M}^{\prime}$ and $\cdot \mathscr{M}^{\prime \prime}$ defined similarly. It follows from (a) that both $\mathscr{U}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are strictly specializable and the filtrations $U$. above are their Malgrange-Kashiwara filtrations. In particular $\mathscr{M}^{\prime}$ satisfies (c) and (d).
$(\mathrm{e} 2) \Rightarrow(\mathrm{c} 1):$ One has $V_{<0} \cdot \mathscr{U}^{\prime \prime}=0$. Let us show that $\operatorname{Im}$ can $=\operatorname{gr}_{0}^{V} \cdot \mathscr{U}^{\prime}$ and Ker var $=\operatorname{gr}_{0}^{V} \cdot \mathscr{M}^{\prime \prime}$. The inclusions Im can $\subset \operatorname{gr}_{0}^{V} \cdot \mathscr{M}^{\prime}$ and Ker var $\supset \operatorname{gr}_{0}^{V} \mathscr{M}^{\prime \prime}$ are clear. Moreover $\operatorname{gr}_{0}^{V} \cdot \mathscr{U}^{\prime} \cap$ Ker var $=0$ as $\mathscr{M}^{\prime}$ satisfies (c). Last, can : $\operatorname{gr}_{-1}^{V} \cdot \mathscr{M}^{\prime} \rightarrow \operatorname{gr}_{0}^{V} \cdot \mathscr{M}^{\prime}$ is onto, as . $\mathscr{M}^{\prime}$ satisfies (d). Hence $\operatorname{gr}_{0}^{V} \mathscr{M}=\operatorname{Im} \operatorname{can} \oplus \operatorname{Ker}$ var.

Corollary 3.3.12 (Kashiwara's equivalence). .- The functor $i_{+}$induces an equivalence between the category of coherent strict $\mathscr{R}_{\mathscr{X}_{0}}$-modules (and strict morphisms) and the full subcategory $\mathscr{S}_{\mathscr{X}_{0}}^{2}(X, t)$ of $\mathscr{S}^{2}(X, t)$ consisting of objects supported on $\mathscr{X}_{0}$. An inverse functor is $\psi_{t .0}$.

Proof. - It follows from Proposition 3.3.11(b).
Proposition 3.3.13 (Strict specializability along $\left\{t^{r}=0\right\}$ ). - We assume that . $\mathscr{M}$ is strictly specializable along $\{t=0\}$. Put $f=t^{r}$ for $r \geqslant 2$. Then $\mathscr{M}$ is strictly specializable along $\{f=0\}$ and, if we denote by $i:\{t=0\} \hookrightarrow X$ the closed inclusion, we have $\left(\psi_{f, \alpha} \cdot \mathscr{M}, \mathrm{~N}\right)=\left(i_{+} \psi_{t, r \alpha} \cdot \mathscr{M}, \mathrm{~N} / r\right)$ for any $\alpha$ and an isomorphism

Proof. -- We fix $z_{o}$ and we forget about the exponent $\left(z_{o}\right)$, when working in a neighbourhood of $z_{o}$. We can write $i_{f,+} \mathscr{M}=\oplus_{k \in \mathbb{N}} \mathscr{M} \otimes \partial_{u}^{k} \delta$ as a $\mathscr{R}_{\mathscr{X}} \otimes_{\mathbb{C}} \mathbb{C}[u]\left\langle\partial_{u}\right\rangle$-module, with

$$
\begin{aligned}
\partial_{u}^{k}(m \otimes \delta) & =m \otimes \partial_{u}^{k} \delta, \\
\partial_{t}(m \otimes \delta) & =\left(\check{\partial}_{t} m\right) \otimes \delta-\left(r t^{r-1} m\right) \otimes \beth_{u} \delta, \\
u(m \otimes \delta) & =\left(t^{r} m\right) \otimes \delta, \\
O_{\mathscr{X}}(m \otimes \delta) & =\left(\mathscr{O}_{\mathscr{X}} m\right) \otimes \delta,
\end{aligned}
$$

and with the usual commutation rules. For the sake of simplicity, we will write $\mathscr{R}_{\mathscr{X}} \times \mathbb{C}$ instead of $\mathscr{R}_{\mathscr{X}} \otimes \mathbb{C} \mathbb{C}[u]\left\langle\partial_{u}\right\rangle$ and $V_{0} \mathscr{R}_{\mathscr{X} \times \mathbb{C}}$ instead of $\mathscr{R}_{\mathscr{X}} \otimes_{\mathbb{C}} \mathbb{C}[u]\left\langle u{\underset{\partial}{u}}_{u}\right\rangle$.

For $a \leqslant 0$, put

$$
V_{a} i_{f,+} \mathscr{M} \stackrel{\text { dcf }}{=} V_{0} \mathscr{R}_{\mathscr{X} \times \mathbb{C}} \cdot\left(V_{r a} \mathscr{M} \otimes \delta\right),
$$

and for $a>0$ define inductively

$$
V_{a} i_{f,+} \mathscr{M} \stackrel{\text { def }}{=} V_{<a} i_{f,+} \mathscr{M}+\coprod_{u} V_{a-1} i_{f,+} \mathscr{M}
$$

We assume that $a \leqslant 0$. Using the relation

$$
\left(\partial_{u} u+\alpha \star z\right)(m \otimes \delta)=\frac{1}{r}\left(\left[\left(\partial_{t} t+r \alpha \star z\right) m\right] \otimes \delta-\partial_{t}(t m \otimes \delta)\right)
$$

one shows that, if

$$
\prod_{\ell_{z_{o}}(r \alpha)=r a}\left(\partial_{t} t+(r \alpha) \star z\right)^{\nu_{r a}} V_{r a} \cdot \mathscr{M} \subset V_{<r a} \cdot \mathscr{M}
$$

then

$$
\prod_{\ell_{z_{o}}(\alpha)=a}\left(\partial_{u} u+\alpha \star z\right)^{\nu_{r, a}} V_{a} i_{f .+\cdot} \mathscr{M} \subset V_{<a} i_{f,+\cdot} \mathscr{M}
$$

thus (3.3.3) for $a \leqslant 0$.
If $m_{1}, \ldots, m_{\ell}$ generate $V_{r a} \mathscr{M}$ over $V_{0} \mathscr{R} \mathscr{\mathscr { X }}$, then $m_{1} \otimes \delta, \ldots, m_{\ell} \otimes \delta$ generate $V_{a} i_{f,+\mathscr{M}}$ over $V_{0} \mathscr{R}_{\mathscr{X} \times \mathbb{C}}$, as follows from the relation

$$
\left(\partial_{t} t m\right) \otimes \delta=\left(\check{\partial}_{t} t-r \check{\partial}_{u} u\right)(m \otimes \delta) .
$$

It follows that $V_{a} i_{f,+} \mathscr{M}$ is $V_{0} \mathscr{R} \mathscr{X} \times \mathbb{C}^{-}$coherent for any $a \leqslant 0$, hence for any $a$.
For any $a$ we clearly have

$$
V_{a-1} i_{f,+} \mathscr{M} \subset u V_{a} i_{f,+} \mathscr{M} \quad\left(\text { resp } . \quad V_{a+1} i_{f,+} \mathscr{M} \subset V_{<a+1} i_{f,+} \mathscr{M}+\partial_{u} V_{a} i_{f,+} \mathscr{M}\right)
$$

with equality if $a<0$ (resp. if $a \geqslant-1$ ). as an analogous property is true for $\mathscr{M}$. Therefore, $V \cdot i_{f,+} \mathscr{M}$ is a good $V$-filtration.

According to Remark 3.3.9(5), it is now enough to prove the second part of the proposition, hence we now assume that $a \leqslant 0$.

We have $V_{a} i_{f,+} \mathscr{M}=V_{<a} i_{f,+} \mathscr{M}+\sum_{k \geqslant 0} \partial_{t}^{k}\left(V_{r a} \mathscr{M} \otimes \delta\right)$. One shows, by considering the degree in $\partial_{u}$, that the natural map

$$
\begin{aligned}
\oplus_{k} \operatorname{gr}_{r a}^{V} \mathscr{M} \partial_{t}^{k} & \longrightarrow \operatorname{gr}_{a}^{V} i_{f,+} \mathscr{M} \\
\oplus_{k}\left[m_{k}\right] \partial_{t}^{k} & \longmapsto\left[\sum_{k} \partial_{t}^{k}\left(m_{k} \otimes \delta\right)\right]
\end{aligned}
$$

is an isomorphism of $\mathscr{R}_{\mathscr{X}}$-modules. The desired assertions follow.
Proposition 3.3.14 (Restriction to $z=z_{o}$ ). - Let $z_{o} \in \Omega_{0}$ and let $\mathscr{M}$ be a strictly specializable $\mathscr{R}_{\mathscr{X}}$-module with Malgrange-Kashiwara filtration $V_{\bullet}^{\left(z_{0}\right)} \mathscr{M}$ near $z_{0}$. Put $M_{z_{o}}=\mathscr{M} /\left(z-z_{o}\right) \mathscr{M}$.
(1) For any $a \in \mathbb{R}$, we have, near $z_{o}$,

$$
V_{a}^{\left(z_{o}\right)}(\mathscr{M}) \cap\left(z-z_{o}\right) \mathscr{M}=\left(z-z_{o}\right) \cdot V_{a}^{\left(z_{o}\right)}(\mathscr{M})
$$

The filtration $U_{\bullet}\left(M_{z_{o}}\right)$ naturally induced by $V_{\bullet}^{\left(z_{o}\right)}(\mathscr{M})$ on $\mathscr{M} /\left(z-z_{o}\right) \mathscr{M}$ is good with respect to $V \cdot D_{X}\left(z_{0} \neq 0\right)$ or to $V \cdot \mathrm{gr}^{F} \mathscr{D}_{X}\left(z_{o}=0\right)$ and, for any $a$,

$$
\operatorname{gr}_{a}^{U}\left(M_{z_{o}}\right)=\operatorname{gr}_{a}^{V^{\left(z_{o}\right)}} \mathscr{M} /\left(z-z_{o}\right) \operatorname{gr}_{a}^{V^{\left(z_{o}\right)}} \mathscr{M}
$$

Moreover, $\operatorname{gr}_{a}^{U}\left(M_{z_{0}}\right)$ is naturally decomposed as the direct $\operatorname{sum} \oplus_{\alpha \mid \ell_{z_{0}}(\alpha)=a} \psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{o}}$, with

$$
\psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{o}} \stackrel{\text { def }}{=} \psi_{t, \alpha} \cdot \mathscr{M} /\left(z-z_{o}\right) \psi_{t, \alpha} \cdot \mathscr{M} .
$$

Last,

- $t: \psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{o}} \rightarrow \psi_{t, \alpha-1}^{\left(z_{o}\right)} M_{z_{0}}$ is an isomorphism if $\ell_{z_{o}}(\alpha)<0$,
- $\partial_{t}: \psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{0}} \rightarrow \psi_{t, \alpha+1}^{\left(z_{0}\right)} M_{z_{0}}$ is an isomorphism if $\ell_{z_{0}}(\alpha) \geqslant-1$ but $\alpha \neq-1$.

We still denote by $\mathrm{N}: \psi_{t, \alpha}^{\left(z_{0}\right)} M_{z_{o}} \rightarrow \psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{o}}$ the nilpotent endomorphism induced by N , and similarly for can and var.
(2) If $z_{o} \neq 0$, then
(a) $M_{z_{0}}$ is specializable along $X_{0}$ as a $\mathscr{D}_{X}$-module,
(b) $-\left(\partial_{t} t+\alpha \star z_{o} / z_{0}\right)=\mathrm{N} / z_{o}$ is nilpotent on $\psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{o}}$,
(c) $\partial_{t}: \psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{o}} \rightarrow \psi_{t, \alpha+1}^{\left(z_{o}\right)} M_{z_{o}}$ is an isomorphism if $\ell_{z_{o}}(\alpha) \geqslant-1$ but $\alpha \neq-1$.
(3) If $z_{o} \notin \operatorname{Sing} \Lambda$, in particular if $z_{o} \notin i \mathbb{R}$, the induced $V$-filtration $U_{\bullet} M_{z_{o}}$ is a Malgrange-Kashiwara filtration $V_{\bullet}^{\left(L_{z_{o}}\right)} M_{z_{0}}$ (for some $\mathbb{R}$-linear form $L_{z_{0}}$ depending on $z_{o}$ only) and we have

$$
\psi_{t, \alpha}^{\left(z_{0}\right)} M_{z_{o}}=\psi_{t,\left(\alpha \star z_{o}\right) / z_{o}} M_{z_{o}}
$$

in particular, $\psi_{t, \alpha}^{\left(z_{o}\right)} M_{z_{0}}=\psi_{t, \alpha} M_{z_{o},}$ for $\alpha \in \mathbb{R}$, e.g., $\alpha=-1,0$; moreover, N induces $z_{0} \mathrm{~N}_{z_{0}}$, can induces $z_{0} \operatorname{can}_{z_{0}}$ and var induces $\operatorname{var}_{z_{0}}$ (where $\mathrm{N}_{z_{0}}$, $\operatorname{can}_{z_{0}}, \operatorname{var}_{z_{0}}$ are defined in §3.2 for $M_{z_{0}}$ ).

Proof. - We work locally near $z_{o}$ and forget $\left(z_{o}\right)$ in the notation. Let $m$ be a local section of $V_{a}(\mathscr{M}) \cap\left(z-z_{o}\right) \cdot \mathscr{M}$. Then $m=\left(z-z_{o}\right) n$ where $n$ is a local section of $V_{b} \mathscr{M}$ for some $b$. If $b>a$, then $n$ induces a torsion element in $\operatorname{gr}_{b}^{V} \cdot \mathscr{M}$, hence $n \in V_{<b} \cdot \mathscr{M}$
by 3.3.8(1a). This gives the first assertion. The other assertions are clear (cf. §3.2). Let us give more details when $z_{o} \notin \operatorname{Sing} \Lambda$. If we fix $a$, the roots of the minimal polynomial of $-\partial_{t} t$ on $\operatorname{gr}_{a}^{U}\left(M_{z_{o}}\right)$ are the $\gamma=\left(\alpha \star z_{o}\right) / z_{o}$ where $\alpha$ satisfies $\ell_{z_{o}}(\alpha)=a$. If $z_{o} \notin \operatorname{Sing} \Lambda$, then $\gamma \mapsto a$ is a $\mathbb{R}$-linear form on $\gamma$ (because $\alpha \mapsto\left(\alpha \star z_{o}\right) / z_{o}$ is a $\mathbb{R}$ linear automorphism of $\mathbb{C}$ ), that we denote by $L_{z_{o}}(\gamma)$. We note that, as $z_{o} \notin \operatorname{Sing} \Lambda$, we have $\gamma \in \mathbb{Z}$ only if $\alpha \in \mathbb{Z}$ and therefore $L_{z_{s}}(\mathbb{Z}) \subset \mathbb{Z}$. The filtration $U_{0}$ is then equal to the Malgrange-Kashiwara filtration associated with $L_{z_{o}}$ (see §3.2).

If $z_{o} \in \operatorname{Sing} \Lambda \backslash\{0\}$, the roots of the minimal polynomial of $-\partial_{t} t$ on $\operatorname{gr}_{a}^{U}\left(M_{z_{o}}\right)$ may differ by a nonzero integer, hence the filtration $U$ 。 is not useful to compute $\psi_{t}\left(M_{z_{\rho}}\right)$.

On the other hand, if $z_{o} \in \mathbb{R}^{*}$, we have $\ell_{z_{o}}=\operatorname{Re}$ and $\operatorname{Re}\left(\alpha \star z_{o} / z_{o}\right)=\operatorname{Re}(\alpha)$, so the roots of the minimal polynomial of $-\partial_{t} t$ on $\operatorname{gr}_{a}^{U}\left(M_{z_{o}}\right)$ are the $\alpha$ for which $\operatorname{Re}(\alpha)=a$. In the case $z_{o}=1$ (corresponding to the functor $\Xi_{\mathrm{DR}}$ ), we also have a perfect correspondence with can and var.

Remark. With the only assumption of strict specializability, we cannot give general statements concerning the behaviour of Properties (b) to (c) of Proposition 3.3.11 by restriction to $z=z_{o} \neq 0$. We will come back on this in Proposition 4.1.19.

We can now reformulate Theorem 3.1.8 for strictly specializable modules. Let us take notation used in this theorem.

Theorem 3.3.15. - We assume that $\mathscr{M}$ is good and strictly specializable along $X \times$ $\{0\}$, and that $F$ is proper on the support of $\mathscr{M}$. Assume moreover that, for any $\alpha$, the complexes $f_{\dagger} \psi_{t, \alpha} \mathscr{M}$ are strict. Then the $\mathscr{R}_{\mathscr{M}} \times \mathbb{C}^{-}$modules $\mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$ are strictly specializable along $Y \times\{0\}$. Moreover, for any $\alpha$, we have a canonical and functorial isomorphism

$$
\psi_{t, \alpha} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)=\mathscr{H}^{i}\left(f_{\uparrow} \psi_{t, \alpha} \mathscr{M}\right)
$$

Proof. We can work locally near $z_{0} \in \Omega_{0}$ and we forget the exponent $\left(z_{0}\right)$. We note that, because of Remark 3.3.9(1), the complex $f_{\dagger} \mathrm{gr}_{a}^{V} \mathscr{M}$ is strict for any $a \in \mathbb{R}$. Let us denote by $U_{\bullet} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$ the filtration induced by $\mathscr{H}^{i}\left(f_{\dagger} V_{\bullet} \mathscr{M}\right)$. We can apply to it the conclusions of Theorem 3.1.8 (after extending it to the case of filtrations indexed by $I_{\mathbb{R}}+\mathbb{Z}$ ). This filtration satisfies (3.3.3) and, by assumption, 3.3.8(1a). It is therefore equal to the Malgrange-Kashiwara filtration (cf. Lemma 3.3.4). We hence have

$$
\operatorname{gr}_{a}^{V} \mathscr{H}^{i}\left(F_{\dagger} \cdot \mathscr{M}\right)=\mathscr{H}^{i}\left(f_{\dagger} \operatorname{gr}_{a}^{V} \cdot \mathscr{M}\right)=\underset{\alpha^{\prime}=a}{\oplus} \cdot \mathscr{H}^{i}\left(f_{\dagger} \psi_{t, \alpha} \cdot \mathscr{M}\right)
$$

As the image of $\mathscr{H}^{i}\left(f_{\dagger} \psi_{t, \alpha} \cdot \mathscr{M}\right) \rightarrow \operatorname{gr}_{a}^{V} . \mathscr{H}^{i}\left(F_{\uparrow} \cdot \mathscr{M}\right)$ is clearly contained in $\psi_{t, \alpha} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$, it is therefore equal to it.

The canonical isomorphism $\mathscr{H}^{i}\left(f_{\dagger} \psi_{t, \alpha} \mathscr{M}\right) \xrightarrow{\sim} \psi_{t, \alpha} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$ that we have constructed is a priori only defined locally near $z_{0}$. However, it is locally independent of the choice of $z_{0}$ : to see this, replace $\operatorname{gr}_{a}^{V}$ above with $V_{a+\varepsilon}^{\left(z_{0}\right)} / V_{a-\varepsilon}^{\left(z_{0}\right)}$ for $\varepsilon$ small enough,
and argue as in the proof of Lemma 3.3.4(7). Therefore, it is globally defined with respect to $z$.

As $t: V_{a} \mathscr{M} \rightarrow V_{a-1} \cdot \mathscr{M}$ is an isomorphism for $a<0$, it also induces an isomorphism $\mathscr{H}^{i}\left(f_{\dagger} V_{a} \cdot \mathscr{M}\right) \xrightarrow{\sim} \mathscr{H}^{i}\left(f_{\dagger} V_{a-1} \mathscr{M}\right)$. As $\mathscr{H}^{i}\left(f_{\dagger} V_{a} \mathscr{M}\right) \rightarrow \mathscr{H}^{i}\left(F_{\dagger} \cdot \mathscr{M}\right)$ is injective for any $a$ and has image $V_{a} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$, this shows that $\mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$ satisfies 3.3.8(1b) and, by the same argument, 3.3.8(1c).

Remark 3.3.16. It is enough to verify the strictness condition of the theorem for those $\alpha$ such that $\operatorname{Re}(\alpha) \in[-1,0[$ and for $\alpha=0$ : indeed, strictness is a local property with respect to $z$, and one can apply locally $3.3 .8(1 \mathrm{~b})$ and (1c).

### 3.4. Localization and minimal extension across a hypersurface

3.4.a. Localization of a strictly specializable $\mathscr{R}_{\mathscr{y}}$-module. - Consider the sheaf of rings $\mathscr{R}_{\mathscr{y}}\left[t^{-1}\right]$. We note that we have $\mathscr{R}_{\mathscr{V}} \cdot\left[t^{-1}\right]=\left(V_{0} \mathscr{R}_{X}\right)\left[t^{-1}\right]$, as $\partial_{t}=$ $t^{-1}\left(t_{t}\right)$. This ring has a $V$-filtration defined by $V_{k} \mathscr{\mathscr { R }} \mathscr{X}\left[t^{-1}\right]=t^{-k} V_{0} \mathscr{R} \mathscr{X}$. One can define the notion of a good $V$-filtration for a coherent $\left.\mathscr{R}: x^{[ } t^{-1}\right]$-module $\widetilde{\mathscr{U}}$, as well as the notion of specializability. Then Lemma 3.3 .4 applies similarly, and shows the existence of a canonical $V_{\bullet}^{\left(z_{0}\right)}$-filtration.

The situation simplifies here, as $t: V_{a}^{\left(z_{o}\right)} \cdot \widetilde{\mathscr{M}} \rightarrow V_{a-1}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}}$ is an isomorphism for any $a$. It follows that $t: \psi_{t, \alpha \cdot \mathscr{K}} \rightarrow \psi_{t, \alpha-1} \widetilde{\mathscr{M}}$ is an isomorphism for any $\alpha$, and we do not need to consider the (can, var) diagram. Moreover, strict specializability reduces here to Condition 3.3.8(1a), as we are not interested in Condition 3.3.8(1c).

Lemma 3.4.1. Let . $\mathbb{M}$ be a coherent $\mathscr{R}_{\boldsymbol{x}}$-module which is strictly specializable along $t=0$. Then $\widetilde{\mathscr{M}} \stackrel{\text { def }}{=} \mathscr{R}_{\mathscr{S}} \cdot\left[t^{-1}\right] \otimes \mathscr{S}_{2} . \mathscr{U}$ is a coherent $\mathscr{R}_{\mathscr{X}}\left[t^{-1}\right]$-module which is strictly specializable along $t=0$. Moreover, the natural morphism $\mathscr{M} \rightarrow \widetilde{\mathscr{M}}$ induces, in the neighbourhood of any $z_{0} \in \Omega_{0}$, an isomorphism of $V_{0} \mathscr{R}_{\boldsymbol{x}}$-modules

$$
\forall a<0, \quad V_{a}^{\left(z_{o}\right)}, \mathscr{U} \xrightarrow{\sim} V_{a}^{\left(z_{o}\right)}, \widetilde{\mathscr{U}} .
$$

Proof. -... We have. $\widetilde{\mathscr{U}}=\mathscr{O}_{\mathscr{P}} \cdot\left[t^{-1}\right] \otimes_{\mathscr{O}} \cdot \mathscr{M}$ as a $\mathscr{O}_{\mathscr{X}}\left[t^{-1}\right]$-module. Locally, the injective $\operatorname{map} V_{0}^{\left(z_{0}\right)} \cdot \mathscr{M} \hookrightarrow \mathscr{M}$ induces, by flatness of $O_{\mathscr{X}} \cdot\left[t^{-1}\right]$ over $O_{\mathscr{X}}$, an injective map $\mathscr{O}_{\mathscr{y}}\left[t^{-1}\right] \otimes_{\sigma_{2}} V_{0}^{\left(z_{0}\right)} \cdot \mathscr{U} \hookrightarrow, \tilde{\mathscr{U}}$, which is onto because $\mathscr{M}=\sum_{k \geqslant 0} \partial_{t}^{k} V_{0}^{\left(z_{0}\right)} \cdot \mathscr{U}$, so that

$$
\widetilde{\mathscr{M}}=\sum_{k \geqslant 0} t^{-k} \mathscr{O}_{\mathscr{X}}\left[t^{-1}\right] \otimes t^{k} \mathscr{\partial}_{t}^{k} V_{0}^{\left(z_{0}\right)} \cdot \mathscr{M}=\sum_{k \geqslant 0} t^{-k} \mathscr{O}_{\mathscr{X}}\left[t^{-1}\right] \otimes V_{0}^{\left(z_{0}\right)} \cdot \mathscr{M} .
$$

As $\operatorname{gr}_{0}^{V^{\left(z_{0}\right)}} \mathscr{M}$ is killed (locally) by some power of $t$, we also have $\widetilde{\mathscr{M}}=\mathscr{O}_{\mathscr{X}}\left[t^{-1}\right] \otimes_{\mathcal{O}}$ $V_{<0}^{\left(z_{o}\right)} \cdot \mathscr{M}$. Put then $V_{a+k}^{\left(z_{o}\right)} \widetilde{\mathscr{M}}=t^{-k} \otimes V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}$ for any $a \in[-1,0[$ and any $k \in \mathbb{Z}$. This defines a filtration of $\widetilde{\mathscr{M}}$, which has all the properties required for the MalgrangeKashiwara filtration. As $t: V_{a}^{\left(z_{o}\right)} \mathscr{M} \rightarrow V_{a-1}^{\left(z_{o}\right)} \mathscr{M}$ is bijective for $a<0$, we get the required isomorphism.

Lemma 3.4.2.-Let $\mathscr{M}$ be strictly specializable along $t=0$. Put $\widetilde{\mathscr{M}}=\mathscr{R}_{\mathscr{X}}\left[t^{-1}\right]_{\mathscr{R}, \mathscr{X}} \otimes \mathscr{M}$. Then,
(1) for any $\alpha \notin \mathbb{N}$, we have $\psi_{t, \alpha} \cdot \mathscr{M} \subset \psi_{t, \alpha} \cdot \widetilde{\mathscr{M}}$,
(2) for any $\alpha$ with $\operatorname{Re} \alpha \in\left[-1,0\left[\right.\right.$, we have $\psi_{t, \alpha} \cdot M_{\mid \mathbf{S}}=\psi_{t, \alpha} \cdot \widetilde{M}_{\mid \mathbf{S}}$.

Proof
(1) We know, by Lemma 3.4.1, that the inclusion is an equality near $z_{o}$ if $\ell_{z_{0}}(\alpha)<0$. Fix now $\alpha \notin \mathbb{N}$. Locally near $z_{o}$, there exists $k \in \mathbb{N}$ such that $\ell_{z_{o}}(\alpha-k)<0$. We have a commutative diagram

where the left vertical arrow is injective, by Remark 3.3.6(4), hence the result.
(2) Choose $k \in \mathbb{N}^{*}$ big enough so that $\ell_{z}(\alpha-k)<0$ for any $\alpha$ with $\operatorname{Re} \alpha \in[-1,0[$ and any $z \in \mathbf{S}$. We note now that, for any $\ell \geqslant 0,(\alpha-\ell) \star z \neq 0$ for $z \in \mathbf{S}$, as $\operatorname{Re}(\alpha-\ell) \neq 0(c f . \S 0.9)$. Therefore, as $t \partial_{t}+(\alpha-\ell) \star z$ is nilpotent on $\psi_{t, \alpha-\ell-1} \mathscr{M}_{\mid \mathbf{S}}$, ${ }^{\oiiint_{t}}$ is bijective on it and thus the map $t: \psi_{t, \alpha-\ell \cdot} \mathscr{M}_{\mathbf{S}} \rightarrow \psi_{t, \alpha-\ell-1} \mathscr{M}_{\mathbf{S}}$ is onto, so that the left vertical map in the diagram above, restricted to $\mathbf{S}$, is onto, as was to be proved.

Definition 3.4.3 (Nearby cycles). Let $\mathscr{M}$ be strictly specializable along $t=0$ and put $\tilde{\mathscr{M}}=\mathscr{R}_{\mathscr{X}}\left[t^{-1}\right] \otimes_{\mathscr{R}} \cdot \mathscr{M}$. For $\alpha$ such that $\operatorname{Re} \alpha \in[-1,0[$, put

$$
\Psi_{t, \alpha} \mathscr{M} \stackrel{\text { def }}{=} \psi_{t, \alpha} \widetilde{\mathscr{M}}
$$

## Remarks 3.4.4

(1) By the definition of strict specializability, we have, for any $\alpha \notin \mathbb{N}$, a local (with respect to $z$ ) isomorphism $\Psi_{t, \alpha} \mathscr{M} \simeq \psi_{t, \alpha} \cdot \mathscr{M}$, given by a suitable power of $t$ or of $\partial_{t}$.
(2) On the other hand, by Lemma 3.4.2(1), we have $\psi_{t, \alpha} \mathscr{M} \subset \Psi_{t, \alpha} \mathscr{M}$ and $\psi_{t, \alpha} \mathscr{M}_{\mathbf{S}}=\Psi_{t, \alpha} \cdot M_{\mid \mathbf{S}}$, for any $\alpha$ with $\operatorname{Re} \alpha \in[-1,0[$.
(3) Last, if $\alpha$ is real and in $\left[-1,0\left[\right.\right.$, we have $\psi_{t, \alpha} \mathscr{M}=\Psi_{t, \alpha} \mathscr{M}$, as $\ell_{z}(\alpha)=\alpha<0$ for any $z$.

Remark 3.4.5 (Strict specializability along $\left\{t^{r}=0\right\}$ ).- Proposition 3.3.13 (forgetting the assertion on can and var) applies to strictly specializable $\mathscr{R} \mathscr{X}_{\mathscr{X}}\left[t^{-1}\right]$-modules. Remark that, with the notation of loc. cit., the action of $u$ is invertible on $i_{f,+} \widetilde{\mathscr{M}}$. Therefore, we deduce that, if $\operatorname{Re} \alpha \in\left[-1,0\left[,\left(\Psi_{f . \alpha} \mathscr{M}, \mathrm{N}\right)=i_{+}\left(\Psi_{t, r \alpha-\lceil r \alpha\rceil} \mathscr{M}, \mathrm{N} / r\right)\right.\right.$, where $\lceil r \alpha\rceil \in \mathbb{Z}$ is such that $\operatorname{Re}(r \alpha-\lceil r \alpha\rceil) \in[-1,0[$.

## 3.4.b. Minimal extension across a hypersurface

Proposition 3.4.6. Let $\tilde{\mathscr{M}}$ be a strictly specializable $\mathscr{R}_{\mathscr{X}}\left[t^{-1}\right]$-module. In the neighbourhood of any $z_{0} \in \Omega_{0}$, consider the $\mathscr{R}_{\mathscr{X}}$-submodule $\mathscr{M}^{\left(z_{0}\right)}$ of $\widetilde{\mathscr{M}}$ generated by $V_{<0}^{\left(z_{0}\right)} \widetilde{\mathscr{M}}$. Then, the various $\mathscr{M}^{\left(z_{0}\right)}$ glue as a coherent $\mathscr{R}_{\mathscr{X}}$-submodule $\mathscr{M}$ of $\widetilde{\mathscr{M}}$, which is the unique strictly specializable $\mathscr{R}_{\mathscr{X}}$-submodule of $\widetilde{\mathscr{M}}$ satisfying
(1) $\mathscr{R}_{\mathscr{X}}\left[t^{-1}\right] \otimes_{\mathscr{R}_{\mathscr{Y}}} \cdot \mathscr{M}=\widetilde{M}$,
(2) can is onto and var is injective.

Moreover, the filtration defined by

$$
V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}= \begin{cases}V_{a}^{\left(z_{o}\right)} \cdot \widetilde{\mathscr{M}} & \text { if } a<0,  \tag{3.4.6}\\ \sum_{\substack{\ell \in \mathbb{N}, a^{\prime}<0 \\ a^{\prime}+\ell \leqslant a}} \partial_{t}^{\ell} V_{a^{\prime}}^{\left(z_{o}\right)} \cdot \widetilde{\mathscr{M}} & \text { if } a \geqslant 0 .\end{cases}
$$

is its Malgrange-Kashiwara filtration near $z_{0}$.
Definition 3.4.7 (Minimal extension).-. We call the $\mathscr{R}_{\mathscr{X}}$-submodule $\mathscr{M}$ of $\widetilde{\mathscr{M}}$ given by Proposition 3.4.6 the minimal extension of $\tilde{\mathscr{M}}$ across $t=0$.

Proof of Proposition 3.4.6. - The question is local on $\mathscr{X}$, so we work in the neighbourhood of some compact set in $X$ and on some disc $\Delta_{z_{o}}(\eta)$, on which $V_{\bullet}^{\left(z_{o}\right)} \tilde{\mathscr{M}}$ exists. We denote by $\Lambda$ the set of indices of this filtration.

Let us first prove that. $\mathscr{U}$ does not depend on $z_{o}$. We have to prove that, if $\eta$ is small enough, then for any $z \in \Delta_{z_{o}}(\eta)$, the germ $\mathscr{M}_{z}^{(z)}$ is equal to the germ $\mathscr{M}_{z_{0}}^{\left(z_{0}\right)}$. The problem comes from the fact that $V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}}$ can fail to induce $V_{<0}^{(z)} \cdot \widetilde{\mathscr{M}}$ at $z$. Fix $\varepsilon>0$ such that

$$
\begin{equation*}
V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}}=V_{-\varepsilon}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}} \tag{3.4.8}
\end{equation*}
$$

Then, after Lemma 3.3.4(5) and (3.3.5), we have, for $\eta>0$ small enough and any $z \in \Delta_{z_{o}}(\eta)$,

$$
\begin{equation*}
V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}_{z}}=V_{-\varepsilon}^{\left(z_{0}\right)} \widetilde{\mathscr{M}}_{z}=V_{-\varepsilon}^{(z)} \widetilde{\mathscr{M}}_{z} \subset V_{<0}^{(z)} \cdot \widetilde{\mathscr{M}_{z}} \tag{3.4.9}
\end{equation*}
$$

Therefore, $\mathscr{M}_{z}^{\left(z_{o}\right)} \subset \mathscr{M}_{z}^{(z)}$. In order to prove the reverse inclusion, it is enough to show the inclusion

$$
\begin{equation*}
V_{<0}^{(z)} \widetilde{\mathscr{M}}_{z} \subset V_{-\varepsilon}^{(z)} \widetilde{\mathscr{M}}_{z}+\partial_{t} V_{<-1}^{(z)} \cdot \widetilde{\mathscr{M}_{z}}=V_{-\varepsilon}^{(z)} \widetilde{\mathscr{M}}_{z}+\partial_{t} t V_{<0}^{(z)} \widetilde{\mathscr{M}}_{z}, \tag{3.4.10}
\end{equation*}
$$

because if $\eta$ is small enough, we have $V_{<-1}^{(z)} \widetilde{\mathscr{M}}_{z} \subset V_{<0}^{\left(z_{0}\right)} \widetilde{\mathscr{M}}_{z}$; equivalently, it is enough to show that, for any $\alpha \in \Lambda$ and any $z \neq z_{o}$ near $z_{o}$ such that $\left.\ell_{z_{o}}(\alpha) \in\right]-\varepsilon, 0[$, the operator $\partial_{t} t$ is onto on $\psi_{t, \alpha} \cdot \widetilde{\mathscr{M}}_{z}$. Recall (cf. Lemma 0.9.2) that, if $\alpha$ is such that $\ell_{z_{0}}(\alpha)=0$, then $\alpha \star z_{o}=0$ if and only if $\alpha=0$. Therefore, for any $\varepsilon>0$ small enough there exists $\eta>0$ such that

$$
\left(\ell_{z_{o}}(\alpha) \in\right]-\varepsilon, 0\left[, \quad z \in \Delta_{z_{o}}(\eta) \text { and } \alpha \in \Lambda \backslash\{0\}\right) \Longrightarrow \alpha \star z \neq 0
$$

As $-\left(\mathcal{J}_{t} t+\alpha \star z\right)$ is nilpotent on $\psi_{t, \alpha} \cdot \widetilde{M}_{z}$, the previous choice of $\varepsilon, \eta$ is convenient to get (3.4.10).

Clearly, each $\mathscr{M}^{\left(z_{0}\right)}$ is $\mathscr{R}_{\mathscr{X}}$-coherent on the open set where it is defined. Let us now show that it is strictly specializable along $t=0$. Near $z_{o}, \mathscr{M}=, \mathscr{M}^{\left(z_{0}\right)}$ comes equipped with a filtration $V_{\bullet}^{\left(z_{n}\right)} \cdot \mathscr{M}$ defined by $(3.4 .6)(*)$. This $V$-filtration is good, and $\mathscr{M}$ is specializable. This filtration satisfies Properties 3.3.8(1a), (1b) and (1c): indeed, this follows from the strict specializability of $\widetilde{\mathscr{M}}$ for (1a) with $a<0$ and
 $\mathscr{\partial}_{t}: \operatorname{gr}_{-1}^{V^{\left(z_{0}\right)}} \tilde{\mathscr{M}} \rightarrow \operatorname{gr}_{0}^{V^{\left(z_{0}\right)}} \tilde{\mathscr{M}}$ by construction, hence is strict, being contained in the strict module $\operatorname{gr}_{0}^{V^{\left(z_{0}\right)}} \cdot \widetilde{M}$; for (1c), this follows from the definition of the $V$-filtration; apply then Remark 3.3.9(5). Therefore, $\mathscr{M}$ is strictly specializable.

Similarly, $\delta_{t}: \psi_{t,-1} \mathscr{M} \rightarrow \psi_{t, 0} \mathscr{M}$ is onto, by construction, as $\psi_{t, 0} \mathscr{M}$ is identified with

$$
\text { image }\left[\partial_{t}: \psi_{t,-1} \widetilde{\mathscr{M}} \longrightarrow \psi_{t, 0} \widetilde{\mathscr{M}}\right]
$$

As $t: \psi_{t, 0} \widetilde{\mathscr{M}} \rightarrow \psi_{t,-1} \widetilde{\mathscr{M}}$ is an isomorphism, we conclude that, for $\mathscr{M}$, var is injective.
Let us end with the uniqueness statement. Let $\mathcal{N} \subset \widetilde{\mathscr{M}}$ satisfying 3.4.6(1) and (2). Then, by Lemma 3.4.1 and 3.4.6(1). $V_{<0}^{\left(z_{0}\right)} \cdot \mathscr{N}=V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{\mathcal{N}}=V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}}$. As can is onto and as $\mathscr{N}$ satisfies $3.3 .8(1 \mathrm{c})$, we have $\mathscr{N}=\mathscr{R} \mathscr{X}^{\cdot} \cdot V_{<0}^{\left(z_{0}\right)} \cdot \mathscr{N}$ near $z_{0}$, hence the desired uniqueness assertion.

### 3.5. Strictly S (upport)-decomposable $\mathscr{R}_{\mathscr{Y}}$-modules

Definition 3.5.1. We say that a $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$ is
strictly $S$-decomposable along $\mathscr{X}_{0}$ if it is strictly specializable along $\mathscr{X}_{0}$ and satisfies the equivalent conditions 3.3.11(e);

- strictly $S$-decomposable at $x_{o} \in X$ if for any analytic germ $f:\left(X, x_{0}\right) \rightarrow(\mathbb{C}, 0)$, $i_{f,+} \mathscr{M}$ is strictly S-decomposable along $\mathscr{X} \times\{0\}$ in some neighbourhood of $x_{o}$;
-- strictly $S$-decomposable if it is strictly S -decomposable at all points $x_{o} \in X$.


## Lemma 3.5.2

(1) If $\mathscr{M}$ is strictly $S$-decomposable along $\{t=0\}$. then it is strictly $S$-decomposable along $\left\{t^{r}=0\right\}$ for any $r \geqslant 1$.
(2) If $\mathscr{M}=\mathscr{M}_{1} \oplus \mathscr{M}_{2}$, then $\mathscr{M}$ is strictly $S$-decomposable of some kind if and only if $\mathscr{M}_{1}$ and $\mathscr{M}_{2}$ are so.
(3) We assume that. $\mathscr{M}$ is strictly $S$-decomposable and $Z$ is pure dimensional. Then the following conditions are equivalent:
(a) for any analytic germ $f:\left(X, x_{o}\right) \rightarrow(\mathbb{C}, 0)$ such that $f^{-1}(0) \cap Z$ has everywhere codimension one in $Z, i_{f,+}$ ! satisfies both conditions 3.3.11(c) and (d);
(b) near any $x_{o}$, there is no coherent submodule of $\mathscr{M}$ with support having codimension $\geqslant 1$ in $Z$;
(c) near any $x_{o}$, there is no nonzero morphism $\varphi: \mathscr{M} \rightarrow \mathscr{N}$, with $\mathscr{N}$ strictly $S$-decomposable at $x_{o}$, such that $\operatorname{Im} \varphi$ is supported in codimension $\geqslant 1$ in $Z$.

Definition 3.5.3. -- Let $Z$ be a pure dimensional closed analytic subset of $X$ and let $\mathscr{M}$ be strictly S-decomposable. We say that $\mathscr{M}$ has strict support $Z$ if the equivalent conditions of 3.5.2(3) are satisfied.

Proof of Lemma 3.5.2. The first point is a direct consequence of Proposition 3.3.13 and the second one is clear. For the third one, let us show for instance (3a) $\Longleftrightarrow$ (3c). Let $\varphi: \mathscr{M} \rightarrow \mathscr{N}$, with $\mathscr{N}$ strictly S-decomposable at $x_{o}$, such that $\operatorname{Im} \varphi \subset f^{-1}(0)$. Then 3.3.11(d) implies that $\operatorname{Im} \varphi=0$. Conversely, given $f$ such that $f^{-1}(0)$ has everywhere codimension one in $Z$, decompose $i_{f,+} \mathscr{M}$ as in 3.3.11(c). Then (3c) implies that $\mathscr{M}^{\prime \prime}=0$.

We will now show that a strictly S-decomposable holonomic $\mathscr{R}_{\mathscr{X}}$-module can indeed be decomposed as the direct sum of holonomic $\mathscr{R}_{\mathscr{X}}$-modules having strict support. We first consider the local decomposition and, by uniqueness, we get the global one. It is important for that to be able to define a priori the strict components. They are obtained from the characteristic variety.

Proposition 3.5.4. - Let $\mathscr{M}$ be holonomic and strictly $S$-decomposable at $x_{o}$, and let $\left(Z_{i}, x_{o}\right)_{i \in I}$ be the minimal family of closed irreducible analytic germs $\left(Z_{i}, x_{o}\right)$ such that Char $\mathscr{M} \subset \cup_{i} T_{Z_{i}}^{*} X \times \Omega_{0}$ near $x_{o}$. There exists a unique decomposition $\mathscr{M}_{x_{o}}=$ $\oplus_{i \in I} \mathscr{M}_{Z_{i}, x_{o}}$ of germs at $x_{o}$ such that. $\mathscr{M}_{Z_{i}, x_{o}}=0$ or has strict support $\left(Z_{i}, x_{o}\right)$.

Proof. - We will argue by induction on dim Supp $\mathscr{M}$. First, we reduce to the case when the support $S$ of $\mathscr{M}$ (see after Definition 1.2.4) is irreducible. Let $S^{\prime}$ be an irreducible component of $S$ at $x_{o}$ and let $S^{\prime \prime}$ be the union of all other ones. Let $f:\left(X, x_{o}\right) \rightarrow(\mathbb{C}, 0)$ be an analytic germ such that $S^{\prime \prime} \subset f^{-1}(0)$ and $\left(S^{\prime}, x_{o}\right) \not \subset f^{-1}(0)$. Then, according to $3.3 .11(\mathrm{e})$, near $x_{o}, \mathscr{M}$ has a decomposition $\cdot \mathscr{M}=\mathscr{M}^{\prime} \oplus \cdot \mathscr{K}^{\prime \prime}$, with $\mathscr{M}^{\prime}$ supported on $S^{\prime}$ and satisfying $3.3 .11(\mathrm{c})$ and (d), and $\mathscr{M}^{\prime \prime}$ supported on $S^{\prime \prime}$.

Conversely, if we have any local decomposition $\mathscr{U}=\oplus \mathscr{M}_{S_{i}}$, with $\left(S_{i}, x_{o}\right)$ irreducible and $\mathscr{M}_{S_{i}}$ (strictly S-decomposable after Lemma 3.5.2(2)) having strict support $S_{i}$, then $S_{i} \subset S^{\prime}$ or $S_{i} \subset S^{\prime \prime}$ and $\mathscr{M}^{\prime}=\oplus_{S_{i} \not \subset S^{\prime \prime}} \cdot \mathscr{M}_{S_{i}}, \mathscr{M}^{\prime \prime}=\oplus_{S_{i} \subset S^{\prime \prime}} \mathscr{M}_{S_{i}}$.

By induction on the number of irreducible components, we are reduced to the case when $\left(S, x_{o}\right)$ is irreducible. We can assume that $\operatorname{dim} S>0$.

Choose now a germ $f:\left(X, x_{o}\right) \rightarrow(\mathbb{C}, 0)$ which is nonconstant on $S$ and such that $f^{-1}(0)$ contains all components $Z_{i}$ except $S$. We have, as above, a unique decomposition $\mathscr{M}=\mathscr{M}^{\prime} \oplus \cdot \mathscr{M}^{\prime \prime}$ of germs at $x_{o}$, where $\mathscr{M}^{\prime}$ satisfies 3.3.11(c) and (d), and $\mathscr{M}^{\prime \prime}$ is supported on $f^{-1}(0)$, by Proposition 3.3.11(e). Moreover, $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are also strictly S-decomposable at $x_{o}$. We can apply the inductive assumption to $\mathscr{M}^{\prime \prime}$.

Let us show that $\mathscr{M}^{\prime}$ has strict support $S$ near $x_{o}$ : if $\mathscr{M}_{1}^{\prime}$ is a coherent submodule of $\mathscr{M}^{\prime}$ supported on a strict analytic subset $Z \subset S$, then $Z$ is contained in the union of the components $Z_{i}$, hence $\mathscr{M}_{1}^{\prime}$ is supported in $f^{-1}(0)$, so is zero.

By uniqueness of the local decomposition, we get:
Corollary 3.5.5. Let $\mathscr{M}$ be holonomic and strictly $S$-decomposable on $X$ and let $\left(Z_{i}\right)_{i \in I}$ be the minimal (locally finite) family of closed irreducible analytic subsets $Z_{i}$ such that Char $\mathscr{M}^{\circ} \subset \cup_{i} T_{Z_{i}}^{*} X \times \mathbb{C}^{*}$. There exists a unique decomposition $\mathscr{M}=\oplus_{i} \mathscr{M}_{Z_{i}}$ such that each $\mathscr{M}_{Z_{i}}=0$ or has strict support $Z_{i}$.

A closed analytic irreducible subset $Z$ of $X$ such that $\mathscr{M}_{Z} \neq 0$ is called a strict component of $\mathscr{M}$.

Corollary 3.5.6. - Let $\mathscr{M}^{\prime}$, $\mathscr{M}^{\prime \prime}$ be two holonomic $\mathscr{R}_{\mathscr{X}}$-module which are strictly $S$ decomposable and let $\left(Z_{i}\right)_{i \in I}$ be the family of their strict components. Then any morphism $\varphi: \mathscr{M}_{Z_{i}}^{\prime} \rightarrow \mathscr{M}_{Z_{j}}^{\prime \prime}$ vanishes identically if $Z_{i} \neq Z_{j}$.

Proof. - The image of $\varphi$ is supported on $Z_{i} \cap Z_{j}$, which is a proper closed analytic subset either of $Z_{i}$ or of $Z_{j}$, if $Z_{i} \neq Z_{j}$.

The following will be useful:
Corollary 3.5.7. - Let $\mathscr{M}$ be holonomic and strictly $S$-decomposable. Then $\mathscr{M}$ is strict.

Proof. -- The question is local, and we can assume that $\mathscr{M}$ has strict support $Z$ with $Z$ closed irreducible analytic near $x_{0}$.

First, there exists an open dense set of $Z$ on which $\mathscr{M}$ is strict. Indeed, by Kashiwara's equivalence on the smooth part of $Z$, we can reduce to the case when $Z=X$, and by restricting to a dense open set, we can assume that Char $\mathscr{M}$ is the zero section. Hence we are reduced to the case when $\mathscr{M}$ is $\mathscr{O}_{\mathscr{X}}$-coherent. If $t$ is a local coordinate, notice that $\mathscr{M} / t \mathscr{M}=\psi_{t,-1} \mathscr{M}$, as the filtration defined by $U_{k} \mathscr{M}=t^{-k} \mathscr{M}$ for $k \leqslant 0$ and $U_{k} \mathscr{M}=\mathscr{M}$ for $k \geqslant 0$ satisfies all properties of the Malgrange-Kashiwara filtration. Let $m$ be a local section of $\mathscr{M}$ killed by $p(z)$. Then $m$ is zero in $\mathscr{M} / t \mathscr{M}$ by strict specializability. As $\mathscr{M}$ is $\mathscr{O}_{\mathscr{X}}$-coherent, Nakayama's lemma implies that $m=0$.

Let now $m$ be a local section of $\mathscr{M}$ near $x_{o}$ killed by some $p(z)$. Then $\mathscr{R}_{\mathscr{X}} \cdot m$ is supported by a strict analytic set of $Z$ near $x_{o}$ by the previous argument. As $\mathscr{M}$ has strict support $Z$, we conclude that $m=0$.

Let us end this paragraph with a result concerning sesquilinear pairings:
Proposition 3.5.8. - Let $\mathscr{M}^{\prime}, \mathscr{U}^{\prime \prime}$ be two holonomic $\mathscr{R}_{\mathscr{X}}$-module which are strictly $S$-decomposable and let $\left(Z_{i}\right)_{i \in I}$ be the family of their strict components. Then any sesquilinear pairing $C: \mathscr{M}_{Z_{i} \mid \mathbf{S}}^{\prime} \otimes \mathscr{O}_{\mathbf{S}} \overline{\mathscr{M}_{Z_{j} \mid \mathbf{S}}^{\prime \prime}} \rightarrow \mathfrak{D b}_{X_{; \times \times} / \mathbf{S}}$ vanishes identically if $Z_{i} \neq Z_{j}$.

Proof. - The assertion is local on $X \times \mathbf{S}$, so we fix $z_{o} \in \mathbf{S}$ and $x_{o} \in X$ and we work with germs at $\left(x_{o}, z_{o}\right)$. Assume for instance that $Z_{i}$ is not contained in $Z_{j}$ and consider an analytic function, that we can assume to be a local coordinate $t$ by Kashiwara's equivalence, such that $t \equiv 0$ on $Z_{j}$ and $t \not \equiv 0$ on $Z_{i}$. Consider $C$ as a morphism $\mathscr{M}_{Z_{i} \mid \mathbf{S}}^{\prime} \rightarrow \mathscr{H}$ or $\overline{\mathscr{R} X \mid \mathbf{S}}\left(\overline{\mathscr{M}_{Z_{j} \mid \mathbf{S}}^{\prime \prime}}, \mathfrak{D b}_{X_{\mathfrak{R}} \times \mathbf{S} / \mathbf{S}}\right)$. Fix local $\mathscr{R}_{\mathscr{X}}$-generators $m_{1}^{\prime \prime}, \ldots, m_{\ell}^{\prime \prime}$ of $\mathscr{M}_{Z_{j},\left(x_{o}, z_{o}\right)}^{\prime \prime}$. By 3.3.11(b), there exists $q \geqslant 0$ such that $t^{q} m_{k}^{\prime \prime}=0$ for all $k=1, \ldots, \ell$. Let $m^{\prime} \in \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}$ and let $p$ be the maximum of the orders of $C\left(m^{\prime}\right)\left(\overline{m_{k}^{\prime \prime}}\right)$ on some neighbourhood of $\left(x_{o}, z_{o}\right)$. As $t^{p+1+q} / \bar{t}^{q}$ is $C^{p}$, we have, for any $k=1, \ldots, \ell$,

$$
t^{p+1+q} C\left(m^{\prime}\right)\left(\overline{m_{k}^{\prime \prime}}\right)=\frac{t^{p+1+q}}{\bar{t}^{q}} \cdot \bar{t}^{q} C\left(m^{\prime}\right)\left(\overline{m_{k}^{\prime \prime}}\right)=0
$$

hence $t^{p+1+q} C\left(m^{\prime}\right) \equiv 0$. Applying this to generators of $\mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}$ shows that all local sections of $C\left(\mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}\right)$ are killed by some power of $t$.

As $\mathscr{M}_{Z_{i}}^{\prime}$ has strict support $Z_{i}$, we know from Proposition 3.3.11(d) that $V_{<0}^{\left(z_{o}\right)} \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}$ generates $\mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}$ over $\mathscr{R}_{\mathscr{X}}$. It is therefore enough to show that $C\left(V_{<0}^{\left(z_{o}\right)} \cdot \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}\right)=0$.

On the one hand, we have $C\left(V_{k}^{\left(z_{0}\right)} \cdot \mathscr{M}_{Z_{i},\left(x_{o}, z_{0}\right)}^{\prime}\right)=0$ for $k \ll 0$ : indeed, by Lemma 3.1.3, $t: C\left(V_{k}^{\left(z_{o}\right)} \cdot \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}\right) \rightarrow C\left(V_{k-1}^{\left(z_{o}\right)} \cdot \mathscr{M}_{Z_{i}, z_{o}}^{\prime}\right)$ is an isomorphism for $k \ll 0$, hence acts injectively on $C\left(V_{k}^{\left(z_{o}\right)} \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}\right)$, therefore the conclusion follows, as $t$ is also nilpotent by the argument above.

Let now $k<0$ be such that $C\left(V_{k-1}^{\left(z_{o}\right)} \cdot \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}\right)=0$, and let $m^{\prime}$ be a section of $V_{k}^{\left(z_{o}\right)} \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}$; there exists $b(s)$ of the form $\prod_{\alpha \mid \ell_{z_{o}}(\alpha) \in[k, k-1[ }(s-\alpha \star z)^{\nu_{\alpha}}$ such that $b\left(-\partial_{t} t\right) m^{\prime} \in V_{k-1}^{\left(z_{o}\right)} \cdot \mathscr{M}_{Z_{i},\left(x_{o}, z_{o}\right)}^{\prime}$, hence $b\left(-\partial_{t} t\right) C\left(m^{\prime}\right)=0$; on the other hand, we have seen that there exists $N$ such that $t^{N+1} C\left(m^{\prime}\right)=0$, hence, putting $B(s)=$ $\prod_{\ell=0}^{N}(s-\ell z)$, it also satisfies $B\left(-\partial_{t} t\right) C\left(m^{\prime}\right)=0$; notice now that $b(s)$ and $B(s)$ have no common root, so there exists $p(z) \in \mathbb{C}[z] \backslash\{0\}$ such that $p(z) C\left(m^{\prime}\right)=0$. According to (0.5.1), we conclude that $C\left(m^{\prime}\right)=0$.

### 3.6. Specialization of a sesquilinear pairing

3.6.a. Sesquilinear pairing on nearby cycles. - We keep notation of $\S \S 1.5$ and 3.1.a. Let $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ be two objects of $\mathscr{S}^{2}(X, t)$ and let

$$
C: \mathscr{M}_{\mid \mathrm{S}}^{\prime} \underset{O_{\mathrm{S}}}{\otimes} \overline{\mathscr{M}_{\mid \mathrm{S}}^{\prime \prime}} \longrightarrow \mathfrak{D b}_{X_{\mathbb{R}} \times \mathbf{S} / \mathrm{s}}
$$

be a sesquilinear pairing. In the following, we will assume that the $\mathscr{R}_{\mathscr{X}}$-modules are also good (in the applications they will be holonomic). The purpose of this paragraph is to define, for any $\alpha \in \mathbb{C}$, a sesquilinear pairing

$$
\psi_{t, \alpha} C: \psi_{t, \alpha} \mathscr{M}_{\mid \mathbf{S}}^{\prime}{\underset{\tilde{\theta}_{\mathbf{s}}}{ }}_{\otimes}^{\psi_{t, \alpha} \cdot \mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \longrightarrow \mathfrak{D b}_{X_{0 \gtrless} \times \mathbf{S} / \mathbf{s}},
$$

compatible with N , i.e., such that, with obvious notation,

$$
\begin{equation*}
\psi_{t, \alpha} C(\mathrm{~N}[m], \overline{[\mu]})=(i z)^{2} \psi_{t, \alpha} C([m], \overline{\mathrm{N}[\mu]}), \tag{3.6.1}
\end{equation*}
$$

where N denotes the action of $-\left(\partial_{t} t+\alpha \star z\right)$ on $\psi_{t, \alpha}$. Using the notation of Tate twist introduced in (2.1.3) and the notion of morphism of $\mathscr{R}$ - Triples $(X)$ introduced in Definition 1.6.1, we will put $\mathscr{N}=\left(\mathrm{N}^{\prime}, \mathrm{N}^{\prime \prime}\right)$ with $\mathrm{N}^{\prime \prime}=i \mathrm{~N}$ and $\mathrm{N}^{\prime}=-\mathrm{N}^{\prime \prime}=-i \mathrm{~N}$, so that $\mathscr{N}$ is a morphism of $\mathscr{R}$ - Triples $\left(X_{0}\right)$ :

$$
\begin{equation*}
\mathscr{N}: \psi_{t, \alpha}\left(\mathscr{M}^{\prime}, . \mathscr{M}^{\prime \prime}, C\right) \longrightarrow \psi_{t, \alpha}\left(\mathscr{M}^{\prime}, . \mathscr{M}^{\prime \prime}, C\right)(-1) \tag{3.6.2}
\end{equation*}
$$

which satisfies $\mathscr{N}^{*}=-\mathscr{N}$.

## Remarks 3.6.3

(1) Once such specializations are defined, we get, according to the compatibility with N , pairings

$$
\psi_{t, \alpha, \ell} C: \operatorname{gr}_{-\ell}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M}_{\mid \mathbf{S}}^{\prime}{\underset{O}{\mathbf{S}}}_{\otimes}^{\operatorname{gr}_{\ell}^{\mathrm{N}} \psi_{t, \alpha} \mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \longrightarrow \mathfrak{D}_{X_{0 \mathrm{I}} \times \mathbf{S} / \mathbf{S}}
$$

In other words, using the notion of graded Lefschetz $\mathscr{R}$ - Triples introduced in Remark 2.1.17, the graded object

$$
\left(\operatorname{gr}_{\bullet}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{T}, \operatorname{gr}_{-2}^{\mathrm{M}} \mathscr{N}\right) \stackrel{\text { dof }}{=}\left(\oplus_{\ell}\left(\mathrm{gr}_{-\ell}^{\mathrm{M}} \psi_{t, \alpha} \cdot \mathscr{M}^{\prime}, \operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{t, \alpha} \cdot \mathscr{M}^{\prime \prime}, \psi_{t, \alpha, \ell} C\right), \mathrm{gr}_{-2}^{\mathrm{M}} \cdot \mathscr{N}\right)
$$

is a graded Lefschetz triple with $\varepsilon=-1$.
(2) As $C$ is $\mathscr{R}_{(X, \bar{X}), \mathrm{s}}$-linear, it easily follows from the definition of $\psi_{t, \alpha} C$ that we know all $\psi_{t, \alpha} C$ as soon as we know them for $\operatorname{Re}(\alpha) \in[-1,0[$ and for $\alpha=0$, according to 3.3.8(1b) and (1c).

In order to define the specialization of $C$, we will use the residue of a Mellin transform, that we consider now.

Let $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ be two objects of $\mathscr{S}^{2}(X, t)$ and let $C: \mathscr{M}_{\mathbf{S}}^{\prime} \otimes \mathscr{O}_{\mathbf{S}} \overline{\mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \rightarrow \mathfrak{D b}_{X_{E} \times \mathbf{S} / \mathbf{S}}$ be a sesquilinear pairing. Fix $\left(x_{o}, z_{o}\right) \in X_{0} \times \mathbf{S}$. For local sections $m^{\prime}, m^{\prime \prime}$ of $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ defined in some neighbourhood of $\left(x_{o}, z_{o}\right)$ in $X \times \mathbf{S}$ the distribution $C\left(m^{\prime}, \overline{m^{\prime \prime}}\right)$ has some finite order $p$ on $n b_{X \times \mathbf{S}}\left(x_{o}, z_{o}\right)$. For 2 Res $>p$, the function $|t|^{2 s}$ is $C^{p}$, so for any such $s,|t|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right)$ is a section of $\mathfrak{D b}_{X=\mathbf{S}} / \mathbf{S}$ on $n b_{X \times \mathbf{S}}\left(x_{o}, z_{o}\right)$. Moreover, for any relative form $\psi$ of maximal degree with compact support on $n b_{X \times \mathbf{S}}\left(x_{o}, z_{o}\right)$, the function $\left.\left.s \mapsto\langle | t\right|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \psi\right\rangle$ is holomorphic on the half-plane $\{2 \operatorname{Re} s>p\}$. We say that $|t|{ }^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right)$ depends holomorphically on $s$ on $\mathrm{nb}_{X \times \mathbf{S}}\left(x_{o}, z_{o}\right) \times\{2 \operatorname{Re} s>p\}$.

Let $\chi(t)$ be a real $C^{\infty}$ function with compact support, which is $\equiv 1$ near $t=0$. In the following, we will consider differential forms $\psi=\varphi \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}$, where $\varphi$ is a relative form of maximal degree on $X_{0} \times \mathbf{S}$.

Proposition 3.6.4. - Let $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C$ be as above. Then, for any $\left(x_{o}, z_{o}\right) \in X_{0} \times \mathbf{S}$, there exists an integer $L \geqslant 0$ and a finite set of complex numbers $\gamma$ satisfying
$\psi_{t, \gamma} \mathscr{M}_{\left(x_{0}, z_{0}\right)}^{\prime} \neq 0$ and $\psi_{t, \gamma \cdot} \mathscr{M}_{\left(x_{0},-z_{0}\right)}^{\prime \prime} \neq 0$, such that, for any element $m^{\prime}$ of $\mathscr{M}_{\left(x_{0}, z_{0}\right)}^{\prime}$ and $m^{\prime \prime}$ of $\mathscr{M}_{\left(x_{0},-z_{0}\right)}^{\prime \prime}$, the correspondence

$$
\begin{equation*}
\left.\left.\varphi \longmapsto \prod_{\gamma} \Gamma(s-\gamma \star z / z)^{L} \cdot\langle | t\right|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \varphi \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \tag{3.6.4}
\end{equation*}
$$

defines, for any $s \in \mathbb{C}$, a section of $\mathfrak{D b}_{X_{0 \mathbb{R}} \times \mathbf{S} / \mathbf{S}}$ on $\operatorname{nb}_{X_{0} \times \mathbf{S}}\left(x_{0}, z_{0}\right)$ which is holomorphic with respect to $s \in \mathbb{C}$.

The proposition asserts that the distribution

$$
\left.\left.\varphi \longmapsto\langle | t\right|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \varphi \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle
$$

extends as a distribution on $\mathrm{nb}_{X_{0} \times \mathbf{S}}\left(x_{o}, z_{0}\right)$ depending meromorphically on $s$, with poles along the sets $s=-k+\gamma \star z / z(k \in \mathbb{N})$, and with a bounded order. We note that changing the function $\chi$ will modify the previous meromorphic distribution by a holomorphic one, as $|t|^{2 s}$ is $C^{\infty}$ for any $s$ away from $t=0$. The proposition is a consequence of the following more precise lemma.

Lemma 3.6.5. Let $\left(x_{o}, z_{o}\right) \in X_{0} \times \mathbf{S}$ and let $a_{1}, a_{2} \in \mathbb{R}$. There exist $L \geqslant 0$ and a finite set of $\gamma$ satisfying

$$
\psi_{t, \gamma} \mathscr{M}_{\left(x_{0}, z_{0}\right)}^{\prime} \neq 0, \quad \psi_{t, \gamma} \cdot \mathscr{M}_{\left(x_{0},-z_{0}\right)}^{\prime \prime} \neq 0, \quad \ell_{z_{0}}(\gamma) \leqslant a_{1}, \quad \ell_{-z_{0}}(\gamma) \leqslant a_{2}
$$

such that, for any sections $m^{\prime} \in V_{a_{1}}^{\left(z_{0}\right)} \cdot \mathscr{M}_{\left(x_{0}, z_{0}\right)}^{\prime}$ and $m^{\prime \prime} \in V_{a_{2}}^{\left(-z_{0}\right)} \cdot \mathscr{M}_{\left(x_{o},-z_{0}\right)}^{\prime \prime}$, the correspondence

$$
\begin{equation*}
\left.\left.\varphi \longmapsto \prod_{\gamma} \Gamma(s-\gamma \star z / z)^{L} \cdot\langle | t\right|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \varphi \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \tag{3.6.5}
\end{equation*}
$$

defines, for any $s \in \mathbb{C}$, a section of $\mathfrak{D b}_{X_{02} \times \mathbf{S} / \mathbf{S}}$ on $\mathrm{nb}_{X_{0} \times \mathbf{S}}\left(x_{0}, z_{0}\right)$ which is holomorphic with respect to $s \in \mathbb{C}$.

Assume moreover that the class of $m^{\prime}$ (resp. $m^{\prime \prime}$ ) in $\operatorname{gr}_{a_{1}}^{V^{\left(z_{0}\right)}} \cdot \mathbb{M}_{\left(x_{0}, z_{0}\right)}^{\prime}$ (resp. in $\left.\operatorname{gr}_{a_{2}}^{V^{\left(-z_{0}\right)}} \mathscr{M}_{\left(x_{0},-z_{0}\right)}^{\prime \prime}\right)$ is in $\psi_{t, \alpha_{1}} \cdot \mathscr{M}_{\left(x_{0}, z_{0}\right)}^{\prime}\left(\right.$ resp. in $\left.\psi_{t, \alpha_{2}} \cdot \mathscr{M}_{\left(x_{o},-z_{o}\right)}^{\prime \prime}\right)$. Then the product of $\Gamma$ factors can be indexed by a set of $\gamma$ satisfying moreover

$$
\begin{equation*}
2 \operatorname{Re}(\gamma)<a_{1}+a_{2} \quad \text { or, if } \alpha_{1}=\alpha_{2} \stackrel{\text { def }}{=} \alpha, \gamma=\alpha \tag{3.6.5}
\end{equation*}
$$

Proof. Let $b_{m^{\prime}}(S)=\prod_{\gamma \in A\left(m^{\prime}\right)}(S-\gamma \star z)^{\nu(\gamma)}$ be the Bernstein polynomial of $m^{\prime}$ (cf. Corollary 3.3.7), with $\nu(\gamma)$ bounded by the nilpotency index $L$ of N . It is enough to prove that $\prod_{\gamma \in A\left(m^{\prime}\right)} \Gamma(s-\gamma \star z / z)^{\nu(\gamma)}$ is a convenient product of $\Gamma$ factors. Indeed, arguing similarly for $m^{\prime \prime}$, one obtains that the product indexed by $A\left(m^{\prime}\right) \cap A\left(m^{\prime \prime}\right)$ is convenient. It is then casy to verify that Conditions $(3.6 .5)(* *)$ on $\gamma$ are satisfied by any $\gamma \in A\left(m^{\prime}\right) \cap A\left(m^{\prime \prime}\right)$. Remark that $\ell_{z_{o}}(\gamma)+\ell_{-z_{o}}(\gamma)=2 \operatorname{Re}(\gamma)$.

We note first that, for any local section $Q$ of $V_{0} \mathscr{R}_{\mathscr{X}}{ }_{,\left(x_{0}, z_{0}\right)}$, and any $C^{\infty}$-form $\psi$ on $\mathrm{nb}_{X \times \mathbf{S}}\left(x_{o}, z_{o}\right)$ with compact support, the form $\left(|t|^{2 s} \psi\right) \cdot Q$ is $C^{p}$ with compact
support if $2 \operatorname{Re} s>p$. Applying this to the Bernstein relation $Q=b_{m^{\prime}}\left(-\mathrm{\partial}_{t} t\right)-t P$ for $m^{\prime}$, one gets

$$
\begin{align*}
0 & \left.=\left.\left\langle\left[b_{m^{\prime}}\left(-\partial_{t} t\right)-t P\right] C\left(m^{\prime}, \overline{m^{\prime \prime}}\right),\right| t\right|^{2 s} \psi\right\rangle \\
& =\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right),\left(|t|^{2 s} \psi\right) \cdot\left[b_{m^{\prime}}\left(-\partial_{t} t\right)-t P\right]\right\rangle  \tag{3.6.6}\\
& \left.\left.=\left.b_{m^{\prime}}(z s)\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right),\right| t\right|^{2 s} v\right\rangle+\left.\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right),\right| t\right|^{2 s} t \eta\right\rangle
\end{align*}
$$

for some $\eta$, which is a polynomial in $s$ with coefficients being $C^{\infty}$ with compact support contained in that of $\varphi$. As $|t|^{2 s} t$ is $C^{p}$ for $2 \operatorname{Re} s+1>p$, we can argue by induction to show that, for any $\psi$ and $k \in \mathbb{N}$,

$$
\begin{equation*}
\left.\left.s \longmapsto b_{m^{\prime}}(z(s-k+1)) \cdots b_{m^{\prime}}(z . s)\langle | t\right|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \psi\right\rangle \tag{3.6.7}
\end{equation*}
$$

extends as a holomorphic function on $\{s \mid 2 \operatorname{Re} s>p-k\}$. Apply this result to $\psi=\varphi \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}$ to get the lemma.
Remark 3.6.8. - The previous proof also applies if we only assume that $C$ is $\mathscr{R}_{(X, \bar{X}), \mathbf{S}^{-}}$ linear away from $\{t=0\}$. Indced, this implies that $\left[b_{m^{\prime}}\left(-\partial_{t} t\right)-t P\right] C\left(m^{\prime}, \overline{m^{\prime \prime}}\right)$ is supported on $\{t=0\}$, and (3.6.6) only holds for Res big enough, maybe $\gg p$. Then, (3.6.7) coincides with a holomorphic distribution defined on $\{s \mid 2 \operatorname{Re} s>p-k\}$ only for Res $\gg 0$. But, by uniqueness of analytic extension, it coincides with it on $\operatorname{Re} s>p$.

A distribution on $X_{0} \times \mathbf{S} / \mathbf{S}$ which is continuous with respect to $z$ and holomorphic with respect to $\mathbf{S}$ can be restricted as a distribution to sets of the form $s=\alpha \star z / z$. This restriction is continuous with respect to $z$. By a similar argument, the polar coefficients along $s=\alpha \star z / z$ of the meromorphic distribution $\left.\left.\langle | t\right|^{2 . s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \bullet \wedge(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle$ exist as semi-meromorphic distributions on $\mathrm{nb}_{X_{0} \times \mathbf{S}}\left(x_{o}, z_{o}\right)$ (i.e., the exists a polynomial $p(z)$ such that, after multiplication by $p(z)$, the distribution is continuous with respect to $z$ ). The possible poles are the $z \in \mathbf{S}$ such that there exists $\gamma$ as in (3.6.5)(**) with $(\gamma-n-\alpha) \star z=0, n \in \mathbb{N}$ and $n \neq 0$ if $\gamma=\alpha$.

Lemma 3.6.9.- Let $\left[m^{\prime}\right]$ be a local section of $\psi_{t, \alpha} \mathscr{M}^{\prime}$ near $\left(x_{o}, z_{o}\right)$ and $\left[m^{\prime \prime}\right]$ a local section of $\psi_{t, \alpha} \mathscr{M}^{\prime \prime}$ near $\left(x_{o},-z_{o}\right)$. Then, the polar coefficients of the distribution $\left.\left.\langle | t\right|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle$ along $s=\alpha \star z / z$ do neither depend on the choice of the local liftings $m^{\prime}, m^{\prime \prime}$ of $\left[m^{\prime}\right],\left[m^{\prime \prime}\right]$ nor on the choice of $\chi$, and take value in $\mathfrak{D b}_{X_{0 E} \times \mathbf{S} / \mathrm{s}}$.

Proof. Indeed, any other local lifting of $m^{\prime}$ can be written as $m^{\prime}+\mu^{\prime}$, where $\mu^{\prime}$ is a local section of $V_{\left\langle\ell_{z_{0}}(\alpha)\right.}^{\left(z_{0}\right)} \mathscr{M}^{\prime}$. By the previous lemma, $\left.\left.\langle | t\right|^{2 s} C\left(\mu^{\prime}, \overline{m^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle$ is holomorphic along $s=\alpha \star z / z$. We note also that a different choice of the function $\chi$ does not modify the polar coefficients.

We want to show that the polar coefficients do not have poles in some neighbourhood of $\mathbf{S}$. The possible poles of the polar coefficients, as we have seen above, are
such that $(\gamma-n-\alpha) \star z=0$, with $n \in \mathbb{N}$ and $n \neq 0$ if $\gamma=\alpha$. Now, (3.6.5)(**) shows that the only possible $\gamma \neq \alpha$ are such that $\operatorname{Re}(\gamma)<\operatorname{Re}(\alpha)$, hence for any $\gamma, n$ that we have to consider, we have $\operatorname{Re}(\gamma-n-\alpha)<0$, hence $\neq 0$. Now, there can be no $z \in \mathbf{S}$ with $(\gamma-n-\alpha) \star z=0$ (by $\S 0.9$, we should have $z= \pm i$ and $\gamma-n-\alpha$ purely imaginary).

According to this lemma, we get a sesquilinear pairing

$$
\begin{align*}
\psi_{t, \alpha} \mathscr{M}_{\mid \mathbf{S}}^{\prime} & \otimes \overline{\Theta_{\mathbf{S}}}  \tag{3.6.10}\\
& \overline{\psi_{t, \alpha} \cdot \mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \\
\quad\left(\left[m^{\prime}\right], \overline{\left[m^{\prime \prime}\right]}\right) & \left.\left.\longmapsto \operatorname{Res}_{s=\alpha \star z / z}\langle | t\right|^{2 s} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle
\end{align*}
$$

where $m^{\prime}, m^{\prime \prime}$ are local liftings of $\left[m^{\prime}\right],\left[m^{\prime \prime}\right]$. The compatibility (3.6.1) of $\psi_{t, \alpha} C$ with N follows from $\bar{t} \partial_{\bar{t}}|t|^{2 s}=(i z)^{-2} t \partial_{t}|t|^{2 s}$ (recall that $\alpha \star z / z$ is real).

Definition 3.6.11. For $\operatorname{Re} \alpha \in\left[-1,0\left[\right.\right.$, the specialized sesquilinear pairing $\Psi_{t, \alpha} C$ is defined as $\psi_{t, \alpha} C$, according to Remark 3.4.4(2).

Remark 3.6.12. - We have defined a functor $\psi_{t, \alpha}$, and similarly $\Psi_{t, \alpha}$ if $\operatorname{Re} \alpha \in[-1,0[$, from the category of strictly specializable objects of $\mathscr{R}$ - $\operatorname{Triples}(X)$, i.e., objects $\mathscr{T}=$ $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ such that $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are in $\mathscr{S}^{2}(X, t)$, to the category $\mathscr{R}$ - Triples $\left(X_{0}\right)$ by putting $\psi_{t, \alpha} \mathscr{T}=\left(\psi_{t, \alpha} \mathscr{M}^{\prime}, \psi_{t, \alpha} \mathscr{M}^{\prime \prime}, \psi_{t, \alpha} C\right)$. This functor clearly commutes with any Tate twist by $k \in \frac{1}{2} \mathbb{Z}$.

Remark 3.6.13 (Behaviour with respect to adjunction). - As $\chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}$ is real, we have $\psi_{t, \alpha}\left(C^{*}\right)=\left(\psi_{t, \alpha} C\right)^{*}$. If $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ is a sesquilinear duality of weight $w$ on $\mathscr{T}$, then $\psi_{t, \alpha} \mathscr{S}$ is a sesquilinear duality of weight $w$ on $\psi_{t, \alpha} \mathscr{T}$. As $\psi_{t, \alpha} S^{\prime}$ and $\psi_{t, \alpha} S^{\prime \prime}$ commute with N , we have $\mathscr{N}^{*} \circ \psi_{t, \alpha} \mathscr{S}=-\psi_{t, \alpha} \mathscr{S} \circ \mathscr{N}$ (recall that $\mathscr{N}=(-i \mathrm{~N}, i \mathrm{~N}))$. Then $\mathrm{gr}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{T}$ is a graded triple in the sense given in §1.6.c and $\operatorname{gr}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{S}$ is a (graded) sesquilinear duality of weight $w$ on it. Last, we see that $\operatorname{gr}_{-2}^{\mathrm{M}} \mathscr{N}$ is skewadjoint with respect to $\operatorname{gr}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{S}$; in other words, $\mathrm{gr}_{\bullet}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{S}$ is a Hermitian duality of ( $\mathrm{gr}_{\bullet}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{T}, \mathrm{gr}_{-2}^{\mathrm{M}} \mathscr{N}$ ). Consequently, (2.1.13) defines a Hermitian duality on the primitive parts.

If for instance $\mathscr{M}^{\prime}=\mathscr{M}^{\prime \prime}=\mathscr{M}$ and $C^{*}=C$, so that $\mathscr{S}=(\mathrm{Id}, \mathrm{Id})$ is a Hermitian duality of weight 0 , we have $\psi_{t, \alpha}(C)^{*}=\psi_{t, \alpha}(C)$, and we are in the situation of Example 2.1.14. The sesquilinear pairing on the primitive part

$$
P \psi_{t, \alpha, \ell} C: P \operatorname{Pgr}_{\ell}^{\mathrm{M}} \psi_{t, \alpha} \cdot \mathscr{M}_{\mid \mathbf{S}} \otimes_{\mathscr{O}_{\mathbf{S}}} \overline{P_{\operatorname{gr}_{\ell}}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M}_{\mid \mathbf{S}}} \longrightarrow \mathfrak{D b}_{X_{0 \mathbb{R}} \times \mathbf{S} / \mathbf{S}}
$$

is given by the formula

$$
\begin{equation*}
P \psi_{t, \alpha, \ell} C \stackrel{\text { def }}{=}(i z)^{-\ell} \psi_{t, \alpha, \ell} C\left((i \mathrm{~N})^{\ell} \bullet, \bar{\bullet}\right) \tag{3.6.14}
\end{equation*}
$$

Remark 3.6.15. - We assume that $\mathscr{T}$ is a smooth twistor. In particular, $C$ takes values in $C^{\infty}$ functions. Then $\psi_{t,-1} \mathscr{T}$ is equal to the restriction of $\mathscr{T}$ along $\{t=0\}$ as defined in Definition 1.6.9.

Remark 3.6.16. - Let $f=t^{r}$ for $r \geqslant 1$. Let $i_{f}$ be the graph inclusion of $f$ and let $i:\{t=0\} \hookrightarrow X$ be the closed inclusion. Similarly to Proposition 3.3.13, one shows that $\psi_{f, \alpha} C=i_{+} \psi_{t, r \alpha} C$.
3.6.b. Vanishing cycles and sesquilinear pairings. - If $\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$ are supported on $X_{0}$, we have $\psi_{t, \alpha} C=0$ for any $\alpha$. We should therefore also define the "vanishing cycle analogue" $\phi_{t, 0} C$ in order to recover an interesting sesquilinear form on $\psi_{t, 0} \mathscr{M}^{\prime} \otimes_{\mathcal{O}_{\mathrm{s}}} \overline{\psi_{t, 0} \mathscr{M}^{\prime \prime}}$ in any case. We continue to assume in the following that $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are strictly specializable along $\{t=0\}$.

The function $I_{\widehat{\chi}}$. - In the following, we always assume that $z$ varies in $\mathbf{S}$. Let $\widehat{\chi}(\theta)$ be a $C^{\infty}$ function of the complex variable $\theta$ such that $\hat{\chi}$ has compact support on $\mathbb{C}$ and $\widehat{\chi} \equiv 1$ near $\theta=0$. For $s$ such that Res $>0$. the function

$$
I_{\widehat{\chi}}(t, s, z) \stackrel{\text { def }}{=} \int e^{\bar{t} z / \bar{\theta}-t / \theta z}|\theta|^{2(s-1)} \widehat{\chi}(\theta) \frac{i}{2 \pi} d \theta \wedge d \bar{\theta}
$$

is continuous with respect to $t$ and holomorphic with respect to $s$ (notice that the exponent $\bar{t} z / \bar{\theta}-t / \theta z$ is purely imaginary, as $z \in \mathbf{S}$ ). It also varies smoothly with respect to $z$. For any $p \in \mathbb{N}$, the function $I_{\bar{\chi}}$. when restricted to the domain $2 \operatorname{Re} s>p$, is $C^{p}$ in $t$ and holomorphic with respect to $s$.

Define $I_{\widehat{\chi}, k, \ell}$ by replacing $|\theta|^{2(s-1)}$ with $\theta^{k} \bar{\theta}^{\ell}|\theta|^{2(s-1)}$ in the integral defining $I_{\widehat{\chi}}$; in particular, we have $I_{\widehat{\chi}}=I_{\widehat{\chi}, 0,0}$ and $I_{\widehat{\chi}, k, k}(t, s, z)=I_{\widehat{\chi}}(t, s+k, z)$ for any $k \in \mathbb{Z}$.

Remark 3.6.17. - We can also use the coordinate $\tau=1 / \theta$ to write $I_{\widehat{\chi}}(t, s, z)$ as

$$
I_{\widehat{\chi}}(t, s, z)=\int e^{\overline{\tau \tau} z-t \tau / z}|\tau|^{-2(s+1)} \widehat{\chi}(\tau) \frac{i}{2 \pi} d \tau \wedge d \bar{\tau}
$$

where now $\widehat{\chi}$ is $C^{\infty}$, is $\equiv 1$ near $\tau=\infty$ and $\equiv 0$ near $\tau=0$. It is the Fourier transform of $|\tau|^{-2(s+1)} \widehat{\chi}(\tau)$ up to a scaling factor $z$ : put $\tau=\xi+i \eta$ and $t / 2 z=y+i x$; then $I_{\widehat{\chi}}(t, s, z)=\frac{1}{\pi} \int e^{-i(x \xi+y \eta)}|\tau|^{-2(s+1)} \widehat{\chi}(\tau) d \xi \wedge d \eta$.

If we denote by $\mathscr{F}$ the Fourier transform with kernel $e^{\overline{\tau \tau} z-t \tau / z} \frac{i}{2 \pi} d \tau \wedge d \bar{\tau}$, then the inverse Fourier transform $\mathscr{F}^{-1}$ has kernel $e^{-\overline{t \tau} z+t \tau / z} \frac{i}{2 \pi} d t \wedge d \bar{t}$.

For Res large enough, using Stokes formula, we obtain

$$
\begin{aligned}
& t I_{\widehat{\chi}, k-1, \ell}(t, s, z)=-z(s+k) I_{\widehat{\chi}, k, \ell}(t, s, z)-z I_{\partial \widehat{\chi} / \partial \theta, k+1, \ell}(t, s, z) \\
& \bar{t} I_{\widehat{\chi}, k, \ell-1}(t, s, z)=-\bar{z}(s+\ell) I_{\widehat{\chi}, k, \ell}(t, s, z)-\bar{z} I_{\partial \widehat{\chi} / \partial \bar{\theta}, k, \ell+1}(t, s, z),
\end{aligned}
$$

with $I_{\partial \widehat{\chi} / \partial \theta, k+1, \ell}, I_{\partial \widehat{\chi} / \partial \bar{\theta}, k, \ell+1} \in C^{\infty}(\mathbb{C} \times \mathbb{C} \times \mathbf{S})$, holomorphic with respect to $s \in \mathbb{C}$. In particular we get

$$
|t|^{2} I_{\widehat{\chi}}(t, s-1, z)=-s^{2} I_{\widehat{\chi}}(t, s, z)+\cdots,
$$

where "..." is $C^{\infty}$ in $(t, s, z)$ and holomorphic with respect to $s \in \mathbb{C}$. This equality holds on $\operatorname{Re} s>1$. This allows one to extend $I_{\hat{\chi}}$ as a $C^{\infty}$ function on $\{t \neq 0\} \times \mathbb{C} \times \mathbf{S}$, holomorphic with respect to $s$.

For $\operatorname{Re} s>1$, we have

$$
\partial_{t} I_{\widehat{\chi}}(t, s, z)=-I_{\widehat{\chi},-1,0}(t, s, z) \quad \text { and } \quad \bar{\partial}_{t} I_{\widehat{\chi}}(t, s, z)=-I_{\widehat{\chi}, 0,-1}(t, s, z),
$$

hence

$$
t \check{\partial}_{t} I_{\widehat{\chi}}=z s I_{\widehat{\chi}}+z I_{\partial \widehat{\chi} / \partial \theta, 1,0} \quad \text { and } \quad{\overline{t \mho_{t}}} I_{\widehat{\chi}}=\bar{z} s I_{\widehat{\chi}}+\bar{z} I_{\partial \widehat{\chi} / \partial \bar{\theta}, 0,1} .
$$

By analytic extension, these equalities hold on $\{t \neq 0\} \times \mathbb{C} \times \mathbf{S}$.
Definition of $\phi_{t, 0} C$. - Let $m^{\prime}, m^{\prime \prime}$ be local sections (near $\left(x_{o}, z_{o}\right)$ and $\left(x_{o},-z_{o}\right)$ with $z_{o} \in \mathbf{S}$ ) of $V_{0} \mathscr{M}^{\prime}, V_{0} \cdot \mathscr{M}^{\prime \prime}$ lifting local sections $\left[m^{\prime}\right],\left[m^{\prime \prime}\right]$ of $\psi_{t, 0} \mathscr{M}^{\prime}, \psi_{t, 0} \cdot \mathscr{M}^{\prime \prime}$. Using the previous properties of $I_{\hat{\chi}}$, one shows as in Lemma 3.6.5 that, for any test form $\varphi$ on $\mathscr{X}_{0}$ and any compactly supported $C^{\infty}$ function $\chi(t)$ such that $\chi \equiv 1$ near $t=0$, the function

$$
s \longmapsto\left\langle I_{\widehat{\chi}}(t, s, z) C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \varphi \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle
$$

is holomorphic for Res big enough and extends as a meromorphic function of $s$ with poles at most on $s=0$ and on sets $s=\gamma \star z / z$ with $\operatorname{Re} \gamma<0$.

We put

$$
\begin{equation*}
\left\langle\phi_{t, 0} C\left(\left[m^{\prime}\right], \overline{\left[m^{\prime \prime}\right]}\right), \varphi\right\rangle \stackrel{\text { def }}{=} \operatorname{Res}_{s=0}\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \varphi \wedge I_{\widehat{\chi}}(t, s, z) \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \tag{3.6.18}
\end{equation*}
$$

This residue does not depend on the choice of $\widehat{\chi}$ and $\chi$, nor on the choice of the representatives $m^{\prime}, m^{\prime \prime}$ in $V_{0} \mathscr{M}^{\prime}, V_{0} \mathscr{M}^{\prime \prime}(c f$. Lemma 3.6.9), and defines a section of $\mathfrak{D} \mathfrak{b}_{X_{0 E} \times \mathbf{S} / \mathbf{s}}$. As we can take $\chi$ and $\widehat{\chi}$ real, one obtains that $\phi_{t, 0}\left(C^{*}\right)=\left(\phi_{t, 0} C\right)^{*}$. Arguing as for $\psi_{t, \alpha} C$, one gets the analogue of (3.6.1). We define then

$$
\begin{equation*}
\phi_{t, 0} \mathscr{T}=\phi_{t, 0}\left(\mathscr{M}^{\prime}, . \mathscr{M}^{\prime \prime}, C\right) \stackrel{\text { def }}{=}\left(\psi_{t, 0} \cdot \mathscr{M}^{\prime}, \psi_{t, 0} \cdot \mathscr{M}^{\prime \prime}, \phi_{t, 0} C\right), \tag{3.6.19}
\end{equation*}
$$

and we have a morphism $\mathscr{N}: \phi_{t, 0} \mathscr{T} \rightarrow \phi_{t, 0} \mathscr{T}(-1)$ in $\mathscr{R}$ - Triples $\left(X_{0}\right)$.
Remark 3.6.20. - Let us explain the definition of $\phi_{t, 0} C$. Consider the one-variable distribution with compact support $\left\langle\chi C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \varphi\right\rangle$. Its Fourier transform is a distribution of the variable $\tau$, that we localize near $\tau=\infty$ and to which we apply the functor $\psi_{\theta,-1}$, to obtain $\phi_{t, 0} C$. This procedure is similar to a microlocalization with respect to the variable $t$.

The morphisms $\mathscr{C}$ an and $\mathscr{V}$ ar. -- We define

$$
\mathscr{C} a n=(\text { var, } i \text { can }) \quad \text { and } \quad \mathscr{V} a r=(-i \text { can, var })
$$

Once they are known to be morphisms in $\mathscr{R}$ - $\operatorname{Triples}\left(X_{0}\right)$, they clearly satisfy $\mathscr{V} a r \circ \mathscr{C} a n=\mathscr{N}_{\psi_{t .-1}}$, $\mathscr{C} a n \circ \mathscr{V} a r=\mathscr{N}_{\phi_{t, 0}}$.

Lemma 3.6.21. - The morphisms $\mathscr{C}$ an and $\mathscr{V}$ ar are morphisms in $\mathscr{R}$ - $\operatorname{Triples}\left(X_{0}\right)$ :

$$
\psi_{t,-1} \mathscr{T} \xrightarrow{\mathscr{C} a n} \phi_{t, 0} \mathscr{T}(-1 / 2), \quad \phi_{t, 0} \mathscr{T}(1 / 2) \xrightarrow{\mathscr{V} a r} \psi_{t,-1} \mathscr{T} .
$$

Remark 3.6.22 (Behaviour with respect to adjunction).- Let $\mathscr{S}$ : $\mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ be a sesquilinear duality of weight $w$. Using the canonical isomorphism (1.6.3) $\left(\phi_{t, 0} \mathscr{T}(1 / 2)\right)^{*} \xrightarrow{\sim} \phi_{t, 0} \mathscr{T}^{*}(-1 / 2)$ given by $\left(\operatorname{Id}_{\psi_{t, 0}, \mathscr{M}^{\prime \prime}},-\operatorname{Id}_{\psi_{t, 0}, \mathscr{M}^{\prime}}\right)$, we get a commutative diagram

and an adjoint anticommutative diagram.
Proof of Lemma 3.6.21. - Let us show that $\mathscr{C}$ an is a morphism in $\mathscr{R}$ - $\operatorname{Triples}\left(X_{0}\right)$, the proof for $\mathscr{V}$ ar being similar. Let $\left[m_{0}^{\prime}\right]$ (resp. $\left.\left[m_{-1}^{\prime \prime}\right]\right)$ be a local section of $\psi_{t, 0} \mathscr{M}^{\prime}$ (resp. $\psi_{t,-1} \mathscr{M}^{\prime \prime}$ ). We have to show that

$$
\left.\left.\begin{array}{rl}
\operatorname{Res}_{s=0} z\left\langle C\left(m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right),\right. & \varphi
\end{array}\right) \overline{\bar{\partial}}_{t} I_{\widehat{\chi}}(t, s, z) \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle, \quad \begin{aligned}
& \left.=\left.\operatorname{Res}_{s=-1}\left\langle C\left(m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right), \varphi \wedge t\right| t\right|^{2 s} \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle . \tag{3.6.23}
\end{aligned}
$$

We can replace $\bar{\delta}_{t} I_{\widehat{\chi}}(t, s, z)$ with $-I_{\widehat{\chi}, 1,0}(t, s-1, z)$, so that the left-hand term in (3.6.23) is

$$
\begin{equation*}
\operatorname{Res}_{s=-1}\left\langle C\left(m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right), \varphi \wedge\left(-z I_{\widehat{\chi}, 1,0}(t, s, z)\right) \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle . \tag{3.6.24}
\end{equation*}
$$

Let us denote by $T$ the one-variable distribution $\left\langle\chi C\left(m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right), \varphi\right\rangle$ obtained by integration in the $X_{0}$ direction. It has compact support by definition of $\chi$. Therefore, its Fourier transform $\mathscr{F} T$ is a $C^{\infty}$-function of $\tau, z$, which has slow growth, as well as all its derivatives, when $\tau \rightarrow \infty$. The function in (3.6.24) is then written as

$$
\begin{equation*}
-z \int \mathscr{F} T(\tau, z) \cdot \tau^{-1}|\tau|^{-2(s+1)} \widehat{\chi}(\tau) \frac{i}{2 \pi} d \tau \wedge d \bar{\tau} \tag{3.6.25}
\end{equation*}
$$

On the other hand, the function in the RHS of (3.6.23) is

$$
\begin{align*}
\left.\left.\langle T, t| t\right|^{2 s} \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle & =\left\langle\mathscr{F} T, \mathscr{F}^{-1}\left(t|t|^{2 s} \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right)\right\rangle \\
& =\int \mathscr{F} T(\tau, z) \cdot \mathscr{F}^{-1}\left(t|t|^{2 s} \chi\right) \frac{i}{2 \pi} d \tau \wedge d \bar{\tau} \tag{3.6.26}
\end{align*}
$$

(in order to get this expression, we replace $\chi$ with $\chi^{2}$ in (3.6.23), which does not change the residue, as previously remarked).
The function $\widehat{I}_{\chi, 1,0}(\tau, s, z)$. Let us state some properties of the function $\widehat{I}_{\chi, 1,0}(\tau, s, z) \stackrel{\text { def }}{=} \mathscr{F}^{-1}\left(t|t|^{2 s} \chi\right)$.
(1) Let us denote by $\widehat{I}_{\chi, k, \ell}(\tau, s, z)(k, \ell \in \mathbb{Z})$ the function obtained by integrating $|t|^{2 s} t^{k} \bar{t}^{\ell}$. Then, for any $s \in \mathbb{C}$ with $\operatorname{Re}(s+1+(k+\ell) / 2)>0$ and any $z \in \mathbf{S}$, the function $(\tau, s, z) \mapsto \widehat{I}_{\chi, k, \ell}(\tau, s, z)$ is $C^{\infty}$, depends holomorphically on $s$, and satisfies $\lim _{\tau \rightarrow \infty} \widehat{I}_{\chi, k, \ell}(\tau, s, z)=0$ locally uniformly with respect to $s, z$ (apply the classical

Riemann-Lebesgue lemma saying that the Fourier transform of a function in $L^{1}$ is continuous and tends to 0 at infinity).
(2) We have

$$
\begin{array}{ll}
\tau \widehat{I}_{\chi, k, \ell}=-z(s+k) \widehat{I}_{\chi, k-1, \ell}-z \widehat{I}_{\partial \chi / \partial t, k, \ell} & \partial_{\tau} \widehat{I}_{\chi, k, \ell}=\widehat{I}_{\chi, k+1, \ell} \\
\bar{\tau} \widehat{I}_{\chi, k, \ell}=-\bar{z}(s+\ell) \widehat{I}_{\chi, k, \ell-1}-\bar{z} \widehat{I}_{\partial \chi / \partial \bar{t}, k, \ell} & \bar{\partial}_{\tau} \widehat{I}_{\chi, k, \ell}=\widehat{I}_{\chi, k, \ell+1} \tag{3.6.27}
\end{array}
$$

where the equalities hold on the common domain of definition (with respect to $s$ ) of the functions involved. We note that the functions $\widehat{I}_{\partial \tau, k, \ell}$ and $\widehat{I}_{\partial \chi / \partial \bar{t}, k, \ell}$ are $C^{\infty}$ on $\mathbb{P}^{1} \times \mathbb{C} \times \mathbf{S}$, depend holomorphically on $s$, and are infinitely flat at $\tau=\infty$ (because $t^{k} \bar{t}^{\ell}|t|^{2 s} \partial_{t, \bar{t}} \chi$ is $C^{\infty}$ in $t$ with compact support, and holomorphic with respect to $s$, so that its Fourier transform is in the Schwartz class, holomorphically with respect to $s$ ).

It follows that, for $\operatorname{Re}(s+1)+(k+\ell) / 2>0$, we have

$$
\begin{align*}
& \tau \text { ஓ}_{\tau} \widehat{I}_{\chi, k, \ell}=-z(s+k+1) \widehat{I}_{\chi, k, \ell}-z \widehat{I}_{\partial \chi / \partial t, k+1, \ell}  \tag{3.6.28}\\
& \overline{\tau \check{\partial}_{\tau}} \widehat{I}_{\chi, k, \ell}=-\bar{z}(s+\ell+1) \widehat{I}_{\chi, k, \ell}-\bar{z} \widehat{I}_{\partial \chi / \partial \bar{t}, k, \ell+1}
\end{align*}
$$

(3) Consider the variable $\theta=\tau^{-1}$ with corresponding derivation $\partial_{\theta}=-\tau^{2} \partial_{\tau}$, and write $\widehat{I}_{\chi, k, \ell}(\theta, s, z)$ the function $\widehat{I}_{\chi, k, \ell}$ in this variable. Then, for any $p \geqslant 0$, any $s \in \mathbb{C}$ with $\operatorname{Re}(s+1+(k+\ell) / 2)>p$ and any $z \in \mathbf{S}$, all derivatives up to order $p$ of $\widehat{I}_{\chi, k, \ell}(\theta, s, z)$ with respect to $\theta$ tend to 0 when $\theta \rightarrow 0$, locally uniformly with respect to $s, z$ (use (3.6.28) and (3.6.27)); in particular, $\widehat{I}_{\chi, k, \ell}(\tau, s, z)$ extends as a function of class $C^{p}$ on $\mathbb{P}^{1} \times\{\operatorname{Re}(s+1+(k+\ell) / 2)>p\} \times \mathbf{S}$, holomorphic with respect to $s$.

The function $\widehat{I}_{\chi, 1,0}(\tau, s, z)$ is $C^{\infty}$ in $\tau$ and holomorphic in $s$ on $\{s \mid \operatorname{Re} s>-3 / 2\}$. Using the function $\widehat{\chi}(\tau)$ as above, we conclude that the integral

$$
\begin{equation*}
\int \mathscr{F} T(\tau, z) \cdot \mathscr{F}^{-1}\left(t|t|^{2 s} \chi\right)(1-\widehat{\chi}(\tau)) \frac{i}{2 \pi} d \tau \wedge d \bar{\tau} \tag{3.6.29}
\end{equation*}
$$

is holomorphic with respect to $s$ for $\operatorname{Re} s>-3 / 2$. It can thus be neglected when computing the residue at $s=-1$. The question reduces therefore to the comparison of $\widehat{I}_{\chi, 1,0}(\tau, s, z)$ and $\tau^{-1}|\tau|^{-2(s+1)}$ when $\tau \rightarrow \infty$.

Put $\widehat{J}_{\chi, 1,0}(\tau, s, z)=\tau|\tau|^{2(s+1)} \widehat{I}_{\chi, 1,0}(\tau, s, z)$. Then, by (3.6.28), we have

$$
\tau \frac{\partial \widehat{J}_{\chi, 1,0}}{\partial \tau}=-\widehat{J}_{\partial \chi / \partial t, 1,0}, \quad \bar{\tau} \frac{\partial \widehat{J}_{\chi, 1,0}}{\partial \bar{\tau}}=-\widehat{J}_{\partial \chi / \partial \bar{t}, 0,1}
$$

and both functions $\widehat{J}_{\partial \chi / \partial t, 1,0}$ and $\widehat{J}_{\partial \chi / \partial \bar{t}, 0,1}$ extend as $C^{\infty}$ functions, infinitely flat at $\tau=\infty$ and holomorphic with respect to $s \in \mathbb{C}$. Put

$$
\widehat{K}_{\chi}(\tau, s, z)=-\int_{0}^{1}\left[\widehat{J}_{\partial \chi / \partial t, 1,0}(\lambda \tau, s, z)+\widehat{J}_{\partial \chi / \partial \bar{t}, 0,1}(\lambda \tau, s, z)\right] d \lambda
$$

Then $\widehat{K}_{\chi}$ is of the same kind.

Lemma 3.6.30. For any $s$ in the strip $\operatorname{Re}(s+1) \in]-1,-1 / 4[$, the function $\tau \mapsto$ $\widehat{J}_{\chi, 1,0}(\tau, s, z)$ satisfies

$$
\lim _{\tau \rightarrow \infty} \widehat{J}_{\chi, 1,0}(\tau, s, z)=-z \frac{\Gamma(s+2)}{\Gamma(-s)}
$$

Proof. - We can assume that $\chi$ is a $C^{\infty}$ function of $|t|^{2}$, that we still write $\chi\left(|t|^{2}\right)$. For simplicity, we assume that $\chi \equiv 1$ for $|t| \leqslant 1$. Then the limit of $\widehat{J}_{\chi, 1,0}$ is also equal to the limit of the integral

$$
J(\tau, s, z)=\int_{|t| \leqslant 1} e^{-\bar{t} \tau+t \tau / z} t \tau|t \tau|^{2(s+1)} \frac{i}{2 \pi} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}} .
$$

By a simple change of variables, we have

$$
J(\tau, s, z)=z \int_{|u| \leqslant|\tau|} e^{2 i \operatorname{Im} u} u|u|^{2 s} \frac{i}{2 \pi} d u \wedge d \bar{u}
$$

Using the Bessel function $J_{ \pm 1}(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i x \sin y} e^{ \pm i y} d y$, we can write

$$
\begin{aligned}
J(\tau, s, z) & =2 z \int_{\rho \leqslant|\tau|} J_{-1}(2 \rho) \rho^{2(s+1)} d \rho \\
& =-2^{-2(s+1)} z \int_{\rho \leqslant 2|\tau|} J_{1}(\rho) \rho^{2(s+1)} d \rho, \quad \text { as } J_{1}=-J_{-1}
\end{aligned}
$$

For $\operatorname{Re}(s+1) \in]-1,-1 / 4[$, the limit when $|\tau|$ of the previous integral is equal to $2^{2(s+1)} \Gamma(s+2) / \Gamma(-s)(c f .[71, \S 13.24$, p. 391]).

From Lemma 3.6.30, we can write, on the strip $\operatorname{Re}(s+1) \in]-1 / 2,-1 / 4[$,

$$
\begin{equation*}
\widehat{I}_{\chi, 1,0}(\tau, s, z)=-z \tau^{-1}|\tau|^{-2(s+1)} \frac{\Gamma(s+2)}{\Gamma(-s)}+K_{\chi}(\tau, s, z) \tag{3.6.31}
\end{equation*}
$$

where $K_{\chi}(\tau, s, z)=-z \tau^{-1}|\tau|^{-2(s+1)} \widehat{K}_{\chi}$ is $C^{\infty}$ on $\mathbb{C} \times \mathbb{C} \times \mathbf{S}$, infinitely flat at $\tau=\infty$ and holomorphic with respect to $s$. For any $p \geqslant 0$, apply $\left(\partial_{\tau} \partial_{\bar{\tau}}\right)^{p}$ to the previous equality restricted to $\tau \neq 0$ (where both sides are $C^{\infty}$ in $\tau$ and holomorphic with respect to $s$; preferably, multiply both sides by $\widehat{\chi}(\tau)$ ), to get, for $s$ in the same strip,

$$
\widehat{I}_{\chi, 1,0}(\tau, s+p, z)=-z \tau^{-1}|\tau|^{-2(s+p+1)} \frac{\Gamma(s+p+2)}{\Gamma(-s-p)}+\left(\partial_{\tau} \partial_{\bar{\tau}}\right)^{p} K_{\chi}(\tau, s, z)
$$

where the last term remains infinitely flat at $\tau=\infty$. It follows that (3.6.31) remains true on any strip $\operatorname{Re}(s+1) \in] p-1 / 2, p-1 / 4\left[\right.$ with $p \geqslant 0$ and a function $K_{\chi}^{(p)}$ instead of $K_{\chi}$.

Choose $p$ such that the two the meromorphic functions considered in (3.6.23) are holomorphic on the strip $\operatorname{Re}(s+1) \in] p-1 / 2, p-1 / 4[$. The difference between $\Gamma(s+2) / \Gamma(-s)$ times the function in the LHS and the function in the RHS coincides, on this strip, with a holomorphic function on the half-plane $\{s \mid \operatorname{Re} s>-3 / 2\}$ (taking into account (3.6.29) and $K_{\chi}^{(p)}$ ). It is then equal to it on this whole half-plane, hence has residue 0 at $s=-1$.

Let us emphasize two cases:
(1) Let us denote by $i$ the inclusion $\{t=0\} \hookrightarrow X$. Remark that, if $\mathscr{M}^{\prime}$ and $\mathscr{K}^{\prime \prime}$ are in $\mathscr{S}^{2}(X, t)$ and are supported on $\{t=0\}$, so that $\cdot \mathscr{M}^{\prime}=i_{+} \cdot \mathscr{M}_{0}^{\prime}$ and $\cdot \mathscr{M}^{\prime \prime}=i_{+} \cdot \mathscr{M}_{0}^{\prime \prime}$, then any sesquilinear pairing $C$ on $\mathscr{M}_{\mathbf{S}}^{\prime} \otimes_{\mathscr{G}_{\mathbf{s}}} \overline{\mathscr{M}_{\mathbf{S}}^{\prime \prime}}$ is equal to $i_{++} C_{0}$ for some sesquilinear pairing $C_{0}$ on $\mathscr{M}_{0 \mid \mathbf{S}}^{\prime} \otimes_{\mathcal{O}_{\mathbf{S}}} \overline{\mathscr{M}_{0 \mid \mathbf{S}}^{\prime \prime}}$. Indeed, by $\mathscr{R}_{(X, \bar{X}), \mathbf{S}}$-linearity, $C$ is determined by its restriction to $. \mathscr{M}_{0 \mid \mathbf{S}}^{\prime} \otimes \vartheta_{\mathbf{S}}, \overline{\mathscr{M}_{0 \mid \mathbf{S}}^{\prime \prime}} ;$ conclude by using that $t C\left(m_{0}^{\prime}, \overline{m_{0}^{\prime \prime}}\right)=C\left(t m_{0}^{\prime}, \overline{m_{0}^{\prime \prime}}\right)=0$.

We have $\mathscr{M}_{0}^{\prime}=\psi_{t, 0} \cdot \mathscr{K}^{\prime}$ and $\mathscr{M}_{0}^{\prime \prime}=\psi_{t, 0} \mathscr{U}^{\prime \prime}$. Moreover:
Lemma 3.6.32. - The pairing $\phi_{t, 0} C$ is equal to $C_{0}$.
Proof. - By definition, as $\chi(0)=1$, we have for $\operatorname{Re} s \gg 0$,

$$
\left\langle C\left(m_{0}^{\prime}, \overline{m_{0}^{\prime \prime}}\right), \varphi \wedge I_{\widehat{\chi}}(t, s, z) \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle=\left\langle C_{0}\left(m_{0}^{\prime}, \overline{m_{0}^{\prime \prime}}\right), \varphi\right\rangle \cdot I_{\widehat{\chi}}(0, s, z)
$$

As $\widehat{\chi}(0)=1$, we have $\operatorname{Res}_{s=0} I_{\widehat{\chi}}(0, s, z)=1$.
(2) We assume that can is onto.

Lemma 3.6.33. - Let $m_{0}^{\prime}$, $m_{0}^{\prime \prime}$ be local sections of $V_{0} \cdot \mathscr{M}^{\prime}, V_{0} \cdot \mathscr{M}^{\prime \prime}$ lifting local sections $\left[m_{0}^{\prime}\right],\left[m_{0}^{\prime \prime}\right]$ of $\psi_{t, 0} \cdot \mathscr{M}^{\prime}, \psi_{t, 0} \cdot \mathscr{K}^{\prime \prime}$. Then

$$
\left.\left\langle\phi_{t, 0} C\left(\left[m_{0}^{\prime}\right], \overline{\left[m_{0}^{\prime \prime}\right]}\right), \bullet\right\rangle=\left.\operatorname{Res}_{s=0} \frac{-1}{s}\langle | t\right|^{2 s} C\left(m_{0}^{\prime}, \overline{m_{0}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle .
$$

Proof. - There exists a local section $\left[m_{-1}^{\prime \prime}\right]$ of $\psi_{t,-1} \cdot \mathscr{M}^{\prime \prime}$ such that $\left[m_{0}^{\prime \prime}\right]=i \operatorname{can}\left[m_{-1}^{\prime \prime}\right]$. We have

$$
\begin{aligned}
\left.\langle | t\right|^{2(s+1)} C\left(m_{0}^{\prime}\right. & \left.\left.\left.\overline{m_{0}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle=\left.\langle | t\right|^{2 s} C\left(t m_{0}^{\prime}, \overline{t m_{0}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \\
& \left.=\left.\langle | t\right|^{2 s} C\left(m_{0}^{\prime}, \overline{i N m_{-1}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \\
& =\left\langle\left(-i \overline{\widetilde{\partial}_{t} t}|t|^{2 s}\right) C\left(t m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle+J(s, z) \\
& \left.=-\left.i \bar{z}(s+1)\langle | t\right|^{2 s} C\left(t m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle+J(s, z) \\
& \left.=-\left.(i z)^{-1}(s+1)\langle | t\right|^{2 s} C\left(t m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle+J(s, z),
\end{aligned}
$$

where $J(s, z)$ is meromorphic with respect to $s$ and has no pole along $s=-1$. Therefore, as $\phi_{t, 0} C\left(\left[m_{0}^{\prime}\right], \overline{\left[m_{0}^{\prime \prime}\right]}\right)=\phi_{t, 0} C\left(\left[m_{0}^{\prime}\right], \overline{i \operatorname{can}\left[m_{-1}^{\prime \prime}\right]}\right)=(i z)^{-1} \psi_{t,-1} C\left(\operatorname{var}\left[m_{0}^{\prime}\right], \overline{\left[m_{-1}^{\prime \prime}\right]}\right)$, we get

$$
\begin{aligned}
\left\langle\phi_{t, 0} C\left(\left[m_{0}^{\prime}\right], \overline{\left[m_{0}^{\prime \prime}\right]}\right), \bullet\right\rangle & \left.=\left.(i z)^{-1} \operatorname{Res}_{s=-1}\langle | t\right|^{2 s} C\left(t m_{0}^{\prime}, \overline{m_{-1}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \\
& \left.=\left.\operatorname{Res}_{s=-1} \frac{-1}{s+1}\langle | t\right|^{2(s+1)} C\left(m_{0}^{\prime}, \overline{m_{0}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \\
& \left.=\left.\operatorname{Res}_{s=0} \frac{-1}{s}\langle | t\right|^{2 s} C\left(m_{0}^{\prime}, \overline{m_{0}^{\prime \prime}}\right), \bullet \wedge \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle
\end{aligned}
$$

Corollary 3.6.34.-Let $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be an object of $\mathscr{R}$ - Triples $(X)$. We assume that $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are strictly specializable along $\{t=0\}$. The following properties are equivalent:
(1) $\phi_{t, 0} \mathscr{T}=\operatorname{Im} \mathscr{C}$ an $\oplus \operatorname{Ker} \mathscr{V}$ ar in $\mathscr{R}$ - Triples $(X)$,
(2) $\mathscr{T}=\mathscr{T}_{1} \oplus \mathscr{T}_{2}$ in $\mathscr{R}$ - $\operatorname{Triples}(X)$, with $\mathscr{T}_{2}$ supported on $\{t=0\}$ and $\mathscr{T}_{1}$ being such that its $\mathscr{C}$ an is onto and its $\mathscr{V}$ ar is injective.

Proof. - The part for $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ is Proposition 3.3.11. That $\phi_{t, 0} C$ decomposes is proved as in Proposition 3.5.8.
3.6.c. Direct images and specialization of sesquilinear pairings. - We take the notation used in Theorem 3.1.8.

Corollary 3.6.35. - Let $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be an object of $\mathscr{R}$ - $\operatorname{Triples}(X \times \mathbb{C})$. We assume that $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ satisfy the conditions in Theorem 3.3.15. Then, for any $\alpha$ with $\operatorname{Re} \alpha \in\left[-1,0\left[\right.\right.$, we have $\Psi_{t, \alpha} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{T}\right)=\mathscr{H}^{i}\left(f_{\dagger} \Psi_{t, \alpha} \mathscr{T}\right)$. Moreover, we have $\phi_{t, 0} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{T}\right)=\mathscr{H}^{i}\left(f_{\dagger} \phi_{t, 0} \mathscr{T}\right)$ and, with obvious notation, $\mathscr{C}$ an $\mathscr{H}^{i}\left(F_{\dagger} \mathscr{T}\right)=$ $\mathscr{H}^{i}\left(f_{\dagger} \mathscr{C} a n\right), \mathscr{V a r}_{\mathscr{H}^{i}\left(F_{\dagger} \mathscr{T}\right)}=\mathscr{H}^{i}\left(f_{\dagger} \mathscr{V} a r\right)$.

Proof. - Apply Theorem 3.3.15 for $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ and $\mathscr{C}$ an, $\mathscr{V}$ ar. It remains to controlling the behaviour of $\psi_{t, \alpha} C, \phi_{t, 0} C$ under $F_{\dagger}$. Now the result is a direct consequence of the definition of $\psi_{t, \alpha} C, \phi_{t, 0} C$, as we can compute with local sections of $V_{a} \mathscr{M}^{\prime}, V_{a} \mathscr{M}^{\prime \prime}$, knowing that, for $\mathscr{M}=\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$, the filtration $V_{\bullet} \mathscr{H}^{i}\left(F_{\dagger} \mathscr{M}\right)$ is $\mathscr{H}^{i}\left(f_{\dagger} V_{\bullet} \mathscr{M}\right)$.

### 3.7. Noncharacteristic inverse image

3.7.a. Noncharacteristic and strictly noncharacteristic $\mathscr{R}_{\mathscr{X}}$-modules along a submanifold. - Let $\mathscr{M}$ be a holonomic $\mathscr{R}_{\mathscr{X}}$-module with characteristic variety Char $\mathscr{M}$ contained in $\Lambda \times \Omega_{0}$, where $\Lambda \subset T^{*} X$ is Lagrangian. Let $Z \subset X$ be a submanifold of $X$ and denote by $i: Z \hookrightarrow X$ the inclusion. We say that $\mathscr{M}$ is noncharacteristic along $Z$ if $T_{Z}^{*} X \cap \Lambda \subset T_{X}^{*} X$ for some choice of $\Lambda$ as above.

Locally on $Z$, we can choose a smooth map $\boldsymbol{t}=\left(t_{1}, \ldots, t_{p}\right): X \rightarrow \mathbb{C}^{p}$ such that $Z=\boldsymbol{t}^{-1}(0)$ and we can regard $\boldsymbol{t}$ as a projection. We can therefore consider the sheaf $\mathscr{R}_{\mathscr{X} / \mathbb{C}^{p}}$ of relative differential operators with respect to the projection $\boldsymbol{t}$. The following is classical and easy:

Lemma 3.7.1. - If $\mathscr{M}$ is noncharacteristic along $Z$, then $\mathscr{M}$ is (locally on $Z$ ) $\mathscr{R}_{\mathscr{X}} / \mathbb{C}^{p-}$ coherent. If $Z$ has codimension one, then $\mathscr{M}$ is regular along $Z$.

Proof. - Indeed, if $\mathscr{M}$ is noncharacteristic along $Z$, then any local good filtration $F \cdot \mathscr{M}$ of $\mathscr{M}$ as a $\mathscr{R}_{\mathscr{X}}$-module is such that $\mathrm{gr}^{F} \cdot \mathscr{M}$ is $\mathrm{gr}^{F} \mathscr{R}_{\mathscr{X}^{\prime} / \mathbb{C}^{p} \text {-coherent. }}$

Definition 3.7.2. - The $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$ is strictly noncharacteristic along $Z$ if it is noncharacteristic along $Z$ and the (ordinary) restriction $\mathscr{O}_{\mathscr{Z}} \otimes_{\mathcal{O}_{\mathfrak{g}}} . \mathbb{M}_{\mid Z}$ is strict.

Remark 3.7.3.-- If $f: Z \rightarrow X$ is any morphism between smooth complex manifold, we can similarly define, for a holonomic $\mathscr{R} \mathscr{X}$-module $\mathscr{M}$, what "(strictly) noncharacteristic with respect to $f$ " means. Decompose $f$ as en embedding followed by a
projection. Then $\mathscr{M}$ is always strictly non characteristic with respect to the projection. Hence, in practice, it is enough to check this property for embeddings.

Lemma 3.7.4. Let $Z$ be a smooth hypersurface. We assume that $\mathscr{M}$ is strictly noncharacteristic along $Z$. Then,
(1) $\mathscr{M}$ is strictly specializable along $Z$,
(2) we have $\mathscr{O}_{\mathscr{Z}} \otimes \mathcal{O}_{x} \cdot \mathscr{M}_{\mid Z}=\mathscr{O}_{\mathscr{Z}} \otimes_{\mathscr{O} X}^{L} \cdot \mathscr{M}_{\mid Z}$.

Proof. - We can work locally on $X$. We assume that $Z$ is defined by a local equation $t=0$. As $\mathscr{M}$ is noncharacteristic along $Z$, Lemma 3.7 .1 shows that $\mathscr{M}$ is specializable and regular along $t=0$, and we can choose as a good $V$-filtration the filtration given by $V_{-1} \mathscr{M}=\mathscr{M}, V_{-k-1} \mathscr{M}=t^{k}, \mathscr{M}$ for $k \geqslant 0$ and $\operatorname{gr}_{a}^{V} \cdot \mathscr{M}=0$ for $a \notin-\mathbb{N}^{*}$ (here the filtration is independent of the choice of $z_{o}$ as the indices are real). The restriction $i^{+}, \mathscr{M}$ is equal to $\mathrm{gr}_{-1}^{V} \cdot \mathscr{M}$ and is still holonomic with characteristic variety contained in $\Lambda_{0} \times \Omega_{0}$, where $\Lambda_{0}$ is the image of $\Lambda_{\mid Z}$ by the cotangent map $T^{*} i: T^{*} X_{\mid Z} \rightarrow T^{*} Z$. Moreover, the action of $t \check{\partial}_{t}$ on $\operatorname{gr}_{-1}^{V} \cdot \mathscr{M}$ vanishes, because for a local section $m$ of $\mathscr{M}$, $\partial_{t} m$ is also a local section of $\mathscr{M}$.

With the assumption of strictness of $\mathscr{M} / t . \mathscr{M}$, we conclude that $\mathscr{M}$ is strictly specializable and regular along $Z$. In such a situation, the $V$-filtration defined above is the Malgrange-Kashiwara filtration and we have $\psi_{t,-1} \mathscr{M}=\operatorname{gr}_{-1}^{V} \mathscr{M}=\mathscr{M} / t \mathscr{M}$. Moreover, $t: \mathscr{M} \rightarrow \mathscr{M}$ is injective, because $\mathscr{M}=V_{-1} \mathscr{M}(c f$. Remark 3.3.6(4)), i.e.,

$$
\mathscr{O}_{\mathscr{L}} \otimes_{\mathscr{O}_{\mathscr{X}}} \cdot \mathbb{M}_{\mid Z}=\mathscr{O}_{\mathscr{Z}} \otimes_{\mathscr{O}_{\mathscr{X}}}^{L} \cdot \mathbb{M}_{\mid Z} .
$$

Last, remark that can and var are both equal to 0 , as $\psi_{t, 0} \mathscr{M}=0$.
An adjunction morphism. - Let $\pi: \widetilde{X} \rightarrow X$ be a proper analytic map between complex analytic manifolds, which is an isomorphism almost everywhere (say that $\pi$ is a proper modification of $X$ ). We assume that $\pi=p \circ i$, where $i: \widetilde{X} \hookrightarrow X \times \mathbb{P}^{1}$ is a closed inclusion and $p: X \times \mathbb{P}^{1} \rightarrow X$ is the projection. Let $\mathscr{M}$ be an holonomic $\mathscr{R}_{\mathscr{X}}$-module which is strictly noncharacteristic with respect to $\pi$. By Lemma 3.7.4, $\pi^{+} \mathscr{M}$ is a holonomic $\mathscr{R}_{\widetilde{X}^{-} \text {-module. }}$

Lemma 3.7.5. Under these conditions, there is a natural adjunction morphism $\iota$ : $\mathscr{M} \rightarrow \pi_{+}^{0} \pi^{+} . \mathscr{M}$.

Proof. - Put $n=\operatorname{dim} \widetilde{X}=\operatorname{dim} X$. The right $\mathscr{R}_{\widetilde{\mathscr{X}}}$-module associated with $\pi^{+}$. is $\omega_{\widetilde{X}} \otimes_{\pi^{-1} \mathscr{O} \mathscr{X}} \pi^{-1} \mathscr{M}$. Using the contraction isomorphism (0.6.1), we identify the complex
with the de Rham complex

$$
\Omega_{\overline{\mathscr{X}}}^{n+\bullet} \underset{\pi-1}{ } \otimes_{\mathscr{X}} \pi^{-1}\left(\mathscr{M} \otimes_{\mathcal{O}_{\mathscr{X}}} \mathscr{R}_{\mathscr{X}}\right)
$$

of the (inverse image of) the left $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M} \otimes_{\sigma,}, \mathscr{R}_{\mathscr{X}}$, the right $\mathscr{R}_{\mathscr{X}}$-structure being trivially induced by that on $\mathscr{R}$. Using the isomorphism (0.7.4), this complex is isomorphic to the de Rham complex

We now have a morphism
hence a morphism $\mathscr{M}^{r} \rightarrow \pi_{+}^{0}\left(\pi^{+}, \mathscr{U}\right)^{r}$.
3.7.b. Noncharacteristic inverse image of a sesquilinear pairing. - Consider first the case of the inclusion of a smooth hypersurface $Z=\{t=0\}$. If $C$ is a sesquilinear pairing, then $\psi_{t,-1} C$ is defined by the formula of Definition 3.6.11. We note that, by applying the same argument as in Lemma 3.6.5, for any local sections $m^{\prime}$ of $\mathscr{M}^{\prime}$ and $m^{\prime \prime}$ of $\mathscr{U}^{\prime \prime}$, the function $\mathscr{F}_{C\left(m^{\prime}, \overline{m^{\prime \prime}}\right) \cdot \varphi}^{(0)}(s)$ has at most simple poles at $s=-1,-2, \ldots$ and no other poles.

If $\mathscr{T}=\left(. \mathscr{U}^{\prime}, . \mathscr{M}^{\prime \prime}, C\right)$ is an object of $\mathscr{R}$ - Triples $(X)$ with $. \mathscr{K}^{\prime}, \mathscr{U}^{\prime \prime}$ holonomic, and if $. \mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are strictly noncharacteristic along $X_{0}$, then one can define $i^{+} \mathscr{T}$ as $\psi_{t,-1} \mathscr{T}$.

The following result will be useful in the proof of Theorem 6.1 .1 (cf. $\S 6.4(3)$ ).
Proposition 3.7.6. We assume that. $\mathscr{M}$ is strictly noncharacteristic along the smooth hypersurface $Z \subset X$. Let $j: X \backslash Z \hookrightarrow X$ denote the open inclusion. Given any sesquilinear pairing $C^{\circ}: j^{*} \cdot \mathscr{M}_{\mid \mathbf{S}} \otimes_{\sigma_{\mathbf{S}}} \overline{j^{*} \cdot \mathscr{M}_{\mathbf{S}}} \rightarrow \mathfrak{D b}_{X \backslash Z \times \mathbf{S} / \mathbf{s}}$. there exists at most one sesquilinear pairing $C$ on $\mathscr{M}_{\mid \mathbf{S}}$ which extends $C^{\circ}$.

Proof. - The question is local on $X \times \mathbf{S}$. so let $x_{o} \in Z, z_{o} \in \mathbf{S}$. We assume that we have a coordinate system $\left(t, x^{\prime}\right)$ such that $Z=\{t=0\}$. We can consider relative differential forms of maximal degree, namely forms $\psi=a \cdot d x^{\prime} \wedge d \bar{x}^{\prime}$ where $a$ is a section of $\mathscr{C}_{X_{E} \times \mathbf{S}}^{\infty}$. Let $m^{\prime}, m^{\prime \prime}$ be sections of $\mathscr{M}_{\left(x_{0}, z_{0}\right)}, \mathscr{M}_{\left(x_{0},-z_{0}\right)}$. We assume that $C$ is a sesquilinear pairing on $\mathscr{M}$. Then, for a relative differential form $\psi$ of maximal degree supported in $\operatorname{nb}\left(x_{o}, z_{o}\right),\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \psi\right\rangle$ is the section of $\mathfrak{D b}_{D_{z} \times \mathbf{S} / \mathbf{s}}$, where $D=\{|t|<R\}$, defined by

$$
\eta(t, z) \frac{i}{2 \pi} d t \wedge d \bar{t} \longmapsto\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \psi \wedge \eta(t, z) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle
$$

We can regard $\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \psi\right\rangle$ as a distribution on $D_{\mathbb{R}}$ with values in the Banach space $C^{0}(\mathbf{S})$, using the formula above.

We assume that we have two extensions $C_{1}, C_{2}$ of $C^{o}$. For $m^{\prime}, m^{\prime \prime}$ as above, put $u=C_{1}\left(m^{\prime}, \overline{m^{\prime \prime}}\right)-C_{2}\left(m^{\prime}, \overline{m^{\prime \prime}}\right)$. It is then enough to prove that, for any relative form $\psi$, the distribution $\langle u, \psi\rangle$ on the disc is equal to 0 : indeed, for any test form $\varphi$ supported
in $\operatorname{nb}\left(x_{o}, z_{o}\right)$, we can write $\varphi=\psi \wedge \chi$, for some relative form $\psi$ and some test form $\chi$ on the disc; then, $\langle u, \varphi\rangle=\langle\langle u, \psi\rangle, \chi\rangle=0$.

Let us denote by $p$ the order of the distribution $u$ on $n b\left(x_{o}, z_{o}\right)$. We have

$$
\begin{equation*}
\langle u, \psi\rangle=\sum_{0 \leqslant a+b \leqslant p} \lambda_{a, b}(\psi) \partial_{t}^{a} \partial_{\bar{t}}^{b} \delta_{0}, \tag{3.7.7}
\end{equation*}
$$

for some $\lambda_{a, b}(\psi) \in \mathscr{C}_{\mathbf{S}, z_{o}}^{0}$, where $\delta_{0} \in \mathfrak{D b}_{D_{\mathbb{R}} \times \mathbf{S} / \mathbf{S}}$ denotes the Dirac distribution at $t=0$. Let us show that all $\lambda_{a, b}(\psi)$ vanish identically. This is true if $\psi$ vanishes at order $\geqslant p+1$ along $\{t=0\}$. We can therefore assume that $\psi$ does not depend on $t, \bar{t}$. Using the Bernstein equation for $m^{\prime}$, we obtain, for a convenient choice of $N$,

$$
B\left(t \check{\partial}_{t}\right) \cdot m^{\prime}=\left[\prod_{k=0}^{N}\left(t{\underset{\partial}{t}}_{t}-k z\right)\right] \cdot m^{\prime}=t^{p+1} \sum_{j}\left(t{\underset{\partial}{t}}_{t}\right)^{j} P_{j}\left(t, x^{\prime}, \mathscr{\partial}_{x}^{\prime}\right) \cdot m^{\prime}
$$

According to (3.7.7), the coefficient of $\partial_{t}^{a} \partial_{\bar{t}}^{b} \delta_{0}$ in $B\left(t \dddot{\partial}_{t}\right) \cdot\langle u, \psi\rangle$ is $\mu_{a}(z) \lambda_{a, b}(\psi)$, with $\mu_{a}(z)$ invertible on $\mathbf{S}$. On the other hand, for any $j$, by (3.7.7) applied to $\psi \cdot P_{j}$, $t^{p+1}\left\langle u, \psi \cdot P_{j}\right\rangle=0$, hence $t^{p+1}\left(t \partial_{t}\right)^{j}\left\langle u, \psi \cdot P_{j}\right\rangle=0$. Therefore, all $\lambda_{a, b}(\psi)$ vanish.
3.7.c. Specialization along two normally crossing divisors. - We will need the results below in the proof of Theorem 6.1.1, §6.4. The result is an adaptation of [56, §§ 3.5.11-3.5.18].

We assume that we are in the following situation: let $Y=Y_{1} \cup Y_{2}$ be a normal crossing divisor in a smooth manifold $X$ and let $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be an object of $\mathscr{R}$-Triples $(X)$. We assume that $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are holonomic with characteristic variety contained in $\Lambda \times \Omega_{0}$, for some Lagrangian variety $\Lambda \subset T^{*} X$. Assume also that $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are strictly noncharacteristic along $Y_{1}, Y_{2}$ and $Z=Y_{1} \cap Y_{2}$ in a neighbourhood of $Z$. We will work in local coordinates near a point of $Z$ : we put $Y_{1}=\left\{x_{1}=0\right\}$, $Y_{2}=\left\{x_{2}=0\right\}$.

Lemma 3.7.8. - Under these conditions, for $\mathscr{M}=. \mathscr{U}^{\prime}$ or. $\mathscr{M}^{\prime \prime}$ and near each point of $Z$,

- $\mathscr{A}$ is strictly specializable along $Y_{1}$ and $Y_{2}$,
- $\psi_{x_{j}, \alpha} \mathscr{M}$ vanishes for $\alpha \notin-\mathbb{N}^{*}$ and $j=1,2$,
$-\psi_{x_{1},-1} \mathscr{M}=\mathscr{M} / x_{1} \mathscr{M}$ is strictly specializable along $\left\{x_{2}=0\right\}$ and conversely,
- we have $\psi_{x_{2},-1} \psi_{x_{1},-1} \mathscr{M}=\psi_{x_{1},-1} \psi_{x_{2},-1} \mathscr{M}=\mathscr{M} / x_{1} x_{2} \mathscr{M}$,
- for any local sections $m^{\prime}$ of $\mathscr{M}^{\prime}$ and $m^{\prime \prime}$ of $\mathscr{M}^{\prime \prime}$, the two-variable Mellin transform $\left.\left.\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right),\right| x_{1}\right|^{2 s_{1}}\left|x_{2}\right|^{2 s_{2}} \varphi(x)\right\rangle$ has only simple poles along lines $s_{1}=-1-k, s_{2}=$ $-1-\ell, k, \ell \in \mathbb{N}$ and no other poles,
- we have $\psi_{x_{2},-1} \psi_{x_{1},-1} \mathscr{T}=\psi_{x_{1},-1} \psi_{x_{2},-1} \mathscr{T}$.

We now will compute the specialization of $\mathscr{T}$ along $x_{1} x_{2}=0$. Let us denote by $f$ the monomial $x_{1} x_{2}$ and let $i_{f}: X \rightarrow X \times \mathbb{C}$ be the graph inclusion. Let $t$ be the
coordinate on $\mathbb{C}$, so that $i_{f}(X)=\{t-f=0\}$. We assume that $\mathscr{M}^{\prime}=\mathscr{M}^{\prime \prime}=\mathscr{M}$ and that $\mathscr{S}=(\mathrm{Id}, \mathrm{Id})$ is a Hermitian duality of weight 0 on $\mathscr{T}$.

Lemma 3.7.9. Under the same conditions, for $\mathscr{M}=\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$, the $\mathscr{R}_{\mathscr{X} \times \mathbb{C}}$-module $i_{f,+} \mathscr{M}$ is strictly S-decomposable along $\{t=0\}$, we have $\psi_{f, \alpha} \mathscr{M}=0$ for $\alpha \notin \mathbb{Z}$ and there are local isomorphisms

$$
P_{\operatorname{gr}_{\ell}}^{\mathrm{M}} \psi_{f,-1}(\mathscr{M}) \simeq \begin{cases}i_{Y_{1},+} \psi_{x_{1},-1} \cdot \mathscr{M} \oplus i_{Y_{2},+} \psi_{x_{2},-1} \mathscr{M} & \text { if } \ell=0 \\ i_{Z,+} \psi_{x_{1},-1} \psi_{x_{2},-1} \mathscr{M} & \text { if } \ell=1 .\end{cases}
$$

Last, the sesquilinear pairing on the primitive part given by Formula (3.6.14) coincides with the corresponding specialization of $C$.

Proof. - We will only insist on the computation of $\psi_{t,-1} C$, as the computation of $\psi_{t}\left(i_{f,+} \mathscr{M}\right)$ is done in [56]. We have $i_{f,+} \mathscr{M}=\oplus_{k \in \mathbb{N}} \mathscr{M} \otimes{\partial_{t}^{k}}_{\delta}\left(t-x_{1} x_{2}\right)$ with the usual
 for $k \geqslant 0$,

$$
V_{-1-k}\left(i_{f,+} \mathscr{M}\right)=t^{k} V_{-1}\left(i_{f,+} \mathscr{M}\right), \quad V_{-1+k}\left(i_{f,+} \mathscr{M}\right)=\sum_{\ell \leqslant k} \mathscr{\partial}_{t}^{\ell} V_{-1}\left(i_{f,+} \mathscr{M}\right)
$$

Moreover, $\left(t \mathrm{\partial}_{t}\right)^{2}$ vanishes on $\operatorname{gr}_{-1}^{V}\left(i_{f,+} \mathscr{M}\right)$ and the monodromy filtration is given by

$$
\begin{aligned}
\mathrm{M}_{-2} V_{-1}\left(i_{f,+} \mathscr{M}\right) & =V_{-2}\left(i_{f,+} \mathscr{M}\right), \\
\mathrm{M}_{-1} V_{-1}\left(i_{f,+} \mathscr{M}\right) & =t \check{\partial}_{t} \cdot V_{-1}\left(i_{f,+} \mathscr{M}\right)+V_{-2}\left(i_{f,+} \mathscr{M}\right), \\
\mathrm{M}_{0} V_{-1}\left(i_{f,+} \mathscr{M}\right) & =\mathscr{R}_{\mathscr{K}} \cdot\left(\left(x_{1}, x_{2}\right) \mathscr{M} \otimes \delta\right), \\
\mathrm{M}_{1} V_{-1}\left(i_{f,+} \mathscr{M}\right) & =V_{-1}\left(i_{f,+} \mathscr{M}\right) .
\end{aligned}
$$

These formulas lead to the isomorphisms given in the lemma. It is also clear that can is onto, and one shows that var is injective, identifying therefore $\psi_{t, 0}\left(i_{f,+} \mathscr{M}\right)$ with $\operatorname{gr}_{-1}^{\mathrm{M}} \psi_{t,-1}\left(i_{f,+} \mathscr{M}\right)$. This gives the strict S-decomposability of $\mathscr{M}$ along $\{f=0\}$.

Let us now compute Formula (3.6.14) for $\ell=0,1$. For that purpose, let $m^{\prime}, m^{\prime \prime}$ be local sections of $\mathscr{M}$. They define local sections $m^{\prime} \otimes \delta$ and $m^{\prime \prime} \otimes \delta$ of $V_{-1}\left(i_{f,+} \mathscr{M}\right)$.

Assume first that $\ell=1$. For a local section $\varphi$ of $\mathscr{E}_{X}^{n, n}$, we have to compute

$$
\left.\left.(i z)^{-1} \operatorname{Res}_{s=-1}\left\langle i_{f,+} C\left(\left(-i t \check{\partial}_{t}\right) m^{\prime} \otimes \delta, \overline{m^{\prime \prime} \otimes \delta}\right),\right| t\right|^{2 s} \chi(t) \varphi \wedge \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle
$$

Then it is equal to (see also the computation of (3.8.2) below)

$$
\left.\left.\operatorname{Res}_{s=-1}(s+1)\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right),\right| x_{1} x_{2}\right|^{2 s} \chi\left(x_{1} x_{2}\right) \varphi\right\rangle,
$$

that we have to compare with $\left.\left.\operatorname{Res}_{s_{1}=-1} \operatorname{Res}_{s_{2}=-1}\left\langle C\left(m^{\prime}, \overline{m^{\prime \prime}}\right),\right| x_{1}\right|^{2 s_{1}}\left|x_{2}\right|^{2 s_{2}} \chi\left(x_{1} x_{2}\right) \varphi\right\rangle$. By Lemma 3.7.8, both residues coincide.

Assume now that $\ell=0$ and take $m^{\prime}, m^{\prime \prime} \in\left(x_{1}, x_{2}\right) . \mathscr{K}$. If $m^{\prime}=x_{1} m$ and $m^{\prime \prime}=x_{2} \mu$, then the function $\left.\left.\langle C(m, \bar{\mu}),| x_{1} x_{2}\right|^{2 s+1} \chi\left(x_{1} x_{2}\right) \varphi\right\rangle$ has no pole at $s=-1$, after Lemma 3.7.8. If for instance $m^{\prime}=x_{1} m$ and $m^{\prime \prime}=x_{1} \mu$, then $\left\langle i_{Y_{2},+} \psi_{x_{2},-1} C(m, \bar{\mu}), \varphi\right\rangle$ and $\left.\left.\operatorname{Res}_{s=-1}\langle C(m, \bar{\mu}),| x_{1}\right|^{2 s+2}\left|x_{2}\right|^{2 s} \chi\left(x_{1} x_{2}\right) \varphi\right\rangle$ coincide.

### 3.8. A local computation

Let $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be a smooth twistor structure ( $c f . \S 2.2$ ) on a complex manifold $X$. The purpose of this paragraph is to compute the nearby cycles of $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ with respect to a function $f$ which takes the form $f\left(x_{1}, \ldots, x_{n}\right)=x_{1} \cdots x_{p}$ for some local coordinates $x_{1}, \ldots, x_{n}$ on $X$ and for some $p \geqslant 1$. The goal is to show that, first, $\mathscr{T}$ is strictly specializable along $f=0$, and to compute the primitive parts in terms of the restriction of $\mathscr{T}$ to various coordinate planes, in the sense of Definition 1.6.9. As, by definition, these restrictions are smooth twistor structures, this will imply that the primitive parts are so. The computation is local on $X$.

For $\ell \leqslant p$, denote by $\mathscr{J}_{\ell}$ the set of subsets $I \subset\{1, \ldots, p\}$ having cardinal equal to $\ell$. For $I \in \mathscr{F}_{\ell}$, denote by $I^{c}$ its complement in $\{1, \ldots, p\}$ and by $i_{I}$ the inclusion $\left\{x_{I}=0\right\} \hookrightarrow X$.

Proposition 3.8.1. . Let $\mathscr{T}$ be a smooth twistor structure of weight $w$ on $X$. Then,
(1) the $\mathscr{R}_{\mathscr{X}}$-triple $\mathscr{T}$ is regular and strictly specializable along $f=0$ (with a set $\Lambda$ of eigenvalues contained in $\mathbb{Z}$ ), and is strictly $S$-decomposable along $f=0$, with only one strict component;
(2) for $\alpha \in\left[-1,0\left[\right.\right.$, we have $\psi_{f, \alpha} \mathscr{T}=0$ unless $\alpha=-1$ and, for any $\ell \geqslant 0$, there is a functorial isomorphism

$$
\underset{J \in \mathscr{\mathscr { f }}_{\ell+1}}{\oplus} i_{J+} i_{J}^{*} \mathscr{T} \xrightarrow{\sim} \operatorname{Pgr}_{\ell}^{\mathrm{M}} \psi_{f,-1}(\mathscr{T})(\ell / 2),
$$

where $\mathrm{M}, \psi_{f, \alpha} \mathscr{T}$ denotes the monodromy filtration.
Proof. - Let us begin with the trivial smooth twistor $\mathscr{T}=\left(\mathscr{O}_{\mathscr{X}}, \mathscr{O}_{\mathscr{X}}, C\right)$ where $C$ is trivially defined by $C(1,1)=1$. Except for the computation of $\psi_{f} C$, this is proved in $[56, \S 3.6]$. We will recall some details in order to compute $\psi_{f} C$. We put $y_{j}=x_{p+j}$ for $j=1, \ldots, n-p$. If $\delta$ denotes the $\mathscr{R}_{\mathscr{X}} \times \mathbb{C}^{-}$-generator of $i_{f,+} \mathscr{O}_{\mathscr{X}}$, we have the following relations:

$$
t \delta=f(x) \delta, \quad x_{i} \partial_{x_{i}} \delta=-\left(t \partial_{t}+z\right) \delta, \quad \partial_{y_{j}} \delta=0, \quad t\left(\prod_{i=1}^{p} \partial_{x_{i}}\right) \delta=\left(-t \coprod_{t}\right)^{p} \delta
$$

This shows that $\delta \in V_{-1}\left(i_{f,+} \mathscr{O}_{\mathscr{X}}\right)$ and that $\operatorname{gr}_{\alpha}^{V}\left(i_{f,+} \mathscr{O}_{\mathscr{X}}\right)=0$ for $\alpha \notin \mathbb{Z}$. Regularity along $\{t=0\}$ is also clear. It can be shown that $V_{-1}\left(i_{f,+} \mathscr{O}_{\mathscr{X}}\right)=V_{0}\left(\mathscr{R}_{\mathscr{X}} \times \mathbb{C}\right) \cdot \delta$ and that any local section of $V_{-1}\left(i_{f,+} \mathscr{O}_{\mathscr{X}}\right)$ has a unique representative modulo $V_{-2}\left(i_{f,+} \mathscr{O} \mathscr{X}\right)$ of the form

$$
\sum_{a \in \mathbb{N}^{p}} \sum_{k=0}^{d_{a-1}} g\left(x_{I^{\prime}(a)}, y\right) x^{-a}\left(-t ð_{t}\right)^{k} P_{a-\mathbf{1}}\left(-t \check{\partial}_{t}\right)(t \delta),
$$

with $P_{a-1}(s)=\prod_{i=1}^{p} \prod_{1 \leqslant \ell \leqslant a_{i}-1}(s-\ell z)$ (see [52]), $d_{a-1}=\#\left\{i \mid a_{i}-1 \geqslant 0\right\}$, $I^{c}(a)=\left\{i \mid a_{i}=0\right\}$ and $g$ holomorphic in its variables. One can also show that
sections of $\operatorname{Pgr}_{\ell}^{\mathrm{M}} \operatorname{gr}_{-1}^{V} i_{f,+} \mathscr{O} \mathscr{O}$ are uniquely represented by elements of the form

$$
\sum_{\substack{I \subset\{1, \ldots, p\} \\|I|=\ell+1}} \sum_{a_{I} \in\left(\mathbb{N}^{*}\right)^{I}} g\left(x_{I^{*}}, y\right) x_{I}^{-a_{I}} P_{a_{I}-\mathbf{1}_{\mathbf{I}}}\left(-t \mathrm{\partial}_{t}\right)(t \delta)
$$

which can be rewritten as

$$
\sum_{\substack{I \subset\{1, \ldots, p\} \\|I|=\ell+1}} \sum_{b_{I} \in \mathbb{N}^{I}} g\left(x_{I^{-}}, y\right) \partial_{x_{I}}^{b_{I}}\left(x_{I}^{-\mathbf{1}_{\mathrm{I}}} t \delta\right) .
$$

It can be shown that, for $j \in I^{c}$,

$$
\partial_{x_{j}}\left[g\left(x_{I^{c}}, y\right) \partial_{x_{I}}^{b_{I}}\left(x_{I}^{-\mathbf{1}_{\mathbf{1}}} t \delta\right)\right]=\partial_{x_{j}}\left(g\left(x_{I^{\kappa}}, y\right)\right) \partial_{x_{I}}^{b_{I}}\left(x_{I}^{-\mathbf{1}_{\mathbf{I}}} t \delta\right) \quad \bmod \mathrm{M}_{\ell-1} .
$$

One then gets an isomorphism

$$
\begin{aligned}
\operatorname{Pgr}_{\ell}^{\mathrm{M}} \mathrm{gr}_{-1}^{V} i_{f,+} \mathscr{O}_{X} & \sim \underset{I \in \mathscr{\mathscr { G }}_{\ell+1}}{\oplus} i_{I+} i_{I}^{*} i_{f,+} \mathscr{O}_{\mathscr{X}} \\
g\left(x_{I^{*}}, y\right) \partial_{x_{I}}^{b_{I}}\left(x_{I}^{-1 \mathbf{1}} t \delta\right) & \longmapsto g\left(x_{\left.I^{\prime}, y\right)} \partial_{x_{I}}^{b_{I}} .\right.
\end{aligned}
$$

One can compute similarly $\operatorname{Pgr}_{\ell}^{\mathrm{M}} \operatorname{gr}_{0}^{V} i_{f,+} \mathscr{O}_{\mathscr{X}}$ (see $[\mathbf{5 6}, \mathbf{5 1}, 52]$ ) and can, var, and prove in that way that $\mathscr{O}_{\mathscr{X}}$ is strictly specializable and strictly S -decomposable along $\{f=0\}$.

Let us now show that the previous isomorphism is an isomorphism of $\mathscr{R}$-triples, once the left one is twisted by $(\ell / 2)$, i.e., the corresponding $C$ is multiplied by $(i z)^{-\ell}$. Fix $J \in \mathscr{F}_{\ell+1}$ and, for any test form $\varphi$ with support contained in the fixed coordinate chart, put $\varphi=\varphi_{J} \wedge \prod_{j \in J} \frac{i}{2 \pi} d x_{j} \wedge d \bar{x}_{j}$. On the one hand, we have

$$
\left\langle i_{J+} i_{J}^{*} C(1,1), \varphi\right\rangle=\int_{\left\{x_{j}=0 \mid j \in J\right\}} \varphi_{J} .
$$

On the other hand, according to Example 2.1.14, as $\mathrm{N}^{\prime \prime}=i \mathrm{~N}=-i t \partial_{t}$, we have to compute

$$
\begin{equation*}
\left.\left.(i z)^{-\ell} \operatorname{Res}_{s=-1}\left\langle i_{f,+} C\left(\left(-i t \check{\partial}_{t}\right)^{\ell} x_{J}^{-1 \mathbf{J}} t \delta, \overline{x_{J}^{-1 \mathbf{J}} t \delta}\right),\right| t\right|^{2 s} \chi(t) \varphi \wedge \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \tag{3.8.2}
\end{equation*}
$$

Remark first that

$$
\begin{aligned}
(3.8 .2) & =(i z)^{-\ell} \operatorname{Res}_{s=-1}\left\langle i_{f,+} C\left(x_{J^{\star}} \delta, \overline{x_{J^{*}} \delta}\right),\left(i \widetilde{\mathrm{O}}_{t} t\right)^{\ell}\left(|t|^{2 s} \chi(t)\right) \varphi \wedge \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle \\
& \left.=\operatorname{Res}_{s=-1}\left[\left.(s+1)^{\ell}\left\langle i_{f,+} C\left(x_{J^{*}} \delta, \overline{x_{J^{*}} \delta}\right),\right| t\right|^{2 s} \chi(t) \varphi \wedge \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle\right]
\end{aligned}
$$

as the term containing derivatives of $\chi$ will not create any residue. Putting $\tau=t-f$, we have

$$
\frac{|t|^{2 s} \chi(t) \varphi \wedge \frac{i}{2 \pi} d t \wedge d \bar{t}}{\frac{i}{2 \pi} d \tau \wedge d \bar{\tau}}=|f|^{2 s} \chi(f) \varphi
$$

and, by definition of $i_{f,+}$,

$$
(3.8 .2)=\operatorname{Res}_{s=-1}\left[(s+1)^{\ell} \int_{X}\left|x_{J^{*}}\right|^{2}|f|^{2 s} \chi(f) \varphi\right]
$$

The integral has a pole of order $\ell+1$ at $s=-1$ produced by

$$
\int_{X}\left|x_{J}\right|^{2 s} \varphi_{J} \wedge \prod_{j \in J} \frac{i}{2 \pi} d x_{j} \wedge d \bar{x}_{j}
$$

and the coefficient of the pole is $\int_{\left\{x_{j}=0 \mid j \in J\right\}} \varphi_{J}$. This gives (2) for $i_{f,+} \mathscr{O}_{\mathscr{X}}$.
If now $\mathscr{T}$ is any smooth twistor, remark that, for $\mathscr{M}=\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$, we have $i_{f,+\mathscr{M}}=\mathscr{M} \otimes_{\mathscr{O}_{\mathscr{F}}} i_{f,+} \mathscr{O}_{\mathscr{X}}$ with its usual twisted structure of $\mathscr{R}_{\mathscr{X}}$-module, and that the action of $t$ and $\partial_{t}$ comes from that on $i_{f,+} \mathscr{O}_{\mathscr{x}}$. As. $\mathscr{M}$ is assumed to be $\mathscr{O}_{\mathscr{x}}$-locally free, the filtration of $i_{f,+} \mathscr{M}$ defined by $V_{\alpha} i_{f,+} \mathscr{M}=\mathscr{M} \otimes_{\mathscr{O}_{\mathscr{Y}}} V_{\alpha}\left(i_{f,+} \mathscr{O}_{\boldsymbol{x}}\right)$ satisfies all properties of the Malgrange-Kashiwara filtration. It is then casy to deduce all assertions of the proposition for. $\mathscr{M}$ from the corresponding statement for $i_{f,+} \mathscr{O} \mathscr{\mathscr { d }}$.

## CHAPTER 4

## POLARIZABLE TWISTOR $\mathscr{D}$-MODULES

### 4.1. Definition of a twistor $\mathscr{D}$-module

We will follow the inductive method of $[\mathbf{5 6}, \S 5.1]$ to define the notion of (polarized) twistor $\mathscr{D}$-module.

Let $X$ be a complex analytic manifold and let $w \in \mathbb{Z}$. We will define by induction on $d \in \mathbb{N}$ the category $\mathrm{MT}_{\leqslant d}(X, w)$ of twistor $\mathscr{D}_{X}$-modules of weight $w$ on $X$, having a support of dimension $\leqslant d$. This will be a subcategory of the category $\mathscr{R}$ - Triples $(X)$ introduced in $\S 1.6$. We will also define the full subcategory $\mathrm{MT}_{\leqslant d}^{(\mathrm{r})}(X, w)$ of regular twistor $\mathscr{D}_{X}$-modules

Definition 4.1.1 (Twistor $\mathscr{D}$-modules). - The category $\mathrm{MT}_{\leqslant d}(X, w)$ is the full subcategory of $\mathscr{R}$ - Triples $(X)$ for which the objects are triples $\left(\mathscr{M}^{\prime}, \cdot \mathscr{U}^{\prime \prime}, C\right)$ satisfying:
(HSD) $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are holonomic, strictly S-decomposable, and have support of dimension $\leqslant d$.
$\left(\mathrm{MT}_{>0}\right)$ For any open set $U \subset X$ and any holomorphic function $f: U \rightarrow \mathbb{C}$, for any $\alpha$ with $\operatorname{Re}(\alpha) \in[-1,0[$ and any integer $\ell \geqslant 0$, the triple

$$
\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha}\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right) \stackrel{\mathrm{dcf}^{=}}{=}\left(\operatorname{gr}_{-\ell}^{\mathrm{M}} \Psi_{f, \alpha}\left(\mathscr{M}^{\prime}\right), \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha}\left(\mathscr{M}^{\prime \prime}\right), \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha} C\right)
$$

is an object of $\mathrm{MT}_{\leqslant d-1}(U, w+\ell)$.
$\left(\mathrm{MT}_{0}\right)$ For any zero-dimensional strict component $\left\{x_{o}\right\}$ of $\mathscr{U}^{\prime}$ or $\mathscr{M}^{\prime \prime}$, we have

$$
\left(\mathscr{M}_{\left\{x_{o}\right\}}^{\prime}, \mathscr{M}_{\left\{x_{o}\right\}}^{\prime \prime}, C_{\left\{x_{o}\right\}}\right)=i_{\left\{x_{o}\right\}+}\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C_{o}\right)
$$

where $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C_{o}\right)$ is a twistor structure of dimension 0 and weight $w$.
Regular objects can be defined similarly:
Definition 4.1.2 (Regular twistor $\mathscr{D}$-modules). - The category $\mathrm{MT}_{\leqslant d}^{(\mathrm{r})}(X, w)$ is the full subcategory of $\mathscr{R}$ - Triples $(X)$ for which the objects are triples $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ satisfying:
(HSD) $\mathscr{M}^{\prime}, \mathscr{U}^{\prime \prime}$ are holonomic, strictly $S$-decomposable, and have support of dimension $\leqslant d$.
(REG) For any open set $U \subset X$ and any holomorphic function $f: U \rightarrow \mathbb{C}$, the restrictions $\mathscr{M}_{\mid U}^{\prime}, \mathscr{M}_{U}^{\prime \prime}$ are regular along $\{f=0\}$.
( $\mathrm{MT}_{>0}$ ) For any open set $U \subset X$ and any holomorphic function $f: U \rightarrow \mathbb{C}$, for any $\alpha$ with $\operatorname{Re}(\alpha) \in[-1,0[$ and any integer $\ell \geqslant 0$. the triple

$$
\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha}\left(\mathscr{M}^{\prime}, \cdot \mathscr{M}^{\prime \prime}, C\right) \stackrel{\text { def }}{=}\left(\operatorname{gr}_{-\ell}^{\mathrm{M}} \Psi_{f, \alpha}\left(\mathscr{K}^{\prime}\right), \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha}\left(\mathscr{K}^{\prime \prime}\right), \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha} C\right)
$$

is an object of $\mathrm{MT}_{\leqslant d-1}^{(\mathrm{r})}(U, w+\ell)$.
$\left(\mathrm{MT}_{0}\right)$ For any zero-dimensional strict component $\left\{x_{o}\right\}$ of $\mathscr{U}^{\prime}$ or $\mathscr{U}^{\prime \prime}$, we have

$$
\left(\mathscr{M}_{\left\{x_{o}\right\}}^{\prime}, \mathscr{M}_{\left\{x_{o}\right\}}^{\prime \prime}, C_{\left\{x_{o}\right\}}\right)=i_{\left\{x_{o}\right\}+}\left(\cdot \mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C_{o}\right)
$$

where $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C_{o}\right)$ is a twistor structure of dimension 0 and weight $w$.
Clearly, $\operatorname{MT}_{\leqslant d}^{(r)}(X, w)$ is a full subcategory of $\mathrm{MT}_{\leqslant d}(X, w)$. Let us justify all understatements made in the definition of the category $\operatorname{MT}(X, w)$. We note that we have used the $\Psi$ functor of Definition 3.4.3. Remark first:

Proposition 4.1.3. If $\left(\mathscr{M}^{\prime} . . \mathscr{M}^{\prime \prime}, C\right)$ is an object of $\mathrm{MT}_{\leqslant d}(X, w)$, then. $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are strict, as well as $\operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{f, \alpha} \cdot \mathscr{K}^{\prime}$, gr ${ }_{\ell}^{\mathrm{M}} \psi_{f, \alpha} \cdot \mathscr{M}^{\prime \prime}$ for any analytic germ $f$, any $\alpha \in \mathbb{C}$ and any $\ell \in \mathbb{Z}$. In particular, $\psi_{f . \kappa} \cdot \mathscr{M}^{\prime}$ and $\psi_{f, \ldots} \cdot \mathscr{U}^{\prime \prime}$ are strict for any $\alpha \in \mathbb{C}$.

Proof. Set $\mathscr{M}=\mathscr{K}^{\prime}$ or $\mathscr{K}^{\prime \prime}$. The strictness of $\mathscr{M}$ follows from (HSD), after Corollary 3.5.7. The strictness of $\mathrm{gr}_{\ell}^{\mathrm{MI}} \Psi_{f . \alpha} \cdot / / /$ for $\operatorname{Re} \alpha \in[-1,0[$ is by definition. To get the strictness of $\operatorname{gr}_{\ell}^{11} \psi_{f, \alpha} \cdot \mathscr{M}$ for any $\alpha \notin \mathbb{N}$, remark that the property is local with respect to $z$. Use then the filtration $V_{0}^{\left(z_{0}\right)}$ and its graded pieces, and use the isomorphisms $t$ or $\partial_{t}$ to increase or decrease $\operatorname{Re} \alpha$, depending whether $\ell_{z_{0}}(\alpha)<0$ or $\ell_{z_{0}}(\alpha) \geqslant-1$, if $\alpha \notin \mathbb{N}$.

Let us show the strictness of $\operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{f . \alpha} \cdot \mathbb{M}$ for $\alpha=0$ (hence for any $\alpha \in \mathbb{N}$ ). We can assume that $\mathscr{M}$ has strict support. If $f \equiv 0$ on the support of $\mathscr{M}$, then the monodromy filtration is trivial and the strictness of $\psi_{f .0} \mathscr{H}$ is a consequence of the strictness of $\mathscr{M}$, by Kashiwara's equivalence 3.3.12. Otherwise, we know by [ $\mathbf{5 6}$, Lemma 5.1.12] that var $:\left(\psi_{f, 0} \mathscr{M}, \mathrm{M}_{\bullet}\right) \rightarrow\left(\psi_{f .-1} \cdot \mathscr{M}_{,} \mathrm{M}_{\bullet-1}\right)$ is injective and strict, i.e., induces an injective morphism after grading. Therefore, each $\mathrm{gr}_{\ell}^{\mathrm{M}} \psi_{f, 0} \mathscr{M}$ is strict.

The strictness of $\psi_{f, \alpha} \mathscr{M}$ follows then from Lemma 1.2.2.
We note also that we have locally finite strict S -decompositions. $\mathscr{M}^{\prime}=\oplus_{Z^{\prime}} \cdot \mathscr{M}_{Z^{\prime}}^{\prime}$ and $\mathscr{M}^{\prime \prime}=\oplus_{Z^{\prime \prime}} \cdot \mathscr{M}_{Z^{\prime \prime}}^{\prime \prime}$ where $Z^{\prime}$ belongs to the set of strict irreducible components of $\mathscr{M}^{\prime}$ and $Z^{\prime \prime}$ to that of $\mathscr{M}^{\prime \prime}$. For any open set $U \subset X$, the irreducible components of all $Z^{\prime} \cap U$ form the set of strict components of $\mathscr{M}_{\mid U}^{\prime}$, and similarly for $\mathscr{M}^{\prime \prime}$. For $f: U \rightarrow \mathbb{C}$, we have $\psi_{f, \alpha} \mathscr{M}_{Z_{U}^{\prime}}^{\prime}=0$ for any $\alpha \notin \mathbb{N}$ if $f$ vanishes identically on the strict
component $Z_{U}^{\prime}$ of $\mathscr{M}_{U}^{\prime}$, and has support of codimension one in $Z_{U}^{\prime}$ otherwise. The support of $\psi_{f, \alpha} \mathscr{M}_{U}^{\prime}$ has therefore dimension $\leqslant d-1$.

According to Proposition 3.5.8, the component $C_{Z^{\prime}, Z^{\prime \prime}}$ of $C$ on $\mathscr{M}_{Z^{\prime} \mid \mathbf{S}}^{\prime} \otimes_{\mathscr{O}_{\mathbf{s}}} \overline{\mathscr{M}_{Z^{\prime \prime} \mid \mathbf{S}}^{\prime \prime}}$ vanishes unless $Z^{\prime}=Z^{\prime \prime}$. We denote therefore by $C_{Z}$ the component of $C$ when $Z=Z^{\prime}=Z^{\prime \prime}$ is a common strict component of $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$. We thus have a S-decomposition

$$
\begin{equation*}
\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)=\oplus_{Z}\left(\mathscr{M}_{Z}^{\prime}, \mathscr{M}_{Z}^{\prime \prime}, C_{Z}\right) \tag{4.1.4}
\end{equation*}
$$

indexed by the set of strict components of $\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$. We will see below (Corollary 4.1.6) that the set of strict components is the same for $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$, and that each $\left(\mathscr{M}_{Z}^{\prime}, \mathscr{M}_{Z}^{\prime \prime}, C_{Z}\right)$ is a twistor $\mathscr{D}$-module of weight $w$.

With such a notation, $\left(\mathrm{MT}_{0}\right)$ is concerned with the zero-dimensional strict components, which are not seen by $\left(\mathrm{MT}_{>0}\right)$. Assume for instance that we work with right $\mathscr{R} \mathscr{X}$-modules. Take local coordinates $x_{1}, \ldots, x_{n}$ at $x_{o}$. Then $\left(\mathrm{MT}_{0}\right)$ says that $\mathscr{M}_{\left\{x_{o}\right\}}^{\prime}=\mathscr{H}^{\prime} \otimes \mathbb{C} \mathbb{C}\left[\partial_{x_{1}}, \ldots, \partial_{x_{n}}\right], \mathscr{M}_{\left\{x_{o}\right\}}^{\prime \prime}=\mathscr{H}^{\prime \prime} \otimes \mathbb{C} \mathbb{C}\left[\partial_{x_{1}}, \ldots, \partial_{x_{n}}\right]$ and $C_{\left\{x_{o}\right\}}$ is obtained by $\mathscr{R}_{(X, \bar{X}), \mathrm{S}^{-l i n e a r i t y}}$ from its restriction to $\mathscr{H}_{\mid \mathbf{S}}^{\prime} \otimes \mathscr{\sigma}_{\mathrm{S}} \overline{\mathscr{H}}_{\mathbf{S}}^{\prime \prime}$. There, it is equal to $C_{o} \cdot \delta_{x_{o}}$, where $\delta_{x_{o}}$ denotes the Dirac current at $x_{o}$ and $C_{o}: \mathscr{H}_{\mid \mathbf{S}}^{\prime} \otimes_{\mathscr{O}_{\mathbf{S}}} \overline{\mathscr{H}}_{\mid \mathbf{S}}^{\prime \prime} \rightarrow \mathscr{O}_{\mathbf{S}}$ is given by (2.1.1).

It is easy to see now that the set of zero-dimensional strict components is the same for $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ : if $\left\{x_{o}\right\}$ is not a strict component of $\mathscr{M}^{\prime \prime}$ for instance, then . $\mathscr{K}_{\left\{x_{o}\right\}}^{\prime \prime}=0$ and thus $\mathscr{H}^{\prime \prime}=0$. As $C_{o}$ is nondegenerate, this implies that $\mathscr{H}^{\prime}=0$, therefore $\mathscr{M}_{\left\{x_{o}\right\}}^{\prime}=0$ and $\left\{x_{o}\right\}$ is not a strict component of $\mathscr{M}^{\prime}$.

We will now give the basic properties of twistor $\mathscr{D}$-modules.
4.1.a. Locality. - For any open set $U \subset X$, there exists a natural restriction functor (and a regular analogue)

$$
\mathrm{MT}_{\leqslant d}(X, w) \xrightarrow{\rho_{U}} \mathrm{MT}_{\leqslant d}(U, w) .
$$

Moreover, if $\left(\mathscr{K}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ is any object of $\mathscr{R}$ - Triples $(X)$ such that, for any open set $U$ of a covering of $X,\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)_{\mid U}$ is an object of $\mathrm{MT}_{\leqslant d}(U, w)$, then $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ is an object of the category $\mathrm{MT}_{\leqslant d}(X, w)$.

## 4.1.b. Stability by direct summand

Proposition 4.1.5.-If $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)=\left(\mathscr{M}_{1}^{\prime} \oplus \mathscr{M}_{2}^{\prime}, \mathscr{M}_{1}^{\prime \prime} \oplus \cdot \mathscr{M}_{2}^{\prime \prime}, C_{1} \oplus C_{2}\right)$ is an object of $\mathrm{MT}_{\leqslant d}(X, w)$, then each $\left(\mathscr{M}_{i}^{\prime}, \mathscr{M}_{i}^{\prime \prime}, C_{i}\right)(i=1,2)$ also. Moreover, regularity is conserved.

Proof. -- The property of holonomicity restricts to direct summands, as well as the property of strict specializability (3.3.11(a)) and, as Property 3.3.11(e) also restricts to direct summands, it follows that strict S-decomposability restricts too. It is easy to see that (REG) restricts to direct summands. Then argue by induction on $d$ for
$\left(\mathrm{MT}_{>0}\right)$. For $\left(\mathrm{MT}_{0}\right)$, use the fact that a direct summand of a trivial holomorphic vector bundle (on $\mathbb{P}^{1}$ ) remains trivial.

Corollary 4.1.6. - If $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ is an object of the category $\mathrm{MT}_{\leqslant d}(X, w)$, then the strict components of $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are the same and the $S$-decomposition (4.1.4) holds in $\mathrm{MT}_{\leqslant d}(X, w)$. Moreover, $\mathrm{MT}_{\leqslant d}(X, w)$ is the direct sum of the full subcategories $\mathrm{MT}_{\langle Z\rangle}(X, w)$ consisting of objects having strict support on the irreducible closed analytic subset $Z \subset X$ of dimension $\leqslant d$.

Proof. -- We assume that there is a strict component $Z^{\prime}$ of $\mathscr{M}^{\prime}$ which is not a strict component of $\mathscr{M}^{\prime \prime}$. Then we have an object $\left(\mathscr{M}_{Z^{\prime}}^{\prime}, 0,0\right)$ in $\mathrm{MT}_{\leqslant d}(X, w)$, according to the previous proposition. Argue now by induction on $\operatorname{dim} Z^{\prime}$, the case $\operatorname{dim} Z^{\prime}=0$ having being treated above. Let $f$ be the germ of any smooth function such that $f^{-1}(0) \cap Z^{\prime}$ has codimension one in $Z^{\prime}$. By induction, we have $\psi_{f, \alpha} \mathscr{M}_{Z^{\prime}}^{\prime}=0$ for any $\alpha \notin \mathbb{N}$. By Kashiwara's equivalence on some open dense set of $Z^{\prime}$, we can assume that $Z^{\prime}=X$, that $\mathscr{M}_{Z^{\prime}}^{\prime}$ is $\mathscr{O}_{\mathscr{X}}$-coherent, and we can choose for $f$ a local coordinate $t$, so that we conclude that $. \mathscr{M}_{Z^{\prime}}^{\prime} / t \cdot \mathscr{M}_{Z^{\prime}}^{\prime}=0$. By Nakayama's lemma, we have $\mathscr{M}_{Z^{\prime}}^{\prime}=0$ near $t=0$, hence $\mathscr{M}_{Z^{\prime}}^{\prime}=0$ by definition of the strict support. This gives a contradiction.

The remaining statement is easy.
4.1.c. Kashiwara's equivalence. - Let $i$ denote the inclusion of $X$ as a closed analytic submanifold of the analytic manifold $X^{\prime}$. Then the functor $i_{+}$induces an equivalence between $\operatorname{MT}(X, w)$ and $\operatorname{MT}_{X}\left(X^{\prime}, w\right)$ (objects supported on $X$ ), which induces an equivalence between the regular subcategories.

Remark 4.1.7. - It follows from Remarks 3.4.5 and 3.6.16 that, if (MT) $>0$ is satisfied for some holomorphic function $f$, it is satisfied for all $f^{r}, r \geqslant 1$. Therefore, it is enough in practice to verify (MT) > $^{0}$ for holomorphic functions which are not a power. A similar reduction holds for strict S-decomposability in (HSD), according to Lemma 3.5.2(1).

## 4.1.d. Generic structure of twistor $\mathscr{D}_{X}$-modules

Proposition 4.1.8. Let $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be an object of $\mathrm{MT}(X, w)$ having strict support on the irreducible closed analytic set $Z \subset X$. Then there exists an open dense set $Z^{\prime} \subset Z$ and a smooth twistor structure $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ of weight $w$ on $Z^{\prime}$, such that $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)_{Z^{\prime}}=i_{Z^{\prime}+}\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$.

Proof. - Restrict first to a smooth open set of $Z$ and apply Kashiwara's equivalence to reduce to the case when $Z=X$. On some dense open set of $X$, the characteristic variety of $\mathscr{U}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ is contained in the zero section. By Proposition 1.2.8(3), $\mathscr{M}^{\prime}$ and $\mathscr{M}^{\prime \prime}$ are $\mathscr{O} \mathscr{X}$-locally free on some dense open set $X^{\prime}$ of $X$, and by 1.2.8(2), putting $\mathscr{M}=\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$, we have $\mathscr{M}^{\circ}=V_{-1} \cdot \mathscr{M}^{\circ}$ with respect to any local coordinate $t$. Consequently, $\psi_{t, \alpha} \cdot \mathscr{M}$ is supported on $\{z=0\}$ if $\alpha \notin-\mathbb{N}^{*}$, hence vanishes
because of strictness (cf. Proposition 4.1.3). We thus have $\mathscr{M} / t \mathscr{M}=\mathrm{gr}_{-1}^{V} \mathscr{M}$ and the monodromy filtration on it is trivial. Moreover, this is a $\mathscr{O} \mathscr{X}_{0}$-locally free module and, after Remark 3.6.15, $\psi_{t,-1} C$ is the restriction of $C$ to $t=0$, so we can continue until we reach a twistor structure of dimension 0 . Therefore, $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ is a smooth twistor structure according to the definition given in $\S 2.2$.

## 4.1.e. Morphisms

Proposition 4.1.9.- There is no nonzero morphism (in $\mathscr{R}$ - Triples $(X)$ ) from an object in the category $\operatorname{MT}(X, w)$ to an object in $\operatorname{MT}\left(X, w^{\prime}\right)$ if $w>w^{\prime}$.

Proof. - Let $\varphi:\left(\mathscr{M}_{1}^{\prime}, \mathscr{M}_{1}^{\prime \prime}, C_{1}\right) \rightarrow\left(\mathscr{M}_{2}^{\prime}, \mathscr{M}_{2}^{\prime \prime}, C_{2}\right)$ be such a morphism. According to Corollary 4.1.6, we can assume that both have the irreducible closed analytic set $Z$ as their strict support. As the result is clear for smooth twistor structures (there is no nontrivial morphism from $\mathscr{O}_{\mathbb{P}^{1}}(w)$ to $\mathscr{O}_{\mathbb{P}^{1}}\left(w^{\prime}\right)$ if $\left.w>w^{\prime}\right)$, it follows from Proposition 4.1.8 that the support of $\operatorname{Im} \varphi$ is strictly smaller than $Z$. By definition of the strict support ( $c f$. Definition 3.5.3), this implies that $\operatorname{Im} \varphi=0$.

Proposition 4.1.10.-The categories $\mathrm{MT}(X, w)$ and $\mathrm{MT}^{(\mathrm{r})}(X, w)$ are abelian, all morphisms are strict and strictly specializable.

Proof. It is analogous to that of [56, Prop. 5.1.14]. Let us indicate it for $\mathrm{MT}^{(\mathrm{r})}(X, w)$, the case of $\mathrm{MT}(X, w)$ being similar. Introduce the subcategory $\operatorname{MTW}^{(\mathrm{r})}(X, w)$ of $\mathscr{R}$ - Triples $(X)$, the objects of which are triples with a finite filtration $W$. indexed by $\mathbb{Z}$ such that, for each $\ell, \operatorname{gr}_{\ell}^{W}$ is in $\mathrm{MT}^{(\mathrm{r})}(X, w+\ell)$. The morphisms in $\operatorname{MTW}^{(\mathrm{r})}(X, w)$ are the morphisms of $\mathscr{R}$ - Triples $(X)$ which respect the filtration $W$. Consider both properties:
$\left(\mathrm{a}_{d}\right) \mathrm{MT}_{\leqslant d}^{(\mathrm{r})}(X, w)$ abelian, all morphisms are strict and strictly specializable;
$\left(\mathrm{b}_{d}\right) \mathrm{MTW}_{\leqslant d}^{(\mathrm{r})}(X, w)$ abelian and morphisms are strict and strictly compatible with the filtration $W$.

Remark first that ( $\mathrm{a}_{0}$ ) follows from Kashiwara's equivalence of §4.1.c and the corresponding result in dimension 0 (cf. §2.1.b).
$\left(\mathrm{a}_{d}\right) \Rightarrow\left(\mathrm{b}_{d}\right)$. We note first that, by Proposition 4.1.3 and Lemma 1.2.2, the objects in $\operatorname{MTW}_{\leqslant d}^{(\mathrm{r})}(X, w)$ are strict $\mathscr{R}_{\mathscr{X}}$-modules. According to Proposition 4.1 .9 and $[\mathbf{5 6}$, Lemme 5.1.15], $\left(\mathrm{a}_{d}\right)$ implies that the category $\operatorname{MTW}_{\leqslant d}^{(\mathrm{r})}(X, w)$ is abelian and that morphisms are strictly compatible with $W$. Using Lemma 1.2.2 once more, we conclude that all morphisms are strict.
$\left(\mathrm{b}_{d-1}\right) \Rightarrow\left(\mathrm{a}_{d}\right)$ for $d \geqslant 1$. The question is local. Let $\varphi=\left(\varphi^{\prime}, \varphi^{\prime \prime}\right):\left(\mathscr{M}_{1}^{\prime}, \mathscr{M}_{1}^{\prime \prime}, C_{1}\right) \rightarrow$ $\left(\mathscr{M}_{2}^{\prime}, \mathscr{M}_{2}^{\prime \prime}, C_{2}\right)$ be a morphism of pure twistor $\mathscr{D}$-modules of weight $w$. According to Proposition 4.1.9, we can assume that all the $\mathscr{R}_{\mathscr{X}}$-modules involved have strict support $Z$ (closed irreducible analytic subset of $X$ ) of dimension $d$. We will first show
that $\operatorname{Ker} \varphi$ and $\operatorname{Coker} \varphi$ are also strictly specializable, S-decomposable and have strict support $Z$.

Let $f$ be the germ of an analytic function not vanishing identically on $Z$, that we can assume to be a local coordinate $t$, using the graph embedding of $f$ and according to Kashiwara's equivalence of $\S$ 4.1.c. By $\left(\mathrm{b}_{d-1}\right), \psi_{t, \alpha} \varphi$ is strict if $\alpha \notin \mathbb{N}$, according to 3.3 .8 (1b) and (1c). We will show below that
$\psi_{t, 0} \varphi^{\prime}$ and $\psi_{t, 0} \varphi^{\prime \prime}$ are strict (hence so are $\psi_{t, k} \varphi^{\prime}$ and $\psi_{t, k} \varphi^{\prime \prime}$ for any $k \in \mathbb{N}$, according to $3.3 .8(1 \mathrm{c})$ ),

- can is onto for $\operatorname{Ker} \varphi^{\prime}$ and $\operatorname{Ker} \varphi^{\prime \prime}$, and
var is injective for Coker $\varphi^{\prime}$ and Coker $\varphi^{\prime \prime}$.
The first assertion will be enough to show that $\varphi^{\prime}$ and $\varphi^{\prime \prime}$ are strictly specializable, hence $\operatorname{Ker} \varphi^{\prime}, \ldots, \operatorname{Coker} \varphi^{\prime \prime}$ are also strictly specializable (Lemma 3.3.10). The two other assertions will insure that these modules satisfy Properties 3.3.11(c) and (d), hence are strictly S-decomposable along $\{t=0\}$ and have neither sub nor quotient module supported on $Z \cap\{f=0\}$. Applying this for any such $f$ implies that $\operatorname{Ker} \varphi^{\prime}, \ldots, \operatorname{Coker} \varphi^{\prime \prime}$ are strictly S-decomposable and have strict support $Z$. Now, $\operatorname{Ker} \varphi^{\prime}, \ldots, \operatorname{Coker} \varphi^{\prime \prime}$ are clearly holonomic and regular along $\{t=0\}$, hence they are also strict (cf. Corollary 3.5.7). We now have obtained that $\varphi$ is strict and strictly specializable.

Let us come back to the proof of the previous three assertions. As var is injective for $\mathscr{M}^{\prime}$ and $\mathscr{U}^{\prime \prime}$, we identify $\psi_{t, 0} \varphi^{\prime}$ to the restriction of $\psi_{t,-1} \varphi^{\prime}$ on $\operatorname{Im} \mathrm{N} \subset \psi_{t,-1} \mathscr{M}_{2}^{\prime}$, and similarly for $\varphi^{\prime \prime}$. By the inductive assumption. the morphism

$$
\mathscr{N}:\left(\psi_{t,-1} \mathscr{M}_{k}^{\prime}, \psi_{t,-1} \cdot \mathscr{M}_{k}^{\prime \prime}, \psi_{t,-1} C_{k}\right) \longrightarrow\left(\psi_{t,-1} \mathscr{M}_{k}^{\prime}, \psi_{t,-1} \mathscr{M}_{k}^{\prime \prime}, \psi_{t,-1} C_{k}\right)(-1)
$$

is strict, for $k=1,2$ and $\operatorname{Im} \cdot \mathscr{N}$ is an object of $\operatorname{MTW}_{\leqslant d-1}^{(\mathrm{r})}\left(X_{0}, w\right)$. Using once more this inductive assumption, the restriction of $\psi_{t,-1} \varphi$ on $\operatorname{Im} \cdot \mathscr{N}$ is strict, hence the first point.

In order to show the other assertions, consider the following diagram of exact sequences (and the similar diagram for $\varphi^{\prime}$ ):


We have to prove that the left up can is onto and that the right down var is injective. This amounts to showing that $\operatorname{Im} \mathrm{N}_{1} \cap \operatorname{Ker} \psi_{t,-1} \varphi^{\prime \prime}=\mathrm{N}_{1}\left(\operatorname{Ker} \psi_{t,-1} \varphi^{\prime \prime}\right)$ (because this is equivalent to $\left.\operatorname{Im} \operatorname{can} \cap \operatorname{Ker} \psi_{t, 0} \varphi^{\prime \prime}=\operatorname{can}\left(\operatorname{Ker} \psi_{t, 0} \varphi^{\prime \prime}\right)\right)$ and $\operatorname{Im} \mathrm{N}_{2} \cap \operatorname{Im} \psi_{t,-1} \varphi^{\prime \prime}=$
$\mathrm{N}_{2}\left(\operatorname{Im} \psi_{t,-1} \varphi^{\prime \prime}\right)$. This follows from the lemma below applied to the germs of the various sheaves.

Lemma 4.1.11. - Let $E_{1}, E_{2}$ be two $\mathbb{Z}$-modules, equipped with nilpotent endomorphisms $\mathrm{N}_{1}, \mathrm{~N}_{2}$. Let $\lambda: E_{1} \rightarrow E_{2}$ be a morphism commuting with $\mathrm{N}_{1}, \mathrm{~N}_{2}$, which is strictly compatible with the corresponding monodromy filtrations $\mathrm{M}\left(\mathrm{N}_{1}\right), \mathrm{M}\left(\mathrm{N}_{2}\right)$. Then

$$
\operatorname{Im} \mathrm{N}_{1} \cap \operatorname{Ker} \lambda=\mathrm{N}_{1}(\operatorname{Ker} \lambda) \quad \text { and } \quad \operatorname{Im} \mathrm{N}_{2} \cap \operatorname{Im} \lambda=\mathrm{N}_{2}(\operatorname{Im} \lambda) .
$$

Proof. - By the characteristic property of the monodromy filtration and by the strict compatibility of $\lambda$, we have $\mathrm{M}\left(\mathrm{N}_{1}\right) \cap \operatorname{Ker} \lambda=\mathrm{M}\left(\mathrm{N}_{1 \mid \operatorname{Ker} \lambda}\right)$ and $\mathrm{M}\left(\mathrm{N}_{2}\right) \cap \operatorname{Im} \lambda=$ $\mathrm{M}\left(\mathrm{N}_{2 \mid \operatorname{Im} \lambda}\right)$. Moreover, each $\operatorname{gr}_{\ell}^{\mathrm{M}} \lambda$ decomposes with respect to the Lefschetz decomposition. It follows that the property of the lemma is true at the graded level.

Let us show the first equality, the second one being similar. By the previous remark we have
$\operatorname{Im} \mathrm{N}_{1} \cap \operatorname{Ker} \lambda \cap \mathrm{M}\left(\mathrm{N}_{1}\right)_{\ell}=\mathrm{N}_{1}\left(\operatorname{Ker} \lambda \cap \mathrm{M}\left(\mathrm{N}_{1}\right)_{\ell+2}\right)+\operatorname{Im} \mathrm{N}_{1} \cap \operatorname{Ker} \lambda \cap \mathrm{M}\left(\mathrm{N}_{1}\right)_{\ell-1}$, and we can argue by induction on $\ell$ to conclude.

To end the proof of $\left(\mathrm{b}_{d-1}\right) \Rightarrow\left(\mathrm{a}_{d}\right)$, it remains to be proved that $\operatorname{Ker} \varphi$ and Coker $\varphi$ satisfy $\left(\mathrm{MT}_{>0}\right)$. It follows from the abelianity of $\mathrm{MTW}_{\leqslant d-1}^{(\mathrm{r})}(X, w)$ and from the strict specializability of $\varphi$ that $\Psi_{t, \alpha} \operatorname{Ker} \varphi$ and $\Psi_{t, \alpha} \operatorname{Coker} \varphi$ (with $\operatorname{Re} \alpha \in[-1,0[$ ) are in $\operatorname{MTW}_{\leqslant d-1}^{(\mathrm{r})}(X, w)$ and, as we have seen in Lemma 4.1.11, the weight filtration is the monodromy filtration. This gives $\left(\mathrm{MT}_{>0}\right)$, concluding the proof of Proposition 4.1.10.

Corollary 4.1.12. Given any morphism $\varphi: \mathscr{T}_{1} \rightarrow \mathscr{T}_{2}$ between objects of $\operatorname{MT}(X, w)$ and any germ $f$ of holomorphic function on $X$, then, for any $\alpha \notin \mathbb{N}$, the specialized morphism $\Psi_{f, \alpha} \varphi$ is strictly compatible with the monodromy filtration M. and, for each $\ell \in \mathbb{Z}, \mathrm{gr}_{\ell}^{\mathrm{N}} \Psi_{f, \alpha} \varphi$ decomposes with respect to the Lefschetz decomposition, i.e.,

$$
\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha} \varphi= \begin{cases}\stackrel{\oplus}{k}{ }^{*} \cdot \mathcal{N}^{k} \operatorname{Pgr}_{\ell+2 k}^{\mathrm{M}} \Psi_{f, \alpha} \varphi & (\ell \geqslant 0), \\ \oplus_{k \geqslant 0} \cdot N^{k-\ell} \operatorname{Pgr}_{-\ell+2 k}^{\mathrm{M}} \Psi_{f, \alpha} \varphi & (\ell \leqslant 0) .\end{cases}
$$

In particular we have

$$
\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \operatorname{Ker} \varphi=\operatorname{Kergr} \mathrm{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \varphi
$$

and similarly for Coker, where, on the left side, the filtration M. is that induced naturally by $\mathrm{M} . \Psi_{t, \alpha} \mathscr{T}_{1}$ or, equivalently, the monodromy filtration of $\mathscr{N}$ acting on $\Psi_{t, \alpha} \operatorname{Ker} \varphi=\operatorname{Ker} \Psi_{t, \alpha} \varphi$.

Corollary 4.1.13. - If $\mathscr{T}$ is in $\mathrm{MT}_{\leqslant d}(X, w)$, then the Lefschetz decomposition for $\mathrm{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}$ (with $\operatorname{Re}(\alpha) \in\left[-1,0[)\right.$ holds in $\mathrm{MT}_{\leqslant d-1}(X, w+\ell)$.

Proof. - Indeed, $\mathscr{N}: \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T} \rightarrow \mathrm{gr}_{\ell-2}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}(-1)$ is a morphism in the category $\mathrm{MT}_{\leqslant d-1}(X, w+\ell)$, which is abelian, so the primitive part is an object of this category, and therefore each term of the Lefschetz decomposition is also an object of this category.
4.1.f. Graded Lefschetz twistor $\mathscr{D}_{X}$-modules. - Given $\varepsilon= \pm 1$, we can define the category $\mathrm{MLT}_{\leqslant d}(X, w ; \varepsilon)$ of graded Lefschetz twistor $\mathscr{D}_{X}$-modules as in $\S$ 2.1.e: the objects are pairs $(\mathscr{T}, \mathscr{L})$, with $\mathscr{T}=\oplus \mathscr{T}_{j}$, and $\mathscr{T}_{j}$ are objects of $\mathrm{MT}_{\leqslant d}(X, w-\varepsilon j)$; $\mathscr{L}$ is a graded morphism $\mathscr{T}_{j} \rightarrow \mathscr{T}_{j-2}(\varepsilon)$ of degree -2 , such that, for $j \geqslant 0, \mathscr{L}^{j}: \mathscr{T}_{j} \rightarrow$ $\mathscr{T}_{-j}(\varepsilon j)$ is an isomorphism. We note that, by Proposition 4.1.10, $P \mathscr{T}_{j}$ is an object of $\mathrm{MT}_{\leqslant d}(X, w-\varepsilon j)$ and the Lefschetz decomposition of $\mathscr{T}_{j}$ holds in $\mathrm{MT}_{\leqslant d}(X, w-\varepsilon j)$; moreover, the category $\operatorname{MLT}_{\leqslant d}(X, w ; \varepsilon)$ is abelian, any morphism is graded with respect to the Lefschetz decomposition, and moreover is strict and strictly specializable, as follows from Proposition 4.1.10.

More generally, for any $k \geqslant 0$ and $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{k}\right)=( \pm 1, \ldots, \pm 1)$, we can define the category $\mathrm{MLT}_{\leqslant d}(X, w ; \varepsilon)$ of $k$-graded Lefschetz twistor $\mathscr{D}_{X}$-modules: the objects are tuples $(\mathscr{T}, \mathscr{L})$, with $\mathscr{L}=\left(\mathscr{L}_{1}, \ldots, \mathscr{L}_{k}\right), \mathscr{T}=\oplus_{\boldsymbol{j} \in \mathbb{Z}^{k}} \mathscr{T}_{j}$, each $\mathscr{T}_{j}$ is an object in $\mathrm{MT}_{\leqslant d}\left(X, w-\sum_{i} \varepsilon_{i} j_{i}\right)$, the morphisms $\mathscr{L}_{i}$ should pairwise commute, be of $k$-degree $(0, \ldots,-2, \ldots, 0)$ and for any $\boldsymbol{j}$ with $j_{i} \geqslant 0, \mathscr{L}_{i}^{3_{i}}$ should induce an isomorphism from $\mathscr{T}_{j}$ to the component where $j_{i}$ is replaced with $-j_{i}$; the primitive part $P \mathscr{T}_{j}$, for $j_{1}, \ldots, j_{k} \geqslant 0$, is the intersection of the $\operatorname{Ker} \mathscr{L}_{i}^{j_{i}+1}$ and we have a Lefschetz multidecomposition, with respect to which any morphism is multi-graded. The category is abelian, and any morphism is strict and strictly specializable.

Lemma 4.1.14. Let $(\mathscr{T}, \mathscr{L})$ be an object of the category $\operatorname{MLT}_{\leqslant d}(X, w ; \boldsymbol{\varepsilon})$. Then, for any $\alpha$ with $\operatorname{Re}(\alpha) \in\left[-1,0\left[\right.\right.$, the specialized object $\left(\mathrm{gr}^{\mathrm{M}} \Psi_{t, \alpha} \cdot \mathscr{T},\left(\mathrm{gr}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{L}, \mathscr{N}\right)\right)$ is an object of $\operatorname{MLT}_{\leqslant d-1}(X, w ;(\varepsilon,-1))$ and $P_{\mathscr{L}} \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}_{j}=\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} P_{\mathscr{L}} \mathscr{T}_{j}$, where $P_{\mathscr{L}}$ denotes the multi-primitive part with respect to $\mathscr{L}$.

Proof. - The lemma is a direct consequence of the strict compatibility of the $\Psi_{t, \alpha} \mathscr{L}_{i}$ with the monodromy filtration $\mathrm{M}(\mathscr{N})$, as follows from Proposition 4.1.10.

Lemma 4.1.15.- The category $\operatorname{MLT}_{\leqslant d}(X, w ; \varepsilon)$ has an inductive definition analogous to that of $\mathrm{MT}_{\leqslant d}(X, w)$, where one replaces the condition $\left(\mathrm{MT}_{>0}\right)$ with the condition $\left(\mathrm{MLT}_{>0}\right)$, asking that $\left(\mathrm{gr}^{\mathrm{M}} \Psi_{t, \alpha}(\mathscr{T}, \mathscr{L}), \mathrm{N}\right)$ is an object of $\mathrm{MLT}_{\leqslant d-1}(X, w ;(\varepsilon,-1))$, and the condition $\left(\mathrm{MT}_{0}\right)$ with the analogous property $\left(\mathrm{MLT}_{0}\right)$.

Proof. - According to the previous lemma, it is enough to show that, if ( $\mathscr{T}, \mathscr{L}$ ) satisfies the inductive conditions, then it is an object of $\operatorname{MLT}_{\leqslant d}(X, w ; \varepsilon)$. This is done by induction on $d$, the case $d=0$ being easy. One shows first that each $\mathscr{T}_{j}$ is in $\mathrm{MT}_{\leqslant d}\left(X, w-\sum \varepsilon_{i} j_{i}\right)$ for any $\boldsymbol{j}$ and that $\Psi_{t, \alpha} \mathscr{L}_{i}^{j_{i}}$ is an isomorphism from $\Psi_{t, \alpha} \mathscr{T}_{j}$ to $\Psi_{t, \alpha} \mathscr{T}_{j_{1}, \ldots,-j_{i}, \ldots, j_{k}}$ for any $i=1, \ldots, k$, any $j$ with $j_{i} \geqslant 0$, any local coordinate $t$ and
any $\alpha \in \mathbb{C}$. Considering the decomposition with respect to the support, one deduces that $\mathscr{L}_{i}^{j_{i}}$ is an isomorphism from $\mathscr{T}_{j}$ to $\mathscr{T}_{j_{1}, \ldots,-j_{i}, \ldots, j_{k}}$.

Remark 4.1.16 (Regularity). Similar results hold for the category $\operatorname{MLT}_{\leqslant d}^{(r)}(X, w ; \varepsilon)$ of graded Lefschetz regular twistor $\mathscr{D}_{\mathrm{X}}$-modules and its multi-graded analogues.
4.1.g. Vanishing cycles. - Let $\mathscr{T}$ be an object of $\mathrm{MT}_{\leqslant d}(X, w)$. By definition, for any locally defined analytic function $f$. the object $\left(\psi_{f,-1} \mathscr{T}\right.$. M. $\left.(\mathcal{N})\right)$ is an object of MTW $_{\leqslant d}(X, w)$.

Corollary 4.1.17 (Vanishing cycles, $\boldsymbol{c f}$. [56, Lemme 5.1.12]). For such $a . \mathscr{T}$, the object $\left(\phi_{f, 0} \cdot \mathscr{T}, \mathrm{M} \cdot(\mathcal{Y})\right)$ is in $\mathrm{MTW}_{\leqslant d}(X, w)$ and $\left(\mathrm{gr}_{\cdot}^{\mathrm{N}} \phi_{f, 0} \cdot \mathscr{T}, \mathrm{gr}_{-2}^{\mathrm{M}} \cdot \mathcal{Y}\right)$ is an object of $\operatorname{MLT}_{\leqslant d}(X, u:-1)$. Moreover. the morphisms $\mathscr{C}$ an, Var are filtered morphisms

$$
\begin{array}{r}
\left(\psi_{f .-1} \cdot \mathscr{T} \cdot \mathrm{M}_{\bullet}(\mathscr{N})\right) \xrightarrow{\mathscr{C} a n}\left(\phi_{f .0} \cdot \mathscr{T}(-1 / 2), \mathrm{M}_{\bullet-1}(\cdot \mathscr{N})\right) \\
\left(\phi_{f .0} \mathscr{T}(-1 / 2), \mathrm{M}_{\bullet-1}(\mathscr{N})\right) \xrightarrow{\mathscr{V}_{a r}}\left(\psi_{f,-1} \cdot \mathscr{T}(-1), \mathrm{M}_{\bullet-2}(\cdot \mathscr{N})\right),
\end{array}
$$

hence are morphisms in $\operatorname{MTW}(X, w)$, and similarly for $\mathrm{gr}_{-1}^{\mathrm{M}} \mathscr{C}$ an and $\mathrm{gr}_{-1}^{\mathrm{M}} \mathscr{V}^{2}$.
Proof. - We can assmune that $\mathscr{T}$ has strict support on an irreducible closed analytic subset $Z$ of $X$. If $f \equiv 0$ on $Z$, then the result follows from Kashiwara's equivalence and Lemma 3.6.32.

Assume now that $f \not \equiv 0$ on $Z$. The object $\phi_{f, 0} \mathscr{T}(-1 / 2)$ is equipped with a filtration $W_{\bullet} \phi_{f .0} \mathscr{T}$ naturally induced by M.( $\left.\mathscr{N}\right) \psi_{f,-1} \mathscr{T}$. As such, according to Lemma 3.6.21, it is identified with the image of $\mathscr{N}:\left(\psi_{f,-1} \mathscr{T} . \mathrm{M}_{\mathbf{\prime}}(\mathcal{N})\right) \rightarrow\left(\psi_{f,-1}: \mathscr{T}(-1), \mathrm{M}_{\bullet-2}(\cdot \mathcal{N})\right)$, hence is an object of $\operatorname{MTW}(X, w)$, because this category is abelian.

The result now follows from [56, Lemme 5.1.12]. which gives in particular that $W_{\bullet} \phi_{f .0} \mathscr{T}=\mathrm{M}_{\bullet-1}(: \mathcal{V}) \phi_{f, 0} \mathscr{T}$.

Remark 4.1.18 (Regularity). Starting with an object $\mathscr{T}$ of $\operatorname{MIT}^{(r)}\left(X, w^{\prime}\right)$. we conclude that $\left(\mathrm{gr}_{\bullet}^{\mathrm{M}} \phi_{f, 0} \mathscr{T}, \mathcal{N}\right)$ is an object of $\operatorname{MLT}^{(\mathrm{r})}(X, w)$.

## 4.1.h. Behaviour with respect to the functors $\Xi_{\mathrm{DR}}$ and $\Xi_{\mathrm{Dol}}$

We can now give a statement more precise than Proposition 3.3.14 concerning the restriction to $z=z_{0}$, and in particular the behaviour of the monodromy filtration and the property of S-decomposability.

Proposition 4.1.19 (Restriction to $\left.z=z_{o}\right)$. - Let $\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be an object of $\mathrm{MT}(X, w)$. Put $\mathscr{M}=\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$. Fix $z_{0} \in \Omega_{0}$ and put $M_{z_{0}}=, \mathscr{M} /\left(z-z_{0}\right) \cdot \mathscr{M}$.
(1) If $\left(\mathscr{U}^{\prime}, . \mathscr{U}^{\prime \prime}, C\right)$ is in $\operatorname{MT}^{(\mathrm{r})}(X, w)$ and $z_{o} \neq 0$, then $M_{z_{o}}$ is a regular holonomic $\boldsymbol{D}_{X}$-module.
(2) Let $f: U \rightarrow \mathbb{C}$ be a holomorphic function on some open set $U$.
(a) For any $\alpha \notin \mathbb{N}$, the restriction to $z=z_{0}$ of the monodromy filtration $\mathrm{M} \cdot \psi_{f, \alpha} \mathscr{M}$ of N is the monodromy filtration of its restriction N on $\psi_{f . \alpha}^{\left(z_{0}\right)} M_{z_{0},}$.
(b) We assume that $f$ is a projection $t$. that can is onto and var is injective. Then, can : $\psi_{t,-1}^{\left(z_{0}\right)} \Lambda_{z_{0}} \rightarrow \psi_{t .0}^{\left(z_{0}\right)} \Lambda_{z_{0},}$ is onto and var $: \psi_{t, 0}^{\left(z_{0}\right)} M_{z_{0}} \rightarrow \psi_{t,-1}^{\left(z_{0}\right)} M_{z_{0},}$ is injective.
(3) We assume that $z_{0} \notin \operatorname{Sing} \Lambda$. Then $M_{z_{,}}$is a strictly $S$-decomposable holonomic $\mathscr{D}_{X}$-module. If . II has strict support $Z$ (irreducible closed analytic subset of $X$ ). then so has the restriction to $z=z_{0}$.

Proof
(1) Using the definition of regularity as in [45. Def. (3.1.12)], one shows by induction on dim Supp $M_{z_{0}}$ that $M_{z_{0}}$ is regular.
(2a) This is a consequence of the strictness of $\mathrm{gr}_{k}^{\mathrm{Mt}} \psi_{t, \alpha} \cdot \mathbb{M}$ proved in Proposition 4.1.3. Indeed, by strictness, the filtration $\mathrm{I}_{\bullet} \psi_{f . \alpha}^{\left(z_{0}\right)} M_{z_{0},}$ naturally induced by M. $\psi_{f_{. \kappa}} \cdot \mathscr{M}$ satisfies $\operatorname{gr}_{k}^{\mathrm{M}} \psi_{f, \alpha}^{\left(z_{0}\right)} M_{z_{0}}=\operatorname{gr}_{k}^{\mathrm{M}} \psi_{f . \alpha} \mathscr{M} /\left(z-z_{o}\right) \operatorname{gr}_{k^{\mathrm{N}}} \psi_{f . \alpha} \cdot \mathscr{M}$. and then satisfies the characteristic properties of the monodromy filtration of the restriction of N .
(2b) That can remains onto is clear. In order to show that var remains injective by restriction, we will use that $\psi_{t,-1} \cdot \mathscr{M} / \operatorname{Im} \mathrm{N}$ is strict: indeed, $\mathrm{N}: \psi_{t,-1} \cdot \mathscr{M} \rightarrow \psi_{t,-1} \cdot \mathscr{M}$ is part of a morphism in $\operatorname{MTW}(X, w)$, hence its cokernel is strict. This implies that

$$
\operatorname{Im} \mathrm{N} /\left(z-z_{0}\right) \operatorname{Im} \mathrm{N} \longrightarrow \psi_{t,-1} \cdot \mathscr{M} /\left(z-z_{o}\right) \psi_{t,-1} \mathscr{M}
$$

is injective and therefore

$$
\operatorname{Im} \mathrm{N} \cap\left(z-z_{o}\right) \psi_{t,-1} \cdot \mathscr{U}=\left(z-z_{o}\right) \operatorname{Im} \mathrm{N} .
$$

Let $m$ be a local section of $\psi_{t, 0} \mathscr{M}$ such that $t m \in\left(z-z_{o}\right) \psi_{t,-1} \cdot \mathbb{M}$. As can is onto, there exists a local section $m^{\prime}$ of $\iota_{t,-1} \not \mathscr{M}$ such that $m=-\coprod_{t} m^{\prime}$. Then $\mathrm{N} m^{\prime} \in\left(z-z_{0}\right) \psi_{t,-1} \mathscr{M}$. By the strictness property above, we have $\mathrm{N} m^{\prime}=\mathrm{N}\left(z-z_{o}\right) m^{\prime \prime}$ for some local section $m^{\prime \prime}$ of $\psi_{t .-1} \mathscr{M}$, and hence $t\left[m-\left(z-z_{0}\right)\left(-\partial_{t} m^{\prime \prime}\right)\right]=0$. As var is injective, we have $m \in\left(z-z_{0}\right) \psi_{t, 0} \cdot \mathscr{M}$, as was to be proved.
(3) We assume that $z_{o} \notin \operatorname{Sing} \Lambda$ and that $\mathscr{M}$ has strict support $Z$. We will show that $M_{z_{0}}$ is strictly S-decomposable and has strict support $Z$ (the definition of these notions for $\mathscr{T}_{X}$-modules are given in [56]: they are also obtained by doing $z=1$ in the corresponding definitions for $\mathscr{R}_{\mathscr{X}}$-modules). Let $f:\left(X, x_{o}\right) \rightarrow(\mathbb{C}, 0)$ be an analytic germ which is nonconstant on ( $Z .0$ ). Using the graph embedding of $f$, we can assume that $f$ is a coordinate $t$. By Proposition 3.3.14, we have $\psi_{t,-1}^{\left(z_{0}\right)} M_{z_{0},}=\psi_{t .-1} M_{z_{0},}$ and $\psi_{t, 0}^{\left(z_{0}\right)} M_{z_{0}}=\psi_{t, 0} M_{z_{0}}$, can restricts to $z_{0}$ can $n_{z_{0}}$ and var restricts to $\operatorname{var}_{z_{0}}$. Therefore, the conclusion follows from (2b).

### 4.2. Polarization

Definition 4.2.1 (Polarization). - A polarization of an object $\mathscr{T}$ of $\mathrm{MT}_{\leqslant d}(X, w)$ is a sesquilinear Hermitian duality $\mathscr{S}: \mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ of weight $w$ (cf. Definition 1.6.7) such that:
(MTP $>_{>0}$ ) for any open set $U \subset X$ and any holomorphic function $f: U \rightarrow \mathbb{C}$, for any $\alpha$ with $\operatorname{Re}(\alpha) \in\left[-1,0\left[\right.\right.$ and any integer $\ell \geqslant 0$, the morphism $\left(P \operatorname{gr}^{\mathrm{M}} \Psi_{f, \alpha} \mathscr{S}\right)_{\ell}$ induces a polarization of $P_{\ell} \Psi_{f, \alpha} \mathscr{T}$,
$\left(\mathrm{MTP}_{0}\right)$ for any zero-dimensional strict component $\left\{x_{o}\right\}$ of $\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$, we have $\mathscr{S}=i_{\left\{x_{o}\right\}+} \mathscr{S}_{0}$, where $\mathscr{S}_{0}$ is a polarization of the zero-dimensional twistor structure $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C_{o}\right)$.

## Remarks 4.2.2

(1) We note that Condition $\left(\mathrm{MTP}_{>0}\right)$ is meaningful because of Remark 3.6.13.
(2) Conditions (MTP $>_{>0}$ ) and ( $\mathrm{MTP}_{0}$ ) imply that the components $S^{\prime}$ and $S^{\prime \prime}=$ $(-1)^{w} S^{\prime}$ of $\mathscr{S}$ are isomorphisms $\mathscr{M}^{\prime \prime} \xrightarrow{\sim} \mathscr{M}^{\prime}$ : indeed, one can assume that $\mathscr{T}$ has only one strict component; by induction on the dimension, using a local coordinate, one obtains that $S^{\prime}$ is an isomorphism on a dense open set of the support; by definition of the strict support, $S^{\prime}$ is thus an isomorphism.

We will denote by $\mathrm{MT}_{\leqslant d}(X, w)^{(\mathrm{p})}$ the full subcategory of $\mathrm{MT}_{\leqslant d}(X, w)$ of polarizable objects, and similarly for $\mathrm{MT}_{\leqslant d}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$. According to Proposition 3.5.6, we have a S-decomposition

$$
\begin{equation*}
\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C, \mathscr{S}\right)=\oplus_{Z}\left(\mathscr{M}_{Z}^{\prime}, \mathscr{M}_{Z}^{\prime \prime}, C_{Z}, \mathscr{S}_{Z}\right) \tag{4.2.3}
\end{equation*}
$$

The following proposition is casy:

## Proposition 4.2.4

(1) In the situation of Proposition 4.1.5, if a polarization $\mathscr{S}$ is the direct sum of two morphisms $\mathscr{S}_{1}$ and $\mathscr{S}_{2}$, then each $\mathscr{S}_{i}$ is a polarization of $\left(\mathscr{M}_{i}^{\prime},, \mathscr{M}_{i}^{\prime \prime}, C_{i}\right)$.
(2) Corollary 4.1.6 holds for $\mathrm{MT}_{\leqslant d}(X, w)^{(\mathrm{p})}$ or $\mathrm{MT}_{\leqslant d}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$.
(3) Kashiwara's equivalence of §4.1.c holds for $\operatorname{MT}(X, w)^{(\mathrm{p})}$ or $\mathrm{MT}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$.

## 4.2.a. Semi-simplicity

Proposition 4.2.5. - If $\mathscr{T}_{1}$ is a subobject (in the category $\mathrm{MT}(X, w)$ ) of a polarized object $(\mathscr{T}, \mathscr{S})$, then $\mathscr{S}$ induces a polarization $\mathscr{S}_{1}$ of $\mathscr{T}_{1}$ and $\left(\mathscr{T}_{1}, \mathscr{S}_{1}\right)$ is a direct summand of $(\mathscr{T}, \mathscr{S})$ in $\mathrm{MT}(X, w)^{(\mathrm{p})}$. In particular, the category $\mathrm{MT}(X, w)^{(\mathrm{p})}$ is semisimple (all objects are semisimple and morphisms between simple objects are zero or isomorphisms).

Proof. - By induction on the dimension of the support, the result being clear if the support has dimension 0 (see Fact 2.1.9). We can also assume that $\mathscr{T}$ has strict support a closed irreducible analytic subset $Z$ of $X$. Put $\mathscr{S}=\left(S^{\prime}, S^{\prime \prime}\right)$ and $S=S^{\prime}$ or $S^{\prime \prime}$. Consider then the exact sequences

where $\mathscr{T}_{2}$ is the cokernel, in the abelian category $\operatorname{MT}(X, w)$, of $\mathscr{T}_{1} \hookrightarrow \mathscr{T}$. We want to show first that $\mathscr{S}_{1}$ is an isomorphism. This is a local statement. Take a local coordinate $t$ such that $Z \not \subset\{t=0\}$ and apply $\Psi_{t, \alpha}$ to the previous diagram $(\operatorname{Re}(\alpha) \in$ $[-1,0[)$. According to Corollary 4.1.12, the exact sequences in the following diagram remain exact, if $\mathrm{M}_{\bullet}$ denotes the monodromy filtration of N :

$$
\begin{aligned}
& 0 \longleftarrow \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}_{1}^{*}(-w) \longleftarrow \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}^{*}(-w) \longleftarrow \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}_{2}^{*}(-w) \longleftarrow 0 \\
& \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{S}_{1} \uparrow \begin{array}{c}
\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{S} \uparrow \imath \\
0 \longrightarrow \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}_{1} \longrightarrow \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T} \longrightarrow \mathrm{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{T}_{2} \longrightarrow
\end{array}
\end{aligned}
$$

Using the inductive assumption, we conclude that each $\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{S}_{1}$ is an isomorphism, hence $\Psi_{t, \alpha} \mathscr{S}_{1}$ too. Arguing now as in Remark 4.2.2(2), we conclude that $\mathscr{S}_{1}$ is an isomorphism.

We now have a decomposition $\mathscr{M}^{\prime}=\mathscr{M}_{2}^{\prime} \oplus S\left(\mathscr{M}_{1}^{\prime \prime}\right)$ and $\mathscr{M}^{\prime \prime}=\mathscr{M}_{1}^{\prime \prime} \oplus S^{-1}\left(\mathscr{M}_{2}^{\prime}\right)$ and we have by definition a decomposition $S=S_{1} \oplus S_{2}$, where $S_{2}$ is the isomorphism such that $S_{2}^{-1}$ is the restriction of $S^{-1}$ to $\mathscr{M}_{2}^{\prime}$.

It remains to be proved that we have a decomposition $C=C_{1} \oplus C_{2}$. By definition, we have $C\left(m_{2}^{\prime}, \overline{n_{1}^{\prime \prime}}\right)=0$ for local sections $m_{2}^{\prime}, n_{1}^{\prime \prime}$ of $\mathscr{M}_{2 \mid \mathbf{S}}^{\prime}$ and $\mathscr{M}_{1 \mid \mathbf{S}}^{\prime \prime}$ respectively. It is enough to show that $C\left(S m_{1}^{\prime \prime}, \overline{S^{-1} n_{2}^{\prime}}\right)=0$ for local sections $m_{1}^{\prime \prime}, n_{2}^{\prime}$ of $\mathscr{M}_{1 \mid \mathbf{S}}^{\prime \prime}$ and $\mathscr{M}_{2 \mid \mathbf{S}}^{\prime}$ respectively. This is a direct consequence of the fact that $\mathscr{S}$ is Hermitian.

Remark 4.2.6 (Regularity). - The same result holds with regular objects.
4.2.b. Polarized graded Lefschetz twistor $\mathscr{D}$-modules. - Let $(\mathscr{T}, \mathscr{L})$ be an object of $\operatorname{MLT}(X, w ; \boldsymbol{\varepsilon})$. A polarization $\mathscr{S}$ is a graded isomorphism $\mathscr{S}: \mathscr{T} \rightarrow$ $\mathscr{T}^{*}(-w)$ which is Hermitian, i.e., satisfying $\mathscr{S}_{j}^{*}=(-1)^{j} \mathscr{S}_{-j}$, such that each $\mathscr{L}_{i}$ is skew-adjoint with respect to $\mathscr{S}$ (i.e., $\mathscr{L}_{i}^{*} \circ \mathscr{S}_{j}=-\mathscr{S}_{j-21_{i}} \circ \mathscr{L}_{i}$ for any $i=1, \ldots, k$ and any $\boldsymbol{j}$ ) and that, for each $\boldsymbol{j}$ with nonnegative components, the induced morphism

$$
\mathscr{S}_{-j} \circ \mathscr{L}_{1}^{j_{1}} \cdots \mathscr{L}_{k}^{j_{k}}: P_{\mathscr{L}} \mathscr{T}_{j} \longrightarrow\left(P_{\mathscr{L}} \mathscr{T}_{j}\right)^{*}\left(-w+\sum \varepsilon_{i} j_{i}\right)
$$

is a polarization of the object $P_{\mathscr{L}} \mathscr{T}_{j}$ of $\operatorname{MT}\left(X, w-\sum \varepsilon_{i} j_{i}\right)$.

Lemma 4.2.7. The categories $\operatorname{MLT}(X, w ; \varepsilon)^{(\mathrm{p})}$ and $\operatorname{MLT}^{(\mathrm{r})}(X, w ; \varepsilon)^{(\mathrm{p})}$ have an inductive definition as in Definition 4.2.1.

Proof. - This directly follows from the commutativity of $P_{\mathscr{L}}$ and $\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha}$ shown in Lemma 4.1.14.

We also have, using Remark 2.1.16 in dimension 0 :
Lemma 4.2.8. - The conclusion of Proposition 4.2 .5 holds for $\operatorname{MLT}(X, w ; \varepsilon)^{(p)}$ and $\operatorname{MLT}^{(\mathrm{r})}(X, w ; \varepsilon)^{(\mathrm{p})}$.

Corollary 4.2.9. Let $(\mathscr{T}, \mathscr{S}, \mathscr{L})$ be an object of $\operatorname{MLT}(X, w ; \varepsilon)^{(\mathrm{p})}$ with strict support $Z$. Let $f: U \rightarrow \mathbb{C}$ be a holomorphic function $\not \equiv 0$ on $Z$. Then $\left(\mathrm{gr}_{\bullet}^{M} \phi_{f, 0}(\mathscr{T}, \mathscr{S}, \mathscr{L}), \mathscr{N}\right)$ is an object of $\operatorname{MLT}(X, w+1 ; \varepsilon,-1)^{(\mathrm{p})}$. A similar result holds for regular objects.

Proof. - Apply the Lefschetz analogue of Corollary 4.1.17 and Lemma 4.2.8.
Proposition 4.2.10. The conclusions of Propositions 2.1.19 and 2.1.21 remain valid for graded Lefschetz (regular) twistor $\mathscr{D}_{X}$-modules.

Proof. - We will give the proof for non regular objects, the regular case being similar. Let us begin with Proposition 2.1.19. First, we remark that $c\left(\mathscr{T}_{j+1}\right)$, $\operatorname{Ker} v \subset \mathscr{T}_{j}^{\prime}$ are objects of $\operatorname{MT}(X, w-\varepsilon j)$, according to Proposition 4.1.10.

Let us show that $\operatorname{Im} c$ and Ker $v$ are subobjects of $\mathscr{T}^{\prime}$ in $\operatorname{MLT}(X, w ; \varepsilon)$. We can assume that $\mathscr{T}, \mathscr{T}^{\prime}$ have strict support $Z$. Choose a local coordinate $t$ such that $\operatorname{codim}_{Z}(\{t=0\} \cap Z)=1$. We know that $c$ or $v$ and $\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha}$ commute (Proposition 4.1.10). It follows that, by induction, Coker $\mathscr{L}^{j}: c\left(\mathscr{T}_{j+1}\right) \rightarrow c\left(\mathscr{T}_{-j+1}\right)$ is supported in $\{t=0\}$, hence is equal to 0 , as $\mathscr{T}^{\prime}$ has strict support $Z$. Argue similarly for Ker $v$.

By Lemma 4.2.8, Im $c$ and Ker $v$ decompose as direct sums of simple objects in $\operatorname{MLT}(X, w ; \varepsilon)$, so their intersection is an object in the same category. By the same argument as above, using induction on the dimension, the intersection Im $c \cap \operatorname{Ker} v$ vanishes. Similarly, the direct summand of $\operatorname{Im} c \oplus \operatorname{Ker} v$ in $\mathscr{T}^{\prime}$ is an object of $\operatorname{MLT}(X, w ; \varepsilon)$ and also vanishes by induction. We therefore have a decomposition $\mathscr{T}^{\prime}=\operatorname{Im} c \oplus \operatorname{Ker} v$ in $\operatorname{MLT}(X, w ; \varepsilon)$.

Let us now consider Proposition 2.1.21. So, let $\left(\left(\mathscr{T}_{j_{1}, j_{2}}\right)_{\boldsymbol{j} \in \mathbb{Z}^{2}}, \mathscr{L}_{1}, \mathscr{L}_{2}\right)$ be an object of $\operatorname{MLT}\left(X, w ; \varepsilon_{1}, \varepsilon_{2}\right)^{(\mathrm{p})}$ with a polarization $\mathscr{S}$. Let $d: \mathscr{T}_{j_{1}, j_{2}} \rightarrow \mathscr{T}_{j_{1}-1, j_{2}-1}\left(\varepsilon_{1}+\varepsilon_{2}\right)$ be a differential in $\mathscr{R}$ - $\operatorname{Triples}(X)$, which commutes with $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ and is selfadjoint with respect to $\mathscr{P}$. As both source and target of $d$ are in $\operatorname{MT}\left(X, w-\varepsilon_{1} j_{1}-\varepsilon_{2} j_{2}\right)$, $d$ is a morphism in this category, hence is strict and strictly specializable (Proposition 4.1.10) and we have, for any germ $f$ of holomorphic function any $\alpha$ with $\operatorname{Re}(\alpha) \in$ $[-1,0[$ and any $\ell \geqslant 0$,

$$
\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha}(\operatorname{Ker} d / \operatorname{Im} d)=\operatorname{Ker}\left(\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha} d\right) / \operatorname{Im}\left(\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha} d\right)
$$

(cf. Corollary 4.1.12). By induction on the dimension of the support, we can assert that $\left(\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha}(\operatorname{Ker} d / \operatorname{Im} d), \operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha} \mathscr{L}, \operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha} \mathscr{S}\right)$ is an object of the category $\operatorname{MLT}\left(X \cap f^{-1}(0), w+\ell, \varepsilon\right)$ and we conclude with Lemma 4.2.7.

Corollary 4.2.11 (Degeneration of a spectral sequence). - Let $\mathscr{T}^{\bullet}$ be an object of the category $D^{+}(\mathscr{R}$ - Triples $(X))$ equipped with a Hermitian duality $\mathscr{S}: \mathscr{T}^{\bullet} \rightarrow\left(\mathscr{T}^{\bullet}\right)^{*}(-w)$ and with $\mathscr{L}: \mathscr{T}^{\bullet} \rightarrow \mathscr{T}^{\bullet}[2](1)$ and $\mathscr{N}: \mathscr{T}^{\bullet} \rightarrow \mathscr{T}^{\bullet}(-1)$ which commute and are skewadjoint with respect to $\mathscr{S}$. We assume that $\mathscr{N}$ is nilpotent and and that each term $E_{1}^{i, j-i}$ of the spectral sequence associated to the monodromy filtration of $\mathrm{M} \cdot(\mathscr{N})$ is part of an object

$$
\underset{i, j}{\oplus}\left(E_{1}^{i, j-i}=\mathscr{H}^{j}\left(\mathrm{gr}_{-i}^{\mathrm{M}} \cdot \mathscr{T}^{\bullet}\right), \mathscr{H}^{j} \mathrm{gr}_{-i}^{\mathrm{M}} \cdot \mathscr{N}, \mathscr{H}^{j} \mathrm{gr}_{-i}^{\mathrm{M}} \mathscr{L}, \mathscr{H}^{j} \mathrm{gr}_{-i}^{\mathrm{M}} \cdot \mathscr{S}\right)
$$

of $\operatorname{MLT}(X, w ;-1,1)^{(\mathrm{p})}$. Then,
(1) the spectral sequence degenerates at $E_{2}$,
(2) the filtration $W_{\cdot} \mathscr{H}^{j}\left(\mathscr{T}^{\bullet}\right)$ naturally induced by $\mathrm{M} . \mathscr{T}^{\bullet}$ is the monodromy filtration M. associated to $\mathscr{H}^{j} \cdot \mathscr{N}: \mathscr{H}^{j}\left(\mathscr{T}^{\bullet}\right) \rightarrow \mathscr{H}^{j}\left(\mathscr{T}^{\bullet}\right)$,
(3) the object

$$
\underset{i, j}{\oplus}\left(\operatorname{gr}_{-i}^{\mathrm{M}} \mathscr{H}^{j}\left(\mathscr{T}^{\bullet}\right), \operatorname{gr}_{-i}^{\mathrm{M}} \cdot \mathscr{H}^{j} \mathscr{N}, \operatorname{gr}_{-i}^{\mathrm{M}} \mathscr{H}^{j} \mathscr{L}, \operatorname{gr}_{-i}^{\mathrm{M}} \mathscr{H}^{j} \mathscr{S}\right)
$$

is an object of $\operatorname{MLT}(X, w ;-1,1)^{(\mathrm{p})}$.
A similar result holds for regular objects.
Proof. -.. We know (Lemma 1.6.12) that the differential $d_{1}$ is selfadjoint with respect to $\mathscr{H}^{j} \mathrm{gr}_{-i}^{\mathrm{M}} \mathscr{S}$. Moreover, $d_{1}: \mathscr{H}^{j}\left(\mathrm{gr}_{-i}^{\mathrm{M}} \mathscr{T}^{\bullet}\right) \rightarrow \mathscr{H}^{j}\left(\mathrm{gr}_{-i}^{\mathrm{M}} \mathscr{T}^{\bullet}\right)$ is a morphism between objects in $\operatorname{MT}(X, w+j-i)$. From the analogue of Proposition 2.1.21, we deduce that $\left(E_{2}^{i, j-i}\right)$ is part of an object of $\operatorname{MLT}(X, w ;-1,1)^{(\mathrm{p})}$. Now, one shows inductively that $d_{r}=0$ for any $r \geqslant 2$, by applying Proposition 4.1.9. This gives the result.

## 4.2.c. A conjecture

We now restrict our discussion to regular objects. For the non regular case, we lack at the moment of results in dimension one.

Theorem 4.2.12. - We assume that $X$ is a complex projective manifold. The functor which associates to each object $(\mathscr{T}, \mathscr{S})$ in $\mathrm{MT}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$ the regular holonomic $\mathscr{D}_{X}$ module $\Xi_{\mathrm{DR}} \mathscr{M}^{\prime \prime}$ (restriction to $z_{o}=1$ ) takes values in the category of semisimple regular holonomic $\mathscr{D}_{X}$-modules.

Proof. - We can assume that $\mathscr{T}$ has strict support the irreducible closed analytic subset $Z \subset X$. We know that $\Xi_{\mathrm{DR}} \mathscr{M}^{\prime \prime}$ is regular holonomic and has strict support $Z$, according to Proposition 4.1.19. This means that there exists a dense Zariski open set $Z^{\circ} \subset Z$ and a local system $\mathscr{L}$ of finite dimensional $\mathbb{C}$-vector spaces on $Z^{\circ}$ such that the de Rham complex of $\Xi_{\mathrm{DR}} \mathscr{M}^{\prime \prime}$ is isomorphic to the intersection complex $\mathrm{IC}{ }^{\bullet} \mathscr{L}$ up
to a shift. We want to show that the local system $\mathscr{L}$ is semisimple. We will argue by induction on $\operatorname{dim} Z$, starting from $\operatorname{dim} Z=1$.

The case when $Z$ is a smooth curve is a corollary of Theorem 5.0.1 proved later in Chapter 5, as a consequence of results of C.Simpson and O. Biquard.

Let us now consider the case when $Z$ is singular. Let us denote by $\nu: \widetilde{Z} \rightarrow Z$ the normalization. We can assume that $Z^{o}$ is an open set in $\widetilde{Z}$. It is therefore enough to construct an object $(\widetilde{\mathscr{T}}, \widetilde{\mathscr{S}})$ in $\mathrm{MT}^{(\mathrm{r})}(\widetilde{Z}, w)^{(\mathrm{p})}$ which coincides with $(\mathscr{T}, \mathscr{S})$ on $Z^{o}$. The singular points of $Z$ being isolated, this is then a local problem on $Z$, as we can glue local solutions to this problem with the solution $(\mathscr{T}, \mathscr{S})_{\mid Z^{\circ}}$ on $Z^{o}$. The noncharacteristic inverse image $p^{+}(\mathscr{T}, \mathscr{S})$ by the projection $p: \widetilde{Z} \times X \rightarrow X$ is an object of $\mathrm{MT}^{(\mathrm{r})}(\widetilde{Z} \times X, w)^{(\mathrm{p})}$. Choose a family of local equations $t_{1}, \ldots, t_{n}$ of the graph $G(\nu) \subset \widetilde{Z} \times X$ of $\nu: \widetilde{Z} \rightarrow X$. Then the object $\operatorname{Pgr}_{0}^{\mathrm{M}} \Psi_{t_{1}}\left(\cdots \operatorname{Pgr}_{0}^{\mathrm{M}} \Psi_{t_{n}} p^{+}(\mathscr{T}, \mathscr{S})\right)$ gives a local solution to the problem.

Assume now that $\operatorname{dim} Z \geqslant 2$. According to [29, th.1.1.3(ii)], it is enough to show that the restriction of $\mathscr{L}$ to a generic hyperplane section of $Z^{\circ}$ is semisimple, because for such a hyperplane, $\pi_{1}\left(Z^{o} \cap H\right) \rightarrow \pi_{1}\left(Z^{o}\right)$ is onto. Now, the (noncharacteristic) restriction of $(\mathscr{T}, \mathscr{S})$ to a generic hyperplane $H$ still belongs to $\mathrm{MT}^{(\mathrm{r})}(X \cap H, w)^{(\mathrm{p})}$, because it can be locally expressed as $\operatorname{Pgr}_{0}^{\mathrm{M}} \psi_{t,-1}(\mathscr{T}, \mathscr{S})$ for a local equation $t$ of $H$. We therefore get by induction the semisimplicity of $\mathscr{L}_{Z^{\circ} \cap H}$, hence of $\mathscr{L}$.

Conjecture 4.2.13. - The functor above is an equivalence.
This assertion should also hold when $X$ is compact and Kähler. Its proof would give a proof of the conjecture of M. Kashiwara recalled in the introduction, for semisimple perverse sheaves or regular holonomic $\mathscr{D}$-modules.

Remark 4.2.14. When the conjecture holds, the functor sends a simple object in the first category in a simple object of the second one. This will be the case when $X$ is a compact Riemann surface, as a consequence of Theorem 5.0.1.

## 4.2.d. Polarizable Hodge $\mathscr{D}$-modules and polarizable twistor $\mathscr{D}$-modules

One can develop a theory of Hodge $\mathscr{D}$-modules along the lines of this chapter. We will indicate the main steps.

In dimension 0 , polarized Hodge $\mathscr{D}$-modules correspond to polarized complex Hodge structures as in §2.1.d.

In general, replace the category of $\mathscr{R}_{\mathscr{X}}$-modules with the category of graded $R_{F} \mathscr{D}_{X^{-}}$ modules, the morphisms being graded. Strict objects correspond to $\mathscr{D}_{X}$-modules equipped with a good filtration (by the Rees construction). In order to define graded $\mathscr{R}$ - Triples, consider sesquilinear pairings $C$ taking values in $\mathfrak{D b}_{X_{\mathbb{R}}} \otimes \mathbb{C} \mathbb{C}\left[z, z^{-1}\right]$.

In the definition of specializable graded $R_{F} \mathscr{D}_{X}$-modules, one should insist on the fact that the $V$-filtration is graded. Therefore, if $\mathscr{M}=R_{F} M$ for some well-filtered $\mathscr{D}_{X}$-module $M$, and if all $\psi_{f, \alpha} \mathscr{M}$ are strict, then $M$ is specializable along $\{f=0\}$
and $\psi_{f, \alpha} \mathscr{M}=R_{F} \psi_{f, \alpha} M$, where the filtration $F$ on $\psi_{f, \alpha} M$ is naturally induced from that of $M$ as in [56].

At this point, the definition of a complex Hodge $\mathscr{D}$-module is obtained by working in the category of graded $\mathscr{R}$-Triples when considering Definition 4.1.2. It is very similar to the category considered by M. Saito.

The polarization is introduced as a graded isomorphism between both $R_{F} \mathscr{D}_{X}-$ modules entering in the definition of a complex Hodge $\mathscr{D}$-module.

The graded analogue of Conjecture 4.2 .13 asserts that the category of complex Hodge $\mathscr{D}$-modules is equivalent to that of admissible variations of polarized complex Hodge structures. It would follow from a direct comparison with the category of complex Hodge modules constructed by M. Saito, by the results of $[\mathbf{5 6}, \mathbf{5 8}]$.

Another approach is indicated in Chapter 7.

## CHAPTER 5

## POLARIZABLE REGULAR TWISTOR $\mathscr{D}$-MODULES ON CURVES

In this chapter we will prove:
Theorem 5.0.1. -- Conjecture 4.2 .13 is true when $X$ is a compact Riemann surface.
This is nothing but a reformulation of some of the main results in [62]. Nevertheless, we will give details on the reduction to this result, as this is not completely straightforward. Moreover, we will use the more precise description given in [4].

We will begin with the detailed computation of a basic example when $\operatorname{dim} X=1$. It corresponds to "nilpotent orbits" in dimension one. It was considered in detail in [62] and [4].

### 5.1. A basic example

Let $\beta \in \mathbb{C}$ and put $\beta^{\prime}=\operatorname{Re} \beta, \beta^{\prime \prime}=\operatorname{Im} \beta$. Let $V^{o}$ be a $\mathbb{C}$-vector space of dimension $d$ equipped with a $\mathfrak{s l}_{2}$-triple (Y,X,H) and with a positive definite Hermitian form such that $\mathrm{X}^{*}=\mathrm{Y}, \mathrm{Y}^{*}=\mathrm{X}$ and $\mathrm{H}^{*}=\mathrm{H}$. Fix an orthonormal basis $\boldsymbol{v}^{o}=\left(v_{1}^{o}, \ldots, v_{d}^{o}\right)$ of eigenvectors for H and let $w_{i} \in \mathbb{Z}$ be the eigenvalue of H corresponding to $v_{i}^{o}$. It will be convenient to assume that the basis $\boldsymbol{v}^{o}$ is obtained as follows: fix an orthonormal basis $v_{1}^{o}, \ldots, v_{k}^{o}$ of Ker X made with eigenvectors of H ; for any $j=1, \ldots, k$, consider the vectors

$$
\begin{equation*}
v_{j, \ell}^{o}=c_{j, \ell} \mathrm{Y}^{\ell} v_{j}^{o}, \tag{5.1.1}
\end{equation*}
$$

for $\ell=0, \ldots, w_{j}$, where $c_{j, \ell}$ is some positive constant; the basis $\left(v_{j, \ell}^{o}\right)_{j, \ell}$ is orthogonal, and one can choose $c_{j, \ell}$ (with $c_{j, 0}=1$ ) such that the basis is orthonormal.

All along this section 5.1 , we denote by $X$ the unit disc centered at 0 with coordinate $t$ and by $X^{*}$ the punctured disc $X \backslash\{t=0\}$. Let $H=\mathscr{C}_{X}^{\infty} \otimes_{\mathbb{C}} V^{o}$ be the trivial $C^{\infty}$-bundle on $X$ and let $\boldsymbol{v}=\left(v_{1}, \ldots, v_{d}\right)$ be the basis such that $v_{i}=1 \otimes v_{i}^{o}$. We still denote by $\mathrm{Y}, \mathrm{X}, \mathrm{H}$ the corresponding matrices in this basis and by $H$ the restriction
of the bundle $H$ to the punctured disc $X^{*}$. Put on $H$ the logarithmic comection $D_{V}$ such that

$$
\begin{aligned}
D_{V}^{\prime \prime} \boldsymbol{v} & =0 \\
D_{V}^{\prime} \boldsymbol{v} & =\boldsymbol{v} \cdot(\mathrm{Y}+\beta \mathrm{Id}) \frac{d t}{t}
\end{aligned}
$$

Put $\mathrm{L}(t)=|\log t \bar{t}|$ as in $\S 0.8$ and let $\varepsilon$ be the basis obtained from $\boldsymbol{v}$ by the change of basis of matrix

$$
P=|t|^{-\beta} \mathrm{L}(t)^{-\mathrm{H} / 2} e^{\mathrm{X}}
$$

that is,

$$
\left(\varepsilon_{1}, \ldots, \varepsilon_{d}\right)=\left(v_{1} \ldots \ldots v_{d}\right) \cdot P(t)
$$

Put on $H_{\mid X^{*}}$ the Hermitian metric $h$ such that $\varepsilon$ is an orthonormal basis. Put $\mathscr{H}=$ $\mathscr{C}_{\mathscr{X}^{*}}^{\infty, \text { an }} \otimes_{\mathscr{C}_{X^{*}}}^{\infty} H$. It has a basis $\boldsymbol{e}(z)=\boldsymbol{v} \cdot R_{z} \in \Gamma\left(\mathscr{F}^{*} . \mathscr{H}^{( }\right)$with

$$
R_{z}(t)=\mathrm{L}(t)^{-\mathrm{H} / 2}\left(|t|^{i \beta^{\prime \prime \prime}} e^{-\mathrm{X}}\right)^{(z-1)} \mathrm{L}(t)^{\mathrm{H} / 2}, \quad \text { for } t \in X^{*}, z \in \Omega_{0}
$$

Put $\boldsymbol{e}=\boldsymbol{e}(0)$. One also has $\boldsymbol{e}(z)=\boldsymbol{e} \cdot Q_{z}$ with

$$
Q_{z}(t)=\mathrm{L}(t)^{-\mathrm{H} / 2}\left(|t|^{i \beta^{\prime \prime}} e^{-\mathrm{X}}\right)^{z} \mathrm{~L}(t)^{\mathrm{H} / 2}
$$

The metric $h$ and the connection $D_{V}$ on $H$ allow to define operators $D_{E}^{\prime}, D_{E}^{\prime \prime}, \theta_{E}^{\prime}$ and $\theta_{E}^{\prime \prime}$ (see §1.3.a and [63]).

Proposition 5.1.2. - For any $\beta \in \mathbb{C}$ we have:
(1) the metric $h$ on $H$ is harmonic;
(2) the basis $\boldsymbol{e}(z)$ is holomorphic with respect to the holomorphic structure on $\mathscr{H}$ defined by $D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$;
(3) the action of $z D_{E}^{\prime}+\theta_{E}^{\prime}$ defines a left $\mathscr{R} \mathscr{X}$-module structure on the free $\mathscr{O} \mathscr{X}[1 / t]-$ module $\widetilde{\mathscr{M}} \stackrel{\text { def }}{=} \mathscr{O} \mathscr{X}[1 / t] \cdot \boldsymbol{e}(z) \subset j_{*} \mathscr{H}$ (where $j: X^{*} \hookrightarrow X$ denotes the inclusion) and $\widetilde{\mathscr{M}}$ is strict and strictly specializable (cf. §3.4.a);
(4) the minimal extension $\mathscr{M}$ of $\widetilde{\mathscr{M}}$ across $t=0$ is strict holonomic;
(5) using notation of $\S 2.2$.a on $X^{*}$, the sesquilinear pairing $h_{\mathbf{S}}: \mathscr{H}_{\mathbf{S}}^{\prime} \otimes_{\mathscr{O}_{\mathbf{S}}} \overline{\mathscr{H}_{\mid \mathrm{S}}^{\prime}} \rightarrow$ $\mathscr{C}_{\mathscr{X} *}^{\infty, \text { an }}$ extends to a sesquilinear pairing

$$
C: \mathscr{M}_{\mid \mathbf{s}} \otimes_{\sigma_{\mathbf{S}}} \overline{\mathscr{M}}_{\mathbf{S}} \longrightarrow \mathfrak{D b}_{X_{F} \times \mathbf{s} / \mathbf{s}}
$$

Proof. - We will use the following identities:

$$
\begin{align*}
\mathrm{L}(t)^{ \pm \mathrm{H} / 2} \mathrm{YL}(t)^{\mp \mathrm{H} / 2} & =\mathrm{L}(t)^{\mp 1} \mathrm{Y} \\
\mathrm{~L}(t)^{ \pm \mathrm{H} / 2} \mathrm{XL}(t)^{\mp \mathrm{H} / 2} & =\mathrm{L}(t)^{ \pm 1} \mathrm{X} \\
e^{\mathrm{Y}} \mathrm{H}^{-\mathrm{Y}} & =\mathrm{H}+2 \mathrm{Y}  \tag{5.1.3}\\
e^{\mathrm{X}} \mathrm{H} e^{-\mathrm{X}} & =\mathrm{H}-2 \mathrm{X} \\
e^{\mathrm{X}} \mathrm{Y} e^{-\mathrm{X}} & =\mathrm{Y}+\mathrm{H}-\mathrm{X}
\end{align*}
$$

and, from(0.8.1),

$$
\begin{equation*}
\mathrm{L}(t)^{\mathrm{H} / 2} t \frac{\partial\left(\mathrm{~L}(t)^{-\mathrm{H} / 2}\right)}{\partial t}=\mathrm{L}(t)^{\mathrm{H} / 2} \bar{t} \frac{\partial\left(\mathrm{~L}(t)^{-\mathrm{H} / 2}\right)}{\partial \bar{t}}=\frac{\mathrm{H} / 2}{\mathrm{~L}(t)} . \tag{5.1.4}
\end{equation*}
$$

Write in the basis $\varepsilon$

$$
D_{V}^{\prime} \varepsilon=\varepsilon \cdot M^{\prime} \frac{d t}{t}, \quad D_{V}^{\prime \prime} \varepsilon=\varepsilon \cdot M^{\prime \prime} \frac{d \bar{t}}{\bar{t}} .
$$

One has $M^{\prime}=\beta \mathrm{Id}+P^{-1} \mathrm{Y} P+P^{-1} t \partial_{t} P$ and $M^{\prime \prime}=P^{-1} \bar{t} \partial_{t} P$. According to the previous identities, one gets

$$
\begin{align*}
M^{\prime} & =\frac{\beta}{2} \mathrm{Id}+\frac{\mathrm{Y}-\mathrm{H} / 2}{\mathrm{~L}(t)}  \tag{5.1.5}\\
M^{\prime \prime} & =-\frac{\beta}{2} \mathrm{Id}+\frac{\mathrm{X}+\mathrm{H} / 2}{\mathrm{~L}(t)}  \tag{5.1.6}\\
\theta_{E}^{\prime} & =\frac{1}{2}\left(I^{\prime}+M^{\prime \prime *}\right) \frac{d t}{t}=\left(i \frac{\beta^{\prime \prime}}{2} \mathrm{Id}+\frac{\mathrm{Y}}{\mathrm{~L}(t)}\right) \frac{d t}{t} \\
\theta_{E}^{\prime \prime} & =\frac{1}{2}\left(M^{\prime *}+M^{\prime \prime}\right) \frac{d \bar{t}}{\bar{t}}=\left(-i \frac{\beta^{\prime \prime}}{2} \mathrm{Id}+\frac{\mathrm{X}}{\mathrm{~L}(t)}\right) \frac{d \bar{t}}{\bar{t}} \\
D_{E}^{\prime \prime} \varepsilon & =\left(D_{V}^{\prime \prime}-\theta_{E}^{\prime \prime}\right) \varepsilon=\varepsilon \cdot\left(-\frac{\beta^{\prime}}{2} \mathrm{Id}+\frac{\mathrm{H} / 2}{\mathrm{~L}(t)}\right) \frac{d \bar{t}}{\bar{t}}
\end{align*}
$$

Now, the matrix of $D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$ in the basis $\boldsymbol{e}(z)$ is zero (which gives the second point): indeed, we have $\boldsymbol{e}(z)=\boldsymbol{v} \cdot R_{z}=\varepsilon \cdot P^{-1} R_{z}$ and

$$
\begin{equation*}
P^{-1} R_{z}=|t|^{\beta^{\prime}+i z \beta^{\prime \prime}} e^{-z \mathrm{X}} \mathrm{~L}(t)^{\mathrm{H} / 2} \stackrel{\text { def }}{=} A_{\beta}(t, z) . \tag{5.1.9}
\end{equation*}
$$

The matrix of $D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$ in $\varepsilon$ is

$$
\left(-\frac{\beta^{\prime}+i z \beta^{\prime \prime}}{2} \mathrm{Id}+\frac{(\mathrm{H} / 2+z \mathrm{X})}{\mathrm{L}(t)}\right) \frac{d \bar{t}}{\bar{t}},
$$

hence in the basis $e(z)$ the coefficient of $\frac{d \bar{t}}{\bar{t}}$ is

$$
\begin{align*}
& -\frac{\beta^{\prime}+i z \beta^{\prime \prime}}{2} \mathrm{Id}+\mathrm{L}(t)^{-\mathrm{H} / 2} e^{z \mathrm{X}} \frac{\mathrm{H} / 2+z \mathrm{X}}{\mathrm{~L}(t)} e^{-z \mathrm{X}} \mathrm{~L}(t)^{\mathrm{H} / 2}  \tag{5.1.10}\\
& \\
& \quad+\left(\frac{\beta^{\prime}+i z \beta^{\prime \prime}}{2}\right) \mathrm{Id}-\frac{\mathrm{H} / 2}{\mathrm{~L}(t)}
\end{align*}
$$

But

$$
\begin{aligned}
e^{z \mathrm{X}}(\mathrm{H} / 2+z \mathrm{X}) e^{-z \mathrm{X}} & =e^{z \operatorname{ad} \mathrm{X}}(\mathrm{H} / 2+z \mathrm{X}) \\
& =z \mathrm{X}+e^{z \operatorname{ad} \mathrm{X}}(\mathrm{H} / 2)=z \mathrm{X}+\mathrm{H} / 2-z \mathrm{X}=\mathrm{H} / 2,
\end{aligned}
$$

hence the result.

On the other hand, the matrix of $z D_{E}^{\prime}+\theta_{E}^{\prime}$ in the basis $\boldsymbol{e}(z)$ is computed in the same way: it is equal to

$$
\left[\left(i \frac{\beta^{\prime \prime}}{2}\left(1+z^{2}\right)+z \beta^{\prime}\right) \mathrm{Id}+\mathrm{Y}\right] \frac{d t}{t}=[(\beta \star z) \mathrm{Id}+\mathrm{Y}] \frac{d t}{t}
$$

Therefore, $\mathscr{O}_{\mathscr{X}}[1 / t] \cdot \boldsymbol{e}(z)$ is a left $\mathscr{R}_{\mathscr{X}}$-module, which gives (3). By definition, one has

$$
\begin{equation*}
t \check{\mathrm{O}}_{t} \boldsymbol{e}(z)=\boldsymbol{e}(z) \cdot[(\beta \star z) \mathrm{Id}+\mathrm{Y}] \tag{5.1.11}
\end{equation*}
$$

Moreover, putting $z=0$ shows that the matrix of $\theta_{E}^{\prime}$ in the basis $\boldsymbol{e}=\boldsymbol{e}(0)$ is holomorphic, hence $h$ is harmonic. We have obtained 5.1.2(1) and (2).

Consider the filtration $U_{k} \widetilde{\mathscr{M}}=t^{-k} \mathscr{O}_{\mathscr{X}} \cdot \boldsymbol{e}(z)$. This is a good filtration with respect to $V, \mathscr{R}_{\mathscr{X}}[1 / t]$ and, for any $k \in \mathbb{Z}$, we have $\operatorname{gr}_{k}^{U} \widetilde{\mathscr{M}} \simeq \mathscr{O}_{\Omega_{0}}^{d}$. Moreover, putting $\alpha=-\beta-1$, the operator $\partial_{t} t+(\alpha+k) \star z$ is nilpotent on $\operatorname{gr}_{k}^{U} \widetilde{\mathscr{M}}$. Near any $z_{o} \in \Omega_{0}$, the filtration $V_{\bullet}^{\left(z_{o}\right)} \widetilde{\mathscr{M}} \stackrel{\text { def }}{=} U_{\bullet-\ell_{z_{o}}(\alpha)} \widetilde{\mathscr{M}}$ satisfies all the properties of the MalgrangeKashiwara filtration, hence is equal to it. This shows 5.1.2(3). The lattice $\Lambda$ considered after Definition 3.3.1 reduces here to $\alpha+\mathbb{Z}$.

Although the filtration $V_{\bullet}^{\left(z_{o}\right)} \widetilde{\mathscr{M}}$ is only locally defined with respect to $z_{o}$ when the imaginary part $\alpha^{\prime \prime}$ is not 0 , the module $\psi_{t, \alpha+k} \widetilde{\mathscr{M}}$ (for $k \in \mathbb{Z}$ ) is globally identified with $U_{k} / U_{k-1}$.

Consider the minimal extension $\mathscr{M}$ of $\widetilde{\mathscr{M}}$ across $t=0$. By the results of $\S 3.4 . \mathrm{b}$, it is strictly specializable along $t=0$. It is strict, because $\widetilde{\mathscr{M}}$ is so. Near $z_{o} \in \Omega_{0}, \mathscr{M}$ is the $\mathscr{R}_{\mathscr{X}}$-submodule of $\widetilde{\mathscr{M}}$ generated by $t^{-k_{z_{0}}} \boldsymbol{e}(z)$, where $k_{z_{o}} \in \mathbb{Z}$ is chosen such that $k_{z_{o}}+\ell_{z_{o}}(\alpha) \in[-1,0[$.
$\mathscr{M}$ is holonomic because its characteristic variety is contained in $\left(T_{D}^{*} D \cup T_{0}^{*} D\right) \times \Omega_{0}$ (by an extension argument, reduce to the case when $\mathrm{Y}=0$ ). Remark also that the support $\Sigma(\mathscr{M})$ of $\Xi_{\operatorname{Dol} \mathscr{M}}$ is contained in the curve $t \tau=i \beta^{\prime \prime} / 2$ : near $z_{o}$, the classes of $t^{-k_{z_{o}}} e_{j}(z)(j=1, \ldots, d)$ generate $\Xi_{\text {Dol }} \mathscr{M}$ over $\mathscr{O}_{D}[T D]$; these classes satisfy the equation

$$
\operatorname{det}\left(\left(t \tau-i \beta^{\prime \prime} / 2\right) \operatorname{Id}-\mathrm{Y}\right) \cdot t^{-k_{z_{0}}} e_{j}(0)=0 \quad(j=1, \ldots, d)
$$

Let us end by proving (5). It will simplify notation and not be restrictive to assume that $\operatorname{Re} \beta \in]-1,0]$, that is, putting $\alpha=-\beta-1$, $\operatorname{Re} \alpha \in\left[-1,0\left[\right.\right.$. Fix $z_{o} \in \Omega_{0}$. In the local basis $t^{-k_{z_{o}}} \boldsymbol{e}(z)$ of $\mathscr{M}$ near $z_{o}$, the matrix $\boldsymbol{C}^{\left(z_{o}\right)}=\left(C_{i j}^{\left(z_{o}\right)}\right)$ with entries $C_{i j}^{\left(z_{o}\right)}=h_{\mathbf{S}}\left(t^{-k_{z_{o}}} e_{i}(z), \overline{t^{-k_{z_{0}}} e_{j}(z)}\right)$ defines a $\mathcal{R}_{X^{*}, \bar{X}^{*}, \mathbf{S}}$ sesquilinear pairing.

Let $A(z)$ be the matrix defined by (5.1.9), so that $e(z)=\varepsilon \cdot A(z)$, where $\varepsilon$ is the $h$-orthonormal basis constructed previously. Put

$$
\widetilde{\boldsymbol{C}}={ }^{t} A(z) \cdot \overline{A(z)}
$$

Formula (5.1.9) shows that

$$
\begin{equation*}
\widetilde{\boldsymbol{C}}=|t|^{2(\beta \star z) / z} \cdot \mathrm{~L}(t)^{\mathrm{H} / 2} e^{-z \mathrm{Y}} e^{\mathrm{X} / z} \mathrm{~L}(t) \stackrel{\mathrm{H} / 2}{ } \stackrel{\text { def }}{=}|t|^{2(\beta \star z) / z} \cdot B . \tag{5.1.12}
\end{equation*}
$$

The matrix $C^{\left(z_{0}\right)}$ can be written as $|t|^{-2 k_{z_{o}}} \widetilde{\boldsymbol{C}}$. When $t \rightarrow 0$, each $\left|C_{i j}^{\left(z_{o}\right)}\right|$ behaves therefore like $|t|^{2 \ell_{z_{o}}\left(\beta-k_{z_{o}}\right)} \mathrm{L}(t)^{k}$ for some $k \in \mathbb{Z}$. By definition, we have $\ell_{z_{o}}\left(\beta-k_{z_{o}}\right) \in$ ] - 1,0], so that $C_{i j}^{\left(z_{o}\right)}$ is $L_{\text {loc }}^{1}$ and defines a distribution depending analytically on $z$ near $z_{o} \in \mathbf{S}$.

We hence define $C$ on $\mathscr{M}_{\mid \mathbf{S}} \otimes_{\boldsymbol{\sigma}_{\mathbf{S}}} \overline{\mathscr{M}_{\mathbf{S}}}$ as the unique (if it exists) $\mathcal{R}_{X, \bar{X}, \mathrm{~S}}$-linear pairing such that $C\left(t^{-k_{z_{0}}} e_{i}(z), \overline{t^{-k_{z_{0}}} e_{j}(z)}\right)$ is the $L_{\text {loc }}^{1}$ extension of $C_{i j}^{\left(z_{o}\right)}$ as a distribution. Uniqueness is clear, as we are given $C$ on generators. It will also allows us to glue along $\mathbf{S}$ the various local constructions. It remains to prove the existence.

If one chooses a basis $\boldsymbol{v}^{o}=\left(v_{j, \ell}\right)_{j, \ell}$ as in (5.1.1), the matrix $\boldsymbol{C}^{\left(z_{o}\right)}$ is block-diagonal, $\boldsymbol{C}^{\left(z_{o}\right)}=\oplus_{j} \boldsymbol{C}_{(j)}^{\left(z_{o}\right)}$. We can therefore easily reduce to the case when Y has only one Jordan block.

Under such an assumption, $\mathscr{M}$ is $\mathscr{R}_{\mathscr{X}}$-generated by $t^{-k_{z_{0}}} e_{1}(z)$. As we have $t^{-k_{z_{0}}} e_{\ell+1}(z)=\left[t \partial_{t}-\left(\beta-k_{z_{0}}\right) \star z\right]^{\ell} t^{-k_{z_{0}}} e_{1}(z)$, we first have to verify that we indeed have, as distributions,

$$
\left[t \partial_{t}-\left(\beta-k_{z_{o}}\right) \star z\right]^{\ell^{\prime}}\left[t \check{\partial}_{t}-\left(\beta-k_{z_{o}}\right) \star z\right]^{\ell^{\prime \prime}} C_{11}^{\left(z_{o}\right)}=C_{1+\ell^{\prime}, 1+\ell^{\prime \prime}}^{\left(z_{o}\right)}
$$

We know that this holds on $X^{*}$ as $C^{\infty}$ functions. It then holds as distributions for the $L_{\text {loc }}^{1}$ extensions ( $c f$. Example 1.5.4).

We note now that we have a local presentation of $\mathscr{M}$ (recall that $\operatorname{Re} \beta \in]-1,0]$ ):

$$
\begin{array}{r}
\mathscr{R}_{\mathscr{X}} \xrightarrow{\cdot\left[t \check{\partial}_{t}-\left(\beta-k_{z_{o}}\right) \star z\right]^{d}} \mathscr{R}_{\mathscr{X}} \longrightarrow \mathscr{M} \longrightarrow 0 \quad \text { if } \beta \notin \mathbb{Z}, \\
\mathscr{R}_{\mathscr{X}} \xrightarrow{\cdot ذ_{t}\left(t \check{\partial}_{t}\right)^{d-1}} \mathscr{R}_{\mathscr{X}} \longrightarrow \mathscr{M} \longrightarrow 0 \quad \text { if } \beta=0 .
\end{array}
$$

Indeed, we have a surjective morphism of the cokernel to $\mathscr{M}$, and it is enough to show that the cokernel has no $t$-torsion, which can be seen easily. Therefore, $C$ will be well defined if we show that $C_{11}^{\left(z_{0}\right)}$ satisfies $\left[t \partial_{t}-\left(\beta-k_{z_{o}}\right) \star z\right]^{d} C_{11}^{\left(z_{o}\right)}=0$ (when $\beta \notin \mathbb{Z}$ ) or $\partial_{t}\left(t \partial_{t}\right)^{d-1} C_{11}^{\left(z_{o}\right)}=0($ when $\beta=0)$.

By construction, this holds on $X^{*}$, so that we can write as $C^{\infty}$ functions on $X^{*}$ :

$$
C_{1,1}^{\left(z_{o}\right)}=C\left(t^{-k_{z_{o}}} e_{1}, \overline{t^{-k_{z_{o}}} e_{1}}\right)=|t|^{2\left(\left(\beta-k_{z_{o}}\right) * z\right) / z} \sum_{k=0}^{d-1} a_{k} \mathrm{~L}(t)^{k} / k!
$$

for some integers $a_{k}$, with $a_{d-1}=1$. By definition of the extension $C_{1,1}^{\left(z_{0}\right)}$, this also holds as $L_{\text {loc }}^{1}$ functions on $X$. Apply now Example 1.5.4.

## Remarks 5.1.13

(1) In particular, we have $\boldsymbol{C}_{i, j}^{\left(z_{0}\right)}=0$ for $i+j>d$ and, in the expression (5.1.12) for $C^{\left(z_{o}\right)}$, the coefficients of the negative powers of $\mathrm{L}(t)$ vanish. This can also be seen using the relation

$$
\left(e^{\mathrm{X} / z} e^{-z \mathrm{Y}} e^{\mathrm{X} / z}\right) \cdot \mathrm{H} \cdot\left(e^{\mathrm{X} / z} e^{-z \mathrm{Y}} e^{\mathrm{X} / z}\right)^{-1}=-\mathrm{H}
$$

(2) As we assume that $\operatorname{Re} \beta \in]-1,0]$, the entries of $\widetilde{\boldsymbol{C}}$ take value in $\mathfrak{D b}_{X_{\mathbb{R}} \times \mathbf{S} / \mathbf{S}}$. Moreover, the sesquilinear pairing $\psi_{t, \alpha} C$ on $\Psi_{t . \alpha} \mathscr{M}$ can be directly computed by using $\widetilde{\boldsymbol{C}}$.

We will end this paragraph by proving:
Proposition 5.1.14. Put $\alpha=-\beta-1$. Then, for any $\ell \geqslant 0$, the object

$$
\left(P \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha}(\mathscr{M}), P \operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha}(\mathscr{M}), P \psi_{t, \alpha, \psi} C, \mathscr{S}=\mathrm{Id}\right)
$$

is a polarized twistor structure of weight $\ell$ in the sense of $\S 2$ 2.1.b.
Proof. - Keeping notation as above, we have $\psi_{t, \gamma} \mathscr{M}=0$ if $\gamma \not \equiv \alpha \bmod \mathbb{Z}$ and $\Psi_{t, \alpha} \mathscr{M} \simeq \mathscr{O}_{\Omega_{0}}^{d}$ has basis $[\boldsymbol{e}(z)]$. The matrix of $i \mathrm{~N}=-i\left[\mathrm{\partial}_{t} t+\alpha \star z\right]$ in this basis is $-i \mathrm{Y}$. We compute $\psi_{t, \alpha} C$ on $\Psi_{t, \alpha} \cdot \mathscr{M}$ with the help of the matrix $\widetilde{\boldsymbol{C}}$.

For simplicity, we will assume that Y has only one Jordan block, of size $d$. Therefore, $\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha}(\mathscr{M})=0$ if $\ell \neq d-1$ and has dimension 1 if $\ell=d-1$.

It is a matter of verifying (see Formula (3.6.14)) that the expression

$$
\begin{equation*}
(i z)^{-(d-1)} \cdot \operatorname{Res}_{s=\alpha \star z / z} \int|t|^{2 s} \widetilde{C}\left((i \mathrm{~N})^{d-1} e_{1}, \overline{e_{1}}\right) \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t} \tag{5.1.15}
\end{equation*}
$$

(for $\chi \in C_{c}^{\infty}, \chi \equiv 1$ near $t=0$ ) considered as a function of $z$, is a positive constant.
Put $\mathrm{Y}^{d-1} e_{1}=y_{d} e_{d}$. As $i \mathrm{~N}$ acts as $-i \mathrm{Y}$, the expression (5.1.12) for $\widetilde{\boldsymbol{C}}$ implies that

$$
\widetilde{C}_{d, 1}=|t|^{2(\beta \star z) / z}(-z)^{d-1} y_{d} /(d-1)!,
$$

hence $\widetilde{C}\left((i \mathrm{~N})^{d-1} e_{1}, \overline{e_{1}}\right)=(-i)^{d-1} y_{d} \widetilde{C}_{d, 1}=|t|^{2(\beta \star z) / z}(i z)^{d-1} y_{d}^{2} /(d-1)$ !. We therefore have

$$
(5.1 .15)=\frac{y_{d}^{2}}{(d-1)!} \cdot \operatorname{Res}_{s=\alpha \star z / z} \int|t|^{2(s-\alpha \star z / z)} \chi(t) \frac{i}{2 \pi} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}}
$$

Now, use that

$$
\operatorname{Res}_{s=0} \int|t|^{2 s} \chi(t) \frac{i}{2 \pi} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}}=1
$$

### 5.2. Review of some results of C.Simpson and O. Biquard

In this section, $X$ denotes a compact Riemann surface and $P$ a finite set of point of $X$. We also set $X^{*}=X \backslash P$ and we denote by $\mathscr{I}_{P}$ the ideal of $P$ (as a reduced set).
5.2.a. By a meromorphic bundle on $X$ with poles on $P$ we mean a locally free $\mathscr{O}_{X}(* P)$-module of finite rank. Let $\widetilde{V}$ be such a bundle. A meromorphic connection on $\widetilde{V}$ is a $\mathbb{C}$-linear morphism $\nabla: \widetilde{V} \rightarrow \Omega_{X}^{1} \otimes_{\mathscr{O}_{X}} \widetilde{V}$ satisfying the usual Leibniz rule. We denote by $\widetilde{M}$ the meromorphic bundle $\widetilde{V}$ with connection $\nabla$, regarded as a left $\mathscr{D}_{X}$-module. There is an equivalence between the category of semisimple regular holonomic $\mathscr{D}_{X}$-modules with singularities at $P$ and strict support $X$, and the
category of semisimple meromorphic bundles with connection having regular singularities at $P$ : in one direction. associate to the $\mathscr{T} X$-module $M$ the meromorphic bundle $\widetilde{M}=\mathscr{O}_{X}(* P) \otimes_{\mathscr{O}_{X}} M$; in the other direction, use $\nabla$ to put the structure of a regular holonomic module on $\widetilde{V}$ and associate to $\widetilde{M}$ the minimal extension $M \subset \widetilde{M}$, i.e., the biggest $\mathscr{D}_{X}$-submodule of $\widetilde{M}$ having no quotient supported in a finite set of points.

We note also that, by the Riemann-Hilbert correspondence, these categories are equivalent to the category of semisimple representations of $\pi_{1}\left(X^{*}\right)$.

If we are given a decreasing filtration $\widetilde{M^{\bullet}}$ of $\widetilde{M}$, indexed by a finite set $\left.\left.B_{\mathbb{R}} \subset\right]-1,0\right]$, by $\mathscr{O}_{X}$-locally free submodules $\widetilde{M}^{b}$ such that $\widetilde{M} / \widetilde{M I}^{b}$ is supported on $P$ for any $b \in B_{\mathbb{R}}$ and on which the comnection has at most logarithmic poles, we say, following [62], that $\left(\widetilde{M}, \widetilde{M}^{\bullet}, \nabla\right)$ is a filtered regular meromorphic connection. The filtration can be extended to indices in $B_{\mathbb{R}}+\mathbb{Z}$ by putting $\widetilde{M I}^{b+k}=\mathscr{I}_{P}^{k} \widetilde{M}^{b}$.
5.2.b. We assume that $\widetilde{M}$ has only regular singularities. Consider the canonical filtration of $\widetilde{M}$ (i.e., the Malgrange-Kashiwara filtration, in dimension one): it is indexed by $A_{\mathbb{R}}+\mathbb{Z}$ for some finite set $A \in \mathbb{C}$, putting $A_{\mathbb{R}}=\{\operatorname{Re} \alpha \mid \alpha \in A\}$. We will use the increasing version of it: each $V_{a} \widetilde{M}$ is a locally free $\mathscr{O}_{X}$-module which coincides with $\widetilde{M}$ on $X^{*}$, and on which the connection acts with only simple poles, such that the eigenvalues of the residue have real part in $[-(a+1),-a[$. We will also consider the decreasing version $V^{\bullet} \widetilde{M}$, by putting $V^{b}=V_{-(b+1)}$ and $\mathrm{gr}_{V}^{b}=\mathrm{gr}_{-(b+1)}^{V}$ (see Remark 3.1.6(2)), so that the eigenvalues of the residue of $\nabla$ on $V^{b} \widetilde{M}$ have real part in $[b, b+1[$.

The degree of a filtered regular meromorphic connection $\left(\widetilde{M}, \widetilde{M}^{\bullet}, \nabla\right)$ is defined as

$$
\operatorname{deg}\left(\widetilde{M}, \widetilde{M}^{\bullet}, \nabla\right)=\operatorname{deg} \widetilde{M}^{0}+\sum_{x \in P} \sum_{b \in[0,1!} b \operatorname{dim} \operatorname{gr}^{b} \widetilde{M}_{x}
$$

By the residue formula we have:
Lemma 5.2.1. If $\widetilde{M}^{\bullet}$ is the canonical filtration $V^{\bullet} \widetilde{M I}$ of $\widetilde{M}$, then $\operatorname{deg}(\widetilde{M}, \widetilde{M} \bullet)=0$.

Say that a filtered regular meromorphic connection $(\widetilde{M}, \widetilde{M} \cdot \bullet)$ is stable if any nonzero sub meromorphic connection $(\widetilde{N}, \nabla)$, equipped with the induced filtration $\widetilde{N}^{\bullet}=\widetilde{N} \cap$ $\widetilde{M} \cdot$, satisfies

$$
\frac{\operatorname{deg}\left(\widetilde{N}, \tilde{N}^{\bullet}\right)}{\operatorname{rk} \widetilde{N}}<\frac{\operatorname{deg}\left(\widetilde{M}, \widetilde{M} \mathscr{M}^{\bullet}\right)}{\operatorname{rk} \widetilde{M}}
$$

Owing to the fact that the filtration induced on $\widetilde{N}$ by the canonical filtration of $\widetilde{M I}$ is the canonical filtration of $\tilde{N}$, and according to the previous lemma, we get:

Lemma 5.2.2. If $\widetilde{M}^{\bullet}$ is the canonical filtration of $\widetilde{M}$, then $(\widetilde{M}, \widetilde{M} \cdot)$ is stable if and only if $\widetilde{M}$ is irreducible.
5.2.c. Let $V$ be a holomorphic bundle on $X^{*}$ and let $h$ be a hermitian metric on $H=\mathscr{C}_{X^{*}}^{\infty} \otimes_{\mathscr{O}_{X^{*}}} V$. Say that $h$ is moderate if the subsheaf $\widetilde{V}$ of $j_{*} V$ consisting of sections of $j_{*} V$, the $h$-norm of which has moderate growth near $P$, is a meromorphic bundle on $X$. If we are given a meromorphic extension $\widetilde{M}$ of $V$, we also say that $h$ is moderate with respect to $\widetilde{M}$ if $\widetilde{V}=\widetilde{M}$. The parabolic filtration $\widetilde{V}^{\bullet}$ of $\widetilde{V}$ is then the filtration by the order of growth: in a local coordinate $t$ near $x_{o} \in P$,

$$
\tilde{V}_{x_{o}}^{b}=\left\{\left.\sigma \in j_{*} V_{x_{o}}\left|\lim _{t \rightarrow 0}\right| t\right|^{-b+\varepsilon}\|\sigma(t)\|_{h}=0 \text { for } \varepsilon>0 \text { and } \varepsilon \ll 1\right\} .
$$

A criterion for the coherence of the parabolic bundles is given in [62, Prop.3.1], after [14].

Let now $\left(H, D_{V}\right)$ be a flat bundle on $X^{*}$. Following loc. cit., say that $h$ is tame with respect to $\left(H, D_{V}\right)$ if the $h$-norm of flat sections of $V$ grows at most polynomially near $P$. If $h$ is tame and harmonic, C. Simpson has shown [62, Th. 2] that $h$ is moderate, that each term of the parabolic filtration is $\mathscr{O}$-coherent and is logarithmic with respect to the connection $\nabla$. The object $\left(H, D_{V}, h\right)$ is then called a tame harmonic bundle. It therefore defines a filtered meromorphic bundle with connection ( $\widetilde{M}, \widetilde{M} \bullet)$.

We say that the tame harmonic bundle $\left(H, D_{V}, h\right)$ has Deligne type if the parabolic filtration $\widetilde{M}^{\bullet}$ is the canonical filtration of $\widetilde{M}$.

The category of tame harmonic bundles (morphisms are compatible with $D_{V}$ and bounded with respect to the metrics) is semisimple, as well as the full subcategory of tame harmonic bundles of Deligne type (loc. cit., Th.5).

We will now use:
Theorem 5.2.3 ([62]). - Let $\left(\widetilde{M}, \widetilde{M}^{\bullet}\right)$ be a filtered regular meromorphic connection. Then $(\widetilde{M}, \widetilde{M} \cdot)$ is poly-stable, each summand having degree 0 , if and only if there exists a Hermitian metric $h$ on $\widetilde{M}_{\mid X^{*}}$ which is tame with respect to $\widetilde{M}$, with associated parabolic filtration $\widetilde{M}^{\bullet}$, and such that $\left(\widetilde{M}_{X^{*}}, \nabla, h\right)$ is harmonic.

By the previous lemmas, if we assume that $\widetilde{M}^{\bullet}$ is the canonical filtration, then we can replace in the previous theorem the word "poly-stable" by "semisimple", and forget about the condition on the degree, which is automatically satisfied.

Corollary 5.2.4. - The functor $\left(H, D_{V}, h\right) \mapsto(\widetilde{M}, \widetilde{M} \cdot)$ from the category of tame harmonic bundles to that of log-filtered meromorphic connections induces an equivalence between the subcategory of tame harmonic bundles of Deligne type to that of semisimple meromorphic bundles with a regular connection (or equivalently, semisimple regular holonomic $\mathscr{D}_{X}$-modules having strict support $X$ ).
5.2.d. Let $\widetilde{M}$ be a simple meromorphic bundle on $X$ with poles on $P$ and a regular connection; it is isomorphic, locally near each point of $P$, to a direct sum, indexed by $\beta \in \mathbb{C}$ with $\operatorname{Re} \beta \in]-1,0]$, of meromorphic bundles with connection as in $\S 5.1$. Let us denote by $(V, \nabla)$ the restriction of $\widetilde{M I}$ to $X^{*}$. Let $\widetilde{M} \cdot$ denote the (decreasing)

Malgrange-Kashiwara filtration of $\widetilde{M}$. Hence $\left(\widetilde{M}, \widetilde{M^{\bullet}}\right)$ is a polystable regular filtered meromorphic bundle with connection of degree 0 (Lemmas 5.2.1 and 5.2.2), to which we can apply Theorem 5.2.3.

Choose a model (also called standard) metric $h^{\text {std }}$ on $V$ which is equal, near the singular points, to a corresponding direct sum of metrics as in Prop.5.1.2. The Malgrange-Kashiwara filtration $\widetilde{M}$ 数 $\widetilde{M}$ can be recovered from this metric by measuring the order of growth of the norm of local sections of $\widetilde{M}$ (this is easily seen on the simple basic example).

The result of C.Simpson is then more precise than Theorem 5.2.3: it asserts (see [62, Th. 6(2)]) that there exists a harmonic metric $h$ which is comparable with $h^{\text {std }}$ near $P$.

It will be even more convenient to use the construction made by O. Biquard in [4] which gives a more precise description of the relationship between $h$ and $h^{\text {std }}$.

We keep notation of $\S \S$ 1.3. a and 2.2. Let us denote by $B^{\prime} \subset\{\beta \in \mathbb{C} \mid \operatorname{Re} \beta \in[0,1[ \}$ the finite set of eigenvalues of the residue of $\nabla$ on $\widetilde{M}^{0} / \widetilde{M}^{1}$, and let $B$ be the set obtained from $B^{\prime}$ by adding -1 to any $\beta \in B^{\prime}$ such that $\operatorname{Re} \beta \neq 0$ : for $\beta \in B$, we have $\operatorname{Re} \beta \in]-1,0]$.

The following result is also valid for general tame harmonic bundles or poly-stable filtered regular meromorphic connection of degree 0 that we will not consider here.

Theorem 5.2.5 ([4, §§9 and 11]).-. Let $\left(H, D_{V}, h\right)$ be a tame harmonic bundle on $X^{*}$ of Deligne type, or equivalently, let $\widetilde{M}$ be a simple meromorphic regular connection on $X$ with singularities at $P$. For each puncture in $P$, there exists, on a small disc $D$ centered at this puncture, an h-orthonormal basis $\varepsilon$ of $\mathscr{C}_{D^{*}}^{\infty} \otimes V$ on $D^{*}$ such that the matrix of $D_{V}$ in this basis can be written as

$$
M^{\prime} \frac{d t}{t}+M^{\prime \prime} \frac{d \bar{t}}{\bar{t}}=\left(M^{\prime \mathrm{std}}+P^{\prime}\right) \frac{d t}{t}+\left(M^{\prime \prime \mathrm{std}}+P^{\prime \prime}\right) \frac{d \bar{t}}{\bar{t}}
$$

where $M^{\prime \text { std }}, M^{\prime \prime \text { std }}$ are direct sums indexed by $\beta \in B$ of matrices (5.1.5) and (5.1.6), and $P^{\prime}, P^{\prime \prime}$ are of some Hölder type (see loc. cit.).
5.2.e. Sketch of the proof of Theorem 5.0.1. - In §5.3, we prove a reconstruction result, namely, starting from a tame harmonic bundle of Deligne type ( $H, D_{V}, h$ ), we associate to it a polarized regular twistor $\mathscr{D}_{X}$-module $(\mathscr{T}, \mathscr{S})_{h}=(\mathscr{M}, \mathscr{M}, C$, Id $)$ of weight 0 which coincides with that given by Lemma 2.2 .2 on $X^{*}$ and such that $\Xi_{\mathrm{DR}} \mathscr{M}=M$ is the minimal extension of the meromorphic bundle with connection defined by $h$.

In $\S 5.4$, we show that the correspondence $(\mathscr{T}, \mathscr{S}) \mapsto\left(H, D_{V}, h\right)$ on $X^{*}$ of Lemma 2.2 .2 , starting from a polarizable regular twistor $\mathscr{D}_{X}$-module of weight 0 , gives rise to a tame harmonic bundle of Deligne type. Moreover, we show that $(\mathscr{T}, \mathscr{S})$ and $(. \mathscr{T}, \mathscr{S})_{h}$ constructed in $\S 5.3$ are isomorphic, at least locally on $X$.

Both results are enough to conclude. Indeed. it is enough to prove Theorem 5.0.1 for objects having strict support $X$. The functor "restriction to $z=1$ " sends polarized regular twistor $\mathscr{D}$-modules to semisimple regular holonomic $\mathscr{D}$-modules, according to $\S 5.4$. It is essentially surjective, according to $\S 5.3$. By the equivalence of Lemma 2.2.2 and Corollary 5.2.4, any morphism $\varphi: M_{1} \rightarrow M_{2}$ lifts to a morphism $\psi:\left(\mathscr{T}_{1}, \mathscr{S}_{1}\right)_{\mid X^{*}} \rightarrow\left(\mathscr{T}_{2}, \mathscr{S}_{2}\right)_{X^{*}}$ in a mique way. Moreover. it induces a morphism between the meromorphic extensions. $\widetilde{\mathscr{U}}_{1} \rightarrow \widetilde{\mathscr{U}}_{2}$, which is compatible with the parabolic filtration constructed in Corollary 5.3.1, because $\varphi$ respects the canonical filtration, i.e., the parabolic filtration of the harmonic metric.

By the construction of $\S 5.3 . \mathrm{b}, \psi$ extends then as a morphism $\left(\mathscr{T}_{1}, \mathscr{S}_{1}\right)_{h} \rightarrow$ $\left(\mathscr{T}_{2}, \mathscr{S}_{2}\right)_{h}$. Therefore, by the local isomorphism proved in $\S 5.4, \psi$ also extends (in a unique way) as a morphism $\left(\mathscr{T}_{1} . . \mathscr{S}_{1}\right) \rightarrow\left(\mathscr{T}_{2} . \mathscr{S}_{2}\right)$. hence the full faithfulness of the functor.

### 5.3. Proof of Theorem 5.0.1, first part

In this section, we will prove that any semisimple regular holonomic $\mathscr{D}_{\mathrm{X}}$-module is of the form $\Xi_{D R} \cdot \mathscr{U}^{\prime \prime}$ where $\cdot \mathscr{U}^{\prime \prime}$ is part of an object of $\mathrm{ITT}^{(r)}(X, 0)^{(\mathrm{p})}$.

Let $M$ be a simple regular holonomic $\mathscr{N}_{X}$-module and let $\widetilde{M}$ be the associated simple meromorphic bundle with regular comection as in \$5.2.d. We fix a harmonic metric as given by Theorem 5.2.5. and we will work locally near a point of $P$, with a local coordinate $t$ centered at this point.

## 5.3.a. Construction of the $O_{9},[1 / t]$-module $\widetilde{\mathscr{I}}$ and the filtration $V_{0} \cdot \tilde{\mathscr{I}}$

In this paragraph. $X$ will denote an open dise with coordinate $t$.
Let us denote by $j: X^{*} \times \Omega_{0} \hookrightarrow X \times \Omega_{0}$ the open inclusion; denote as above by $\mathscr{T}$ the product $X \times \Omega_{0}$. For $z \in \Omega_{0}$. recall that $\zeta$ denotes its imaginary part; denote also by $\Delta_{z_{0}}(\eta)$ the closed dise contered at $z_{0}$ of radius $\eta>0$; recall that $\mathrm{H}\left(\Delta_{z_{0}}(\eta)\right)$ denotes the corresponding Banach space of holomorphic functions. For short, we will denote by $\widetilde{\mathscr{U}}_{z}$ the germ at $(0, z) \in \mathscr{\mathscr { Y }}$ of the $O_{2}$-module $\widetilde{\mathscr{U}}$.

The first step consists in defining a $\mathscr{O}_{\mathscr{r}}[1 / t]$-module $\widetilde{\mathbb{M}}$ and the parabolic filtration $V^{\bullet} \widetilde{\mathscr{M}}$ on it. As we will see below, the parabolic filtration is only locally defined on $\mathscr{X}$. What is possible to define globally are the graded pieces, or even the $\psi_{t}^{\beta} \widetilde{\mathscr{M}}$.

Let us first state a consequence of Theorem 5.2.5.

## Corollary 5.3.1

(1) Let $\widetilde{\mathscr{M}} \subset j_{*} \mathscr{H}^{\prime}$ be the sub.sheaf of local sections of $j_{*} \mathscr{H}^{\prime}$, the $\pi^{*}$ h-norm of which has moderate growth along $\{0\} \times \Omega_{0}$. Then. $\widetilde{\mathbb{M}}$ is $O_{\mathscr{X}}[1 / t]$-locally free and is strictly specializable along $t=0$ (cf. §3.4).
(2) For any $z_{0} \in \Omega_{0}$, let $\left(V^{b}, \widetilde{\mathscr{M}}_{z_{n}}\right)_{b \in \mathbb{R}}$ be the "parabolic filtration" of the germ $\widetilde{\mathscr{M}}_{z_{o}}$ associated with $\pi^{*} h$ near $z_{0}$, i.e., $V^{b}, \widetilde{M}_{z_{0}}$ is the set of germs $m \in \widetilde{\mathbb{M}}_{z_{0}}$ which satisfy
$|t|^{-b+\varepsilon}\|m\|_{\pi^{*} h}$ bounded near $\left(0, z_{o}\right)$ for any $\varepsilon>0$. Then, this filtration coincides with

(3) The Malgrange-Kashiwara filtration moreover satisfies:
(a) each $V_{\left(z_{o}\right)}^{b}\left(\widetilde{\mathscr{M}}_{z_{o}}\right)$ is $\mathscr{O}_{\mathscr{X},\left(0, z_{o}\right)}$-locally free of finite rank,
(b) the monodromy filtration M.(N) (cf. Remark 3.3.6(3)) of the nilpotent endomorphism $\mathrm{N}=-\left(t \check{\partial}_{t}-\beta \star z\right): \psi_{t}^{\beta}\left(\widetilde{\mathscr{M}}_{z_{o}}\right) \rightarrow \psi_{t}^{\beta}\left(\widetilde{\mathscr{M}}_{z_{o}}\right)$ is such that each graded piece $\operatorname{gr}_{\ell}^{\mathrm{M}(\mathrm{N})} \psi_{t}^{\beta}\left(\widetilde{\mathscr{M}}_{z_{0}}\right)$ is $\mathscr{O}_{\Omega_{0}, z_{o}}$-locally free for any $\ell$ and any $\beta$.

For the proof, we will need Lemma 5.3.2 below, analogous to [4, p. 79]. Let us recall some notation: we put $\mathcal{D}_{z}^{\prime}=z D_{E}^{\prime}+\theta_{E}^{\prime}$ and $\mathcal{D}_{z}^{\prime \prime}=D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$. By Theorem 5.2.5, we write $\mathcal{D}_{z}^{\prime}$ (resp. $\mathcal{D}_{z}^{\prime \prime}$ ) as the sum of $\mathcal{D}_{z}^{\prime \text { std }}$ (resp. $\left.\mathcal{D}_{z}^{\prime \prime \text { std }}\right)$ plus a perturbation which is controlled. We denote with the same letter the action of these connections on endomorphisms of $H$ with values in differential forms.

Lemma 5.3.2 (Local killing of the perturbation $P^{\prime \prime}$ ). In the situation of Theorem 5.2.5, for any $z_{o} \in \Omega_{0}$, there exists $\eta>0$ and a matrix $Q^{\left(z_{0}\right)}(t, z)$ of functions $X^{*} \rightarrow \mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)$ such that
(1) the $\mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)$-norms of $\mathrm{L}(t)^{\delta} Q^{\left(z_{o}\right)}(t, z), \mathrm{L}(t)^{\delta} \mathcal{D}_{z}^{\prime \prime} Q^{\left(z_{o}\right)}(t, z)$ and $\mathrm{L}(t)^{\delta} \mathcal{D}_{z}^{\prime} Q^{\left(z_{o}\right)}(t, z)$ remain bounded when $t \rightarrow 0$, for some $\delta>0$;
(2) in the basis $\varepsilon^{\prime\left(z_{o}\right)}(z) \stackrel{\text { def }}{=} \varepsilon \cdot\left(\operatorname{Id}+Q^{\left(z_{0}\right)}(t, z)\right)$, the matrix of $\mathcal{D}_{z}^{\prime \prime}$ is the standard one, namely $\left[M^{\prime \prime \mathrm{std}}+(z-1)\left(M^{\prime \prime \mathrm{std}}+M^{\prime \mathrm{std} *}\right) / 2\right] d \bar{t} / \bar{t}$.

Sketch of proof ${ }^{(1)}$. - It is a variant of loc. cit. The basis $\varepsilon$ of Theorem 5.2.5 is decomposed in subfamilies $\varepsilon_{\beta}$ for $\beta \in B$. Given any matrix $P$, we denote by $P_{\beta_{i}, \beta_{j}}$ its $\left(\beta_{i}, \beta_{j}\right)$-block. We will first use the following property of $P=P^{\prime}$ or $P^{\prime \prime}$ given in loc. cit.: there exists $\delta>0$ such that
(i) for any $\beta \in B$, the matrix function $\mathrm{L}(t)^{1+\delta} P_{\beta, \beta}(t)$ is bounded on $X^{*}$.
(ii) if $\beta_{i} \neq \beta_{j} \in B$, the matrix function $\mathrm{L}(t)^{2+\delta} P_{\beta_{i}, \beta_{j}}(t)$ is bounded on $X^{*}$. (The second condition corresponds to the case denoted by $\ell \neq 0$ in loc. cit.).

We will also need a better estimate, the proof of which will be indicated in § 5.B.a: there exists $\varepsilon>0$ such that
(iii) if $\beta_{i}^{\prime \prime} \neq \beta_{j}^{\prime \prime}$, the matrix function $|t|^{-\varepsilon} P_{\beta_{i}, \beta_{j}}(t)$ is bounded on $X^{*}$.

Let us now fix $z_{0} \in \Omega_{o}$. It will be convenient to work with the basis $\widetilde{\varepsilon}(z)=\varepsilon \cdot e^{-z \mathrm{X}}$. In this basis, the matrix of $\mathcal{D}_{z}^{\prime \prime}=D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$ can be written as $\left[\operatorname{Std}^{\prime \prime}(z)+b^{\prime \prime}(t, z)\right] d \bar{t} / \bar{t}$ where

$$
\begin{aligned}
\operatorname{Std}^{\prime \prime}(z) & =\oplus_{\beta}\left(\left[-\left(\beta^{\prime}+i z \beta^{\prime \prime}\right) / 2\right] \mathrm{Id}+\mathrm{H} / 2 \mathrm{~L}(t)\right) \\
b^{\prime \prime}(t, z) & =c^{z \mathrm{X}}\left[P^{\prime \prime}+(z-1)\left(P^{\prime \prime}+P^{\prime *}\right) / 2\right] e^{-z \mathrm{X}}
\end{aligned}
$$

[^0]We look for $\operatorname{Id}+u(t, z)$ such that

$$
\begin{equation*}
\bar{t} \frac{\partial u}{\partial \bar{t}}=-\left[\operatorname{Std}^{\prime \prime}(z), u(t . z)\right]-b^{\prime \prime}(t, z)(\operatorname{Id}+u(t, z)) \tag{5.3.2}
\end{equation*}
$$

Then $\operatorname{Id}+Q^{\left(z_{o}\right)}(t, z)=e^{-z \mathrm{X}}(\operatorname{Id}+u(t, z)) e^{z \mathrm{X}}$ will be a solution to 5.3.2(2).
We can now argue as in [4, pp. 78-79]. As both operators ad $\operatorname{Std}^{\prime \prime}(z)$ and ad H commute, we can decompose any $d \times d$ matrix $u$ as $u=\oplus_{\gamma, \ell} u^{(\gamma, \ell)}$, where $u^{(\gamma, \ell)}$ belongs to the $\gamma(z)$-eigenspace of $\operatorname{adStd}^{\prime \prime}(z)$ and the $\ell$-eigenspace of ad H . Let us denote by $E_{\delta, \varepsilon}\left(D_{R}^{*}, \mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)\right)$ the Banach space of matrices $u$ of functions $D_{R}^{*} \rightarrow \mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)$ on the punctured disc of radius $R$ such that the entries of $u^{\gamma, \ell}$ satisfy $\left\|\mathrm{L}(t)^{\delta} u^{\gamma, \ell}(t)\right\|_{\mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)}$ bounded on $D_{R}^{*}$ and, if $\gamma(z)$ is not constant, $\left\||t|^{-\varepsilon} u^{\gamma, \ell}\right\|_{\mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)}$ bounded.

For a matrix $v^{(\gamma, \ell)}$ in the $(\gamma, \ell)$ eigenspace of $\left(\operatorname{adStd}^{\prime \prime}(z), \operatorname{ad} \mathrm{H}\right)$ and for $n \in \mathbb{Z}$, put

$$
T_{n}^{(\gamma, \ell)} v^{(\gamma, \ell)}=t^{-n}|t|^{-\operatorname{Re} \gamma} \mathrm{L}(t)^{\ell / 2} \int_{D_{R}^{*}} \frac{w^{n}}{\bar{w}}|w|^{\operatorname{Re} \gamma} \mathrm{L}(w)^{-\ell / 2} \cdot v^{(\gamma, \ell)} \frac{i}{2 \pi} \frac{d w \wedge d \bar{w}}{t-w}
$$

We note that $\gamma=\gamma(z)$ is a function of $z$ which takes the form $\left(\beta_{1}^{\prime}-\beta_{2}^{\prime}\right)+i z\left(\beta_{1}^{\prime \prime}-\beta_{2}^{\prime \prime}\right)$, for $\beta_{1}, \beta_{2}$ in $B$. Then, either $z \rightarrow \gamma(z)$ is not constant, i.e., $\beta_{1}^{\prime \prime} \neq \beta_{2}^{\prime \prime}$, or it is constant and belongs to $]-1,1\left[\right.$. We define $n_{\gamma\left(z_{o}\right), \ell} \in \mathbb{Z}$ by the property

$$
n_{\gamma\left(z_{o}\right), \ell}+\operatorname{Re} \gamma\left(z_{o}\right) \begin{cases}\in[-1,0[ & \text { if } \gamma(z) \not \equiv 0, \\ =-1 & \text { if } \gamma(z) \equiv 0 \text { and } \ell \geqslant-1, \\ =0 & \text { if } \gamma(z) \equiv 0 \text { and } \ell \leqslant-2 .\end{cases}
$$

The radius $\eta>0$ is chosen such that, for any $\gamma$ with $\gamma(\bullet)$ not constant and $\gamma\left(z_{o}\right) \in \mathbb{Z}$, then $\operatorname{Re} \gamma(z)+\varepsilon \in] \operatorname{Re} \gamma\left(z_{o}\right), \operatorname{Re} \gamma\left(z_{o}\right)+1[$. Consider the operator

$$
\widetilde{\mathscr{T}}: u \longmapsto \oplus_{\gamma, \ell} T_{n, \ell}^{(\gamma, \ell)}\left[\left(b^{\prime \prime} u+b^{\prime \prime}\right)^{(\gamma, \ell)}\right] .
$$

We then obtain as in loc. cit. that, if $R$ is small enough, the operator $\widetilde{\mathscr{T}}$ sends $E_{\delta, \varepsilon}\left(D_{R}^{*}, \mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)\right)$ into itself, and is contracting. The fixed point $u$ is solution of $(5.3 .2)(*)$, where the derivative is taken in the distributional sense on $D_{R}^{*}$.

We note that the only assumption of a logarithmic decay of $u^{(\gamma, \ell)}$ would cause trouble if $\gamma\left(z_{o}\right) \in \mathbb{Z}$ and $\gamma(z)$ non constant. This is ruled out by the stronger decay in $|t|^{\varepsilon}$ (Property (iii)) in such a case.

The first two properties of $5.3 .2(1)$ directly follow from the construction, as $\mathcal{D}_{z}^{\prime \prime}(\operatorname{Id}+u)=-(\operatorname{Id}+u) b^{\prime \prime}$.

The matrix of $\mathcal{D}_{z}^{\prime}$ in the basis $\widetilde{\varepsilon}(z)$ can be written as $\left[\operatorname{Std}^{\prime}(z)+b^{\prime}(t, z)\right] d t / t$, with $\operatorname{Std}^{\prime}(z)=\oplus_{\beta}\left[\left(z \beta^{\prime}+i \beta^{\prime \prime}\right) / 2 \operatorname{Id}+(\mathrm{Y}+z \mathrm{H} / 2) / \mathrm{L}(t)\right]$ and $b^{\prime}$ satisfying (i) -(iii). We note that, for $u \in E_{\delta, \varepsilon}\left(D_{R}^{*}, \mathrm{H}_{z_{0},}(\Delta(\eta))\right)$, we have $\left\|\mathrm{L}(t)^{1+\delta}\left[\operatorname{Std}^{\prime}(z), u\right]\right\|_{\mathrm{H}_{z_{o}}(\Delta(\eta))}$ bounded (and a similar property for $\left[\operatorname{Std}^{\prime \prime}(z), u\right]$ ). In order to obtain the desired estimate for $\mathcal{D}_{z}^{\prime} Q^{\left(z_{o}\right)}$, it is therefore enough to show that $\mathrm{L}(t) d^{\prime} u(t, z)$ remains bounded when
$t \rightarrow 0$. This is obtained by an argument of elliptic regularity which closely follows that of $[\mathbf{4}]$. Details are given in $\S 5$. B.b.

## Proof of Corollary 5.3.1

Identification of the parabolic filtration. - Fix $z_{o} \in \Omega_{0}$ and work in a neighbourhood of $z_{o}$ as in the previous lemma. We denote by $Q^{\left(z_{o}\right)}$ the corresponding matrix. For $\beta \in B$, let $q_{\beta, \zeta_{0}} \in \mathbb{Z}$ be such that $\ell_{z_{o}}\left(q_{\beta, \zeta_{0}}+\beta\right) \stackrel{\text { def }}{=} q_{\beta, \zeta_{o}}+\beta^{\prime}-\zeta_{o} \beta^{\prime \prime}$ belongs to $[0,1[$.

The basis $\varepsilon$ of Theorem 5.2 .5 is decomposed into subfamilies $\varepsilon_{\beta}$ for $\beta \in B$, so that $M^{\prime \text { std }}, M^{\prime \prime \text { std }}$ are block-diagonal matrices. Recall that we set $A_{\beta}(t, z)=$ $e^{-z X}|t|^{\beta^{\prime}+i z \beta^{\prime \prime}} \mathrm{L}(t)^{\mathrm{H} / 2}$ and we put $A(t, z)=\oplus_{\beta \in B} A_{\beta}(t, z)$. We also define similarly the diagonal matrices $\widetilde{A}_{\beta}(t, z)=|t|^{\beta^{\prime}+i z \beta^{\prime \prime}} \mathrm{L}(t)^{\mathrm{H} / 2}$ and $\widetilde{A}(t, z)=\oplus_{\beta \in B} \widetilde{A}_{\beta}(t, z)$. Last, put

$$
\begin{equation*}
e^{\left(z_{0}\right)}=\varepsilon \cdot\left(\operatorname{Id}+Q^{\left(z_{0}\right)}(t)\right) A(t, z)=\varepsilon^{\prime \prime\left(z_{0}\right)} \cdot \tilde{A}(t, z) \tag{5.3.3}
\end{equation*}
$$

(defining therefore also $\left.\varepsilon^{\prime \prime\left(z_{0}\right)}\right)$, where $Q^{\left(z_{o}\right)}(t)$ is given by Lemma 5.3.2. For any $j$, we have $e_{j}^{\left(z_{o}\right)}=|t|^{\beta_{j}^{\prime}+i z \beta_{j}^{\prime \prime}} \mathrm{L}(t)^{w_{j} / 2} \varepsilon_{j}^{\prime \prime\left(z_{o}\right)}$ for some $\beta_{j} \in B$ and $w_{j} \in \mathbb{Z}$.

According to $5.3 .2(2)$, the computation following (5.1.9) shows that the basis $\boldsymbol{e}^{\prime\left(z_{0}\right)}$, defined by

$$
\begin{equation*}
e_{j}^{\prime\left(z_{o}\right)}=t^{q_{\beta j_{j}} \cdot \zeta_{o}} e_{j}^{\left(z_{o}\right)} \tag{5.3.4}
\end{equation*}
$$

is holomorphic. As the base changes $\varepsilon \mapsto e$ and $e \mapsto \varepsilon$ have moderate growth along $\{0\} \times \Omega_{0}$, we conclude that, near $z_{o}$, the sheaf $\widetilde{\mathscr{M}}$ is nothing but the $\mathscr{O}_{\mathscr{X}}[1 / t]$-locally free sheaf generated by $e^{\left(z_{0}\right)}$ in $j_{*} \mathscr{H}^{\prime}$. This gives the first part of (1). The strict specializability follows from the proof of (2) and (3) below.

We note that the basis $\boldsymbol{e}^{\left(z_{o}\right)}$ can also be decomposed into subfamilies

$$
\boldsymbol{e}_{\beta}^{\left(z_{o}\right)}=\left\{e_{j}^{\left(z_{o}\right)} \mid \beta_{j}=\beta\right\} \quad(\beta \in B)
$$

so that

$$
\begin{equation*}
\boldsymbol{e}_{\beta}^{\left(z_{0}\right)}=\left[\varepsilon_{\beta} \cdot\left(\operatorname{Id}+Q_{\beta, \beta}^{\left(z_{0}\right)}\right)+\sum_{\beta^{\prime} \neq \beta} \varepsilon_{\beta^{\prime}} \cdot Q_{\beta^{\prime}, \beta}^{\left(z_{0}\right)}\right] A_{\beta} \tag{5.3.5}
\end{equation*}
$$

For $b \in \mathbb{R}$, denote by $U_{\left(z_{o}\right)}^{b} \widetilde{\mathscr{M}}$ the locally free $\mathscr{O}_{\mathscr{G}}$-module generated by the sections $t^{n_{j}} e_{j}^{\left(z_{o}\right)}$ with $n_{j} \in \mathbb{Z}$ such that $\ell_{z_{o}}\left(n_{j}+\beta_{j}\right) \in[b, b+1[$. We note that, for any $k \in \mathbb{Z}$, we have $U_{\left(z_{0}\right)}^{b+k} \widetilde{\mathscr{M}}=t^{k} U_{\left(z_{0}\right)}^{b} \cdot \widetilde{\mathscr{M}}$.

We will now show that $U_{\left(z_{0}\right)}^{\bullet}, \widetilde{\mathscr{M}}$ induces on $\widetilde{\mathscr{M}}_{z_{0}}$ the parabolic filtration (defined in the statement of Corollary 5.3.1).

Formula (5.3.3) shows that each element $t^{k} e_{j}^{\left(z_{0}\right)}$ of $e^{\left(z_{0}\right)}$ has parabolic order equal to $\ell_{z_{0}}\left(k+\beta_{j}\right)$ exactly, according to the logarithmic decay of $Q^{\left(z_{0}\right)}(t)$ given by Lemma 5.3.2.

Conversely, let $m=\sum_{j} m_{j} t^{n_{j}} e_{j}^{\left(z_{s}\right)} \in \widetilde{\mathscr{M}}_{z_{o}}$ with $m_{j}$ holomorphic and $m_{j} \not \equiv 0 \Rightarrow$ $m_{j}(0, z) \not \equiv 0$. We can assume that $m_{j} \not \equiv 0 \Rightarrow m_{j}(0, z) \neq 0$ for $z \neq z_{o}$ in a neighbourhood of $z_{o}$. Put $b=\min _{j \mid m_{j} \neq 0} \ell_{z_{o}}\left(n_{j}+\beta_{j}\right)$. We will prove that $m$ has order $b$. Clearly, $m$ has order $\geqslant b$. It is then enough to prove that, for any $\varepsilon>0,|t|^{-b-\varepsilon}\|m\|$ is not bounded in any neighbourhood of $\left(0, z_{o}\right)$. There exists only one $k \in \mathbb{Z}$ and $\beta \in B$ such that, for any $\zeta \in\left[\zeta_{o}, \zeta_{o}+\eta\right]$ with $\eta$ small enongh, $\ell_{z}(k+\beta)$ achieves the minimum of $\left\{\ell_{z}\left(n_{j}+\beta_{j}\right) \mid m_{j} \neq 0\right\}$. We note that $\ell_{z}(k+\beta) \leqslant b$ if $\zeta \in\left[\zeta_{o}, \zeta_{o}+\eta\right]$ and that, unless $\beta$ is real, the inequality is strict if $\zeta \neq \zeta_{0}$ (see Fig. 3.a on page 70). Let us denote by $J_{1}$ the set of $j$ for which this minimum is achieved. Put $w=\max _{j \in J_{1}} w_{j}$ and denote by $J$ the set of $j \in J_{1}$ for which this maximum is achieved. Let $\boldsymbol{m}_{J}(0, z)$ be the vector having entries $m_{j}(0, z)$ for $j \in J$ and 0 otherwise and put $\widetilde{\boldsymbol{m}}_{J}(0, z)=e^{-z X} \boldsymbol{m}_{J}(0, z)$. Then an easy computation shows that

$$
\begin{equation*}
\|m\|_{\pi^{*} h}^{2} \underset{\zeta \in\left[\zeta_{\left.0, \zeta_{0}+\eta\right]}^{\sim}\right.}{\sim}|t|^{2 \ell_{z}(k+\beta)} \mathrm{L}(t)^{w}\left\|\widetilde{\boldsymbol{m}}_{J}(0, z)\right\|^{2} \tag{5.3.6}
\end{equation*}
$$

This gives the assertion.
Computation of $\Theta_{z}^{\prime}$. - We now compute the matrix $\Theta_{z}^{\prime}$ of $\mathcal{D}_{z}^{\prime}$ in the basis $\boldsymbol{e}^{\prime\left(z_{0}\right)}$. We note first that, by flatness, the matrix of $\mathcal{D}_{z}^{\prime}$ in the basis $\boldsymbol{e}^{\prime\left(z_{o}\right)}$ takes the form

$$
\begin{equation*}
\Theta_{z}^{\prime}=\left[\left(\oplus_{\beta}\left[\left(q_{\beta, \zeta_{o}}+\beta\right) \star z \mathrm{Id}+\mathrm{Y}_{\beta}\right]\right)+P(t, z)\right] \frac{d t}{t}, \tag{5.3.7}
\end{equation*}
$$

with $P(t, z)$ holomorphic on $\{t \neq 0\} \times \operatorname{nb}\left(z_{o}\right)$.
Assertion. The matrix $P(t, z)$ satisfies:

```
    - if \(\beta_{j} \neq \beta_{k}\),
            if \(\ell_{z_{o}}\left(q_{\beta_{j}, \zeta_{0}}+\beta_{j}\right) \leqslant \ell_{z_{0},}\left(q_{\beta_{k}, \zeta_{1}}+\beta_{k}\right)\), then \(P_{\beta_{j}, \beta_{k}} / t\) is holomorphic near
        \(\left(0, z_{o}\right)\);
            if \(\ell_{z_{0},}\left(q_{\beta_{j}, \zeta_{o}}+\beta_{j}\right)>\ell_{z_{0}}\left(q_{\beta_{k}, \zeta_{o}}+\beta_{k}\right)\), then \(P_{\beta_{j}, \beta_{k}}\) is holomorphic near \(\left(0, z_{o}\right)\);
    - if \(\beta_{j}=\beta_{k}\),
        - if \(w_{j} \geqslant w_{k}-2\), then \(P_{\beta_{j}, \beta_{k}} / t\) is holomorphic near \(\left(0, z_{o}\right)\);
        - if \(w_{j} \leqslant w_{k}-3\), then \(P_{\beta_{j}, \beta_{k}}\) is holomorphic near \(\left(0, z_{o}\right)\).
```

Proof of the assertion. - We will prove that the matrix $P(t, z)$ satisfies the following property, for some $\delta>0$ small enough and $z \in \operatorname{nb}\left(z_{o}\right)$ :

$$
\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}|t|^{\left(q_{\beta_{j}}, \zeta_{0}+\beta_{j}^{\prime}-\zeta \beta_{j}^{\prime \prime}\right)-\left(q_{\beta_{k}, \zeta_{0}}+\beta_{k}^{\prime}-\zeta \beta_{k}^{\prime \prime}\right)} \mathrm{L}(t)^{1+\left(w_{j}-w_{k}\right) / 2} P_{\beta_{j}, \beta_{k}}(t, z)=0,
$$

from which the assertion follows. Using notation of Lemma 5.3.2, this, in turn, is equivalent to the fact that the matrix of $\mathcal{D}_{z}^{\prime}$ in the basis $\widetilde{\varepsilon}(z)(\mathrm{Id}+u)$ takes the form $\left[\operatorname{Std}^{\prime}(z)+c^{\prime}(t, z)\right] d t / t$ with $\left\|\mathrm{L}(t)^{\delta} c^{\prime}(t, z) d t / t\right\|_{\mathrm{H}_{z,}(\Delta(\eta))}$ bounded. We know, after [4], that the matrix of $\mathcal{D}_{z}^{\prime}$ in the basis $\widetilde{\varepsilon}(z)$ takes the form $\left[\operatorname{Std}^{\prime}(z)+b^{\prime}(t, z)\right] d t / t$, where $b^{\prime} d t / t$ satisfies the previous estimate and Lemma 5.3.2 implies that the functions $t \mapsto\left\|\mathrm{~L}(t)^{\delta} u(t, z)\right\|_{\mathrm{H}_{z_{\theta}}(\Delta(\eta))}$ and $t \mapsto\left\|\mathrm{~L}(t)^{\delta} \mathcal{D}_{z}^{\prime} u(t, z)\right\|_{\mathrm{H}_{z_{o}}(\Delta(\eta))}$ are bounded. On the
other hand, we have $c^{\prime}(t, z) d t / t=(\operatorname{Id}+u)^{-1} \mathcal{D}_{z}^{\prime} u+b^{\prime} d t / t$. Both terms in the righthand side satisfy the desired property.

End of the proof. - The assertion above shows that $U_{\left(z_{0}\right)}^{b} \cdot \widetilde{M}$ is stable under $t \partial_{t}$. Moreover, the matrix of $t \delta_{t}$ on $U_{\left(z_{0}\right)}^{0} / U_{\left(z_{0}\right)}^{1}$ is block-lowertriangular, if we order the families $\boldsymbol{e}_{\beta}^{\prime\left(z_{o}\right)}$ with respect to the $\ell_{z_{0}, \text {-order, each block corresponding to a value of }}$ $\ell_{z_{0}}\left(q_{\beta, \zeta_{0}}+\beta\right)$. Each diagonal block is itself block-diagonal with respect to the various $\beta$ with $\ell_{z_{0},}\left(q_{\beta . \zeta_{n}}+\beta\right)$ fixed. This shows that each graded piece $\mathrm{gr}_{U_{(=0)}}^{b} \cdot \widetilde{\mathscr{M}}$ is $\mathscr{O}_{\Omega}$-locally free near $z_{0}$, hence $U_{\left(z_{0}\right)}^{\bullet}, \tilde{\mathscr{U}}$ satisfics the properties of Lemma 3.3.4. Thercfore, $\widetilde{\mathscr{M}}$ is strictly specializable along $t=0$ and $U_{\left(z_{0}\right)}^{\bullet} \cdot \widetilde{M}=V_{\left(z_{0}\right)}^{\bullet} \cdot \widetilde{M}$.

Last, let $W \cdot \operatorname{gr}_{\left.V_{(=,)}\right)}^{b}, \widetilde{U}$ be the weight filtration of $\oplus_{\beta} \mathrm{Y}_{\beta}$. It also follows from the previous properties that it is decomposed with respect to $\oplus \psi_{t}^{q_{s+c_{o}}+\beta} \cdot \widetilde{\mathscr{M}}$ and each summand $W \cdot \psi_{t}^{q_{s, c}+3}, \widetilde{M}$ satisfics the properties characterizing the monodromy filtration of $\mathrm{N}=\mathscr{\partial}_{t}-\left(q_{\beta, c_{0}}+\beta\right) \star z$. It is therefore equal to it and $\mathrm{N}: \psi_{t}^{q_{\beta, c_{0}}+\beta,} \tilde{\mathscr{I}} \rightarrow \psi_{t}^{q_{\beta, c_{0}}+\beta} \cdot \tilde{\mathscr{I}}$ is conjugate to $\mathrm{Y}_{\beta j}$. This proves 5.3.1(3).

## Remarks 5.3.8

(1) Although the bases $\boldsymbol{e}^{\left(z_{0}\right)}$ are defined only locally with respect to $z$, the classes of their elements in the varions bundles $\operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{t}^{\beta} \cdot \widetilde{\mathscr{M}}$ are globally defined on $\Omega_{0}$. We note that these bundles are holomorphically trivial on $\Omega_{0}$. More precisely, for any $\ell \in \mathbb{Z}$ and any $\beta \in B$. there exists a basis $\boldsymbol{e}_{\beta, \ell}^{o}$ of $\operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{t}^{\beta} \cdot \tilde{\mathscr{K}}$ as a $\mathscr{O}_{\Omega_{0}}$-module, uniquely determined from the basis $\varepsilon$ of Theorem 5.2.5, such that $\left(\boldsymbol{e}_{\beta, \ell}^{0}\right)_{\beta \in B, \ell \in \mathbb{Z}}$ lifts locally to bases $\boldsymbol{e}^{\left(z_{0}\right)}$.

In order to prove this statement, it is enough to characterize the inverse image in $V_{\left(z_{0}\right)}^{t_{0}(\beta)} \cdot \widetilde{H}$ of $\mathrm{gr}_{f}^{\mathrm{M}} \psi_{1}{ }_{t}^{3} \cdot \widetilde{H}$ near $z_{0}$.

First, a section $m$ of $V_{\left(z_{0}\right)}^{\left(z_{0}\right)(\beta)} \cdot \widetilde{\mathscr{M}}$ near $\left(0, z_{0}\right)$ has a class in $\operatorname{gr}_{\left.V_{(=0)}\right)}^{\ell_{z_{0}}(\beta)} \cdot \widetilde{\mathscr{M}}$ contained in $\psi_{t}^{\beta} \cdot \widetilde{\mathscr{M}}$ if and only if, for any $j$, denoting by $n_{j} \in \mathbb{Z} \cup\{+\infty\}$ the order of its coefficient $m_{j}$ on $e_{j}^{\left(z_{0}\right)}$ along $t=0$. we have $\ell_{z_{0}}\left(n_{j}+\beta_{j}\right)>\ell_{z_{0}}(\beta)$ if $\beta_{j} \neq \beta$ and at least one $m_{j}(0, z) \not \equiv 0$ with $\beta_{j}=\beta$.

When this is satisfied, the class of $m$ has M-order $\ell$ if and only if, for any $j$ with $\beta_{j}=\beta, m_{j}(0, z) \equiv 0$ if $w_{j}>\ell$ and $m_{j}(0, z) \not \equiv 0$ for at least one $j$ with $\beta_{j}=\beta$ and $w_{j}=\ell$.

Both assertions are proved as in the proof of Corollary 5.3.1. This criterion can be translated in terms of order of growth: the class of $m$ is in $\psi_{t}^{\beta} \cdot \widetilde{\mathscr{M}}$ iff for any $z_{o}^{\prime} \neq z_{o}$ and sufficiently near $z_{o}$, the norm $\left\|m_{\mid z=z_{\prime}^{\prime}}\right\|_{h}$ has growth order $\ell_{z_{o}^{\prime}}^{\prime}(\beta)$, and this class has M-order $\ell$ iff moreover this norm grows as $|t|^{\ell=\frac{1}{2}(\beta)} \mathrm{L}(t)^{\ell / 2}$.

With this criterion in mind, one observes that two meromorphic bases given by Formula (5.3.3) for different choices of $Q^{\left(z_{o}\right)}$ give rise to the same classes in the various $\operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{t}^{\beta} \cdot \widetilde{M}$, so these classes can be glued when $z_{o}$ varies in $\Omega_{0}$. By definition,
the basis $\boldsymbol{e}^{o}$ is adapted to the Lefschetz decomposition of $\mathrm{gr}_{-2}^{\mathrm{M}} \mathrm{Y}_{\beta}$, hence to that of $\mathrm{gr}_{-2}^{\mathrm{M}} \mathrm{N}$. In particular, the whole basis of $\mathrm{gr}^{\mathrm{M}} \psi_{t}^{\beta} \cdot \tilde{\mathscr{M}}$ can be recovered from its primitive vectors.
(2) We also have an asymptotic estimate of $\|m\|_{\pi^{*} h}$ as in Formula (5.3.6) for $\zeta \in$ $\left[\zeta_{o}-\eta, \zeta_{o}\right]$. It uses a maybe distinct pair $\left(\beta_{-}, k_{-}\right)$, subject however to the relation $\ell_{z_{o}}\left(k_{-}+\beta_{-}\right)=\ell_{z_{0}}(k+\beta)$.

By restriction to $z=z_{o}$, we also get a criterion for a nonzero local section $m^{o}$ of $\widetilde{M}_{z_{o}}$ : Let us denote by $U^{\bullet} M_{z_{o}}$, the filtration induced by $V_{\left(z_{o}\right)}^{\bullet} \widetilde{\mathscr{M}}(c f$. Proposition 3.3.14). Let us denote by N the corresponding nilpotent endomorphism on $\operatorname{gr}_{U}^{b} \widetilde{M}_{z_{o}}$, which is the direct sum of the various $-\left(\partial_{t} t+\beta \star z_{o}\right)$ for $\beta$ such that $\ell_{z_{o}}(\beta)=b$, and let $\mathrm{M} \cdot \operatorname{gr}_{U}^{b} \widetilde{M}_{z_{o}}$ be its monodromy filtration, that we lift as M. $U_{b} \widetilde{M}_{z_{o}}$. Restrict the basis $\boldsymbol{e}^{\left(z_{o}\right)}$ to a basis $\boldsymbol{e}^{o}$ of ${\widetilde{I_{z_{o}}}}$, and write $m^{o}=\sum_{j} m_{j}^{o}(t) t^{n_{j}} e_{j}^{o}$. We assume that $m_{j}^{o} \not \equiv 0 \Rightarrow m_{j}^{o}(0) \neq 0$. Put $b=\min _{j \mid m_{j} \neq 0} \ell_{z_{n},}\left(n_{j}+\beta_{j}\right)$. We denote by $J_{1}^{o}$ the set of $j$ such that the minimum is achieved, we put $w=\max _{j \in J_{1}^{o}} w_{j}$ and we denote by $J^{o}$ the set of $j \in J_{1}^{o}$ such that the maximum is achieved. We then have the restriction of Formula (5.3.6):

$$
\begin{equation*}
\left\|m^{o}\right\|_{h}^{2} \underset{t \rightarrow 0}{\sim}|t|^{2 b} \mathrm{~L}(t)^{w}\left\|\widetilde{\boldsymbol{m}}_{J J}^{o}(0)\right\|^{2} \tag{5.3.6}
\end{equation*}
$$

Moreover, $m^{o}$ is in $U^{b} \widetilde{M}_{z_{o}}$ and its class in $\operatorname{gr}_{w}^{\mathrm{M}} \operatorname{gr}_{U}^{b} M_{z_{o}}$ is nonzero.
(3) For any $z_{o} \in \Omega_{0}$, it is possible to find a matrix $Q(z)$ which is holomorphic with respect to $z$ and is invertible for any $z$ near $z_{o}$, so that, after changing the basis $\boldsymbol{e}^{\left(z_{o}\right)}$ by the matrix $Q(z)$, the residue at $t=0$ of the matrix of $z D_{E}+\theta_{E}^{\prime}$ is block-diagonal, each block corresponding to cigenvalues $\beta \star z$ taking the same value at $z_{o}$, and is lower-triangular, each diagonal sub-block corresponding to a given $\beta$.

Assume moreover that $z_{0} \notin \operatorname{Sing} \Lambda$, in particular $z_{0} \neq 0$. Then, there exists a neighbourhood of $z_{o}$ such that, for any $z$ in this neighbourhood and any $\beta_{1}, \beta_{2} \in B$, the differences $\left(\beta_{1}-\beta_{2}\right) \star z / z \in \mathbb{Z} \Longleftrightarrow \beta_{1}=\beta_{2}$.

One can therefore apply the same arguments as in the theory of regular meromorphic connections of one variable with a parameter to find, near any $\left(0, z_{o}\right)$ with $z_{0} \notin \operatorname{Sing} \Lambda$, a basis $\widetilde{\boldsymbol{e}}^{\left(z_{0}\right)}=\boldsymbol{e}^{\left(z_{0}\right)} \cdot \mathcal{P}(t, z)$ of $\widetilde{\mathscr{M}}$, with $\mathcal{P}\left(0, z_{0}\right)$ invertible, in which the matrix of $z D_{E}+\theta_{E}^{\prime}$ is equal to

$$
\underset{\beta}{\oplus}\left[(\beta \star z) \operatorname{Id}+\mathrm{Y}_{\beta}\right] \frac{d t}{t} .
$$

If now $z_{o} \in \operatorname{Sing} \Lambda \backslash\{0\}$, we first apply a classical "shearing transformation", which is composed by successive rescalings by powers of $t$ and invertible matrices depending holomorphically on $z$ for $z$ ncar $z_{o}$, so that, for any two eigenvalues $\beta_{1} \star z, \beta_{2} \star z$ of the "constant" part (i.e., depending on $z$ only) of the matrix of $z D_{E}+\theta_{E}^{\prime}$, the difference is not a nonzero integer. Then it is possible to find a base change $\mathcal{P}(t, z)$ as above, such that the new matrix of $z D_{E}+\theta_{E}^{\prime}$ does not depend on $t$, is holomorphic with respect to $z$ and is lower triangular with eigenvalues $\beta \star z$ for the new set of $\beta$ 's.

We note that in both cases, $\widetilde{\mathscr{M}}$ is, locally with respect to $z$, an extension of rank one $\mathscr{O}_{\mathscr{F}}[1 / t]$-modules with connection.

## 5.3.b. Construction of the $\mathscr{R}_{\mathscr{X}}$-module $\mathscr{M}$ and the filtration $V_{\bullet} \mathscr{M}$

Let us return to the global setting on the Riemann surface $X$. The $\mathscr{R}_{X}$-module $\mathscr{M}$ is defined as the minimal extension of $\widetilde{\mathscr{U}}$ across its singular set $P$ (cf. Def. 3.4.7).

Corollary 5.3.9.- $\mathscr{M}$ is a regular holonomic $\mathscr{R}_{\mathscr{X}}$-module which is strictly specializable along $t=0$ and has strict support equal to $X$.

Proof. Let us show that $\mathscr{M}$ is good. On $\mathscr{X} \backslash \mathscr{P}, \mathscr{M}=\widetilde{\mathscr{M}}$ is $\mathscr{O}_{\mathscr{X}}$-coherent. Let $x \in P$. If $K$ is any compact set in $\{x\} \times \Omega_{0}$, then $\mathscr{M}_{\mid K}$ is generated by the sheaf of local sections $m$ which satisfy $\|m\|_{\pi^{*} h} \leqslant C|t|^{-N}$ for $N=N_{K}$ large enough, as this sheaf contains $V_{z_{o}}^{>-1} \widetilde{\mathbb{M}}_{z_{0}}$ for any $z_{o} \in K$. This sheaf is $\mathscr{O} \mathscr{X}_{\boldsymbol{X}}$-coherent, as follows from Corollary 5.3.1, hence $\mathscr{M}$ is good.

By definition, on $\Delta_{z_{0}}(\eta)$, the $V$-filtration $\left.V_{\left(z_{0}\right)}^{\bullet}\right) \mathscr{M}$, restricted to indices in $\mathbb{Z}$, is good; hence $\mathscr{M}$ is regular along $\{x\} \times \Omega_{0}$ for any $x \in P$, as each $V_{\left(z_{o}\right)}^{\bullet} \mathscr{M}$ is $\mathscr{O}_{\mathscr{X}}$-coherent.

Last, as $\mathscr{U}$ is $\mathscr{O}$-coherent on $\mathscr{X} \backslash \mathscr{P}$, its characteristic varicty is the zero section on $\mathscr{X} \backslash \mathscr{P}$, hence is contained in $\left(T_{X}^{*} X \cup T_{P}^{*} X\right) \times \Omega_{0}$; in other words, $\mathscr{M}$ is holonomic.

The strict specializability along $t=0$ follows from Proposition 3.4.6 and the fact that $\mathscr{M}$ is a minimal extension implies that it has strict support equal to $X$.

We will end this paragraph by proving:

Lemma 5.3.10. The restriction to $z=1$ of the $\mathscr{S}_{\mathscr{R}} \mathfrak{X}-$ module $\cdot \mathscr{M}$ is equal to $M$.
Proof. Consider first the restriction of $\widetilde{\mathscr{M}}$ to $z=1$. We will show that is is equal to $\bar{M}$ (with connection). On the open set $X^{*}=X \backslash P$, this was shown in the proof of Lemma 2.2.2. We know by $5.3 .1(1)$ that $\widetilde{\mathscr{U}} /(z-1) \cdot \widetilde{\mathscr{M}}$ is $\mathscr{O}_{X}(* P)$-locally free. It is therefore enough to prove that $\tilde{\mathscr{M}} /(z-1) \widetilde{\mathscr{M}}$ and $\widetilde{M}$ define the same meromorphic extension, or equivalently that $\widetilde{\mathscr{M}} /(z-1) \widetilde{\mathscr{U}} \subset \widetilde{M}$. By the construction of the metric $h, \widetilde{M}$ is the subsheaf of $j_{*} V$ (where $j: X^{*} \hookrightarrow X$ is the open inclusion) of sections, the $h$-norm of which has moderate growth. Now, Formula (5.3.3) computed at $z_{o}=1$ shows that the $h$-norm of the basis $\boldsymbol{e}_{\mid z=1}^{(1)}$ has moderate growth, implying therefore the required inclusion.

We note that the same formula shows that the filtration $V_{\left(z_{0}=1\right)}^{\bullet} \widetilde{\mathscr{M}}$ restricts to the canonical filtration $V^{\bullet} M$ of $\widetilde{M}$. Recall now that the minimal extension $M \subset \widetilde{M}$ is the sub- $\mathscr{D}_{X}$-module of $\widetilde{M}$ generated by $V^{>-1} \widetilde{M}$. By construction, we therefore have $\mathscr{M} /(z-1) \mathscr{M} \subset M$. As $M$ is simple, both $\mathscr{D}_{X}$-modules coincide.

## 5.3.c. Construction of the sesquilinear pairing $C$

We have to definc a sesquilinear pairing $C$ on $\mathscr{M}_{\mid \mathbf{S}} \otimes_{\sigma_{\mathbf{S}}} \overline{\mathscr{M}_{\mid \mathbf{S}}}$ with values in $\mathfrak{D b}_{X=\times \mathbf{S} / \mathbf{S}}$, which has to extend $h_{\mathbf{S}}$ defined on $X^{*}$. We will construct $C$ with values in the sheaf $\mathfrak{D b}_{\mathscr{Y}}^{\text {an }}{ }_{\mid S}$ of distributions which are holomorphic with respect to $z$.

We first define $C$ locally with respect to $\mathbf{S}$ and then show that it glues along $\mathbf{S}$. So we fix $z_{o} \in \mathbf{S}$ and a compact disc $\boldsymbol{\Delta}$ neighbourhood of $z_{0}$, that we assume to be small enough. We denote by $\boldsymbol{\Delta}^{\circ}$ its interior. In the following. we will denote by $\mathrm{H}(\boldsymbol{\Delta})$ the Banach space of continuous functions on $\boldsymbol{\Delta}$ which are holomorphic on its interior.

Consider the basis $\boldsymbol{e}^{\prime\left(z_{0}\right)}$ of $V_{\left(z_{0}\right)}^{>-1}$. $\mathscr{U}$ defined near $z_{0}$ by a formula analogous to (5.3.3): we have $e_{j}^{\prime\left(z_{0}\right)}=t^{n_{j}}|t|^{\beta_{j}^{\prime}+i z, \beta_{j}^{\prime \prime}} \mathrm{L}(t)^{u_{j} / 2} \varepsilon_{j}^{\prime \prime\left(z_{0}\right)}$. with $\left.\left.\ell_{z_{0}}\left(n_{j}+\beta_{j}\right) \in\right]-1,0\right]$. Consider similarly the basis $\boldsymbol{e}^{\left(-z_{0}\right)}$ of $V_{\left(-z_{n}\right)}^{>-1}$. $/ 1$ defined near $-z_{0}$, with $\ell_{-z_{0},}\left(\nu_{k}+\beta_{k}\right) \in$ $]-1,0]$. We note that, as $\left|z_{0}\right|=1$, we have $\sigma\left(z_{0}\right)=-z_{0}$ and $\operatorname{Im} \sigma\left(z_{0}\right)=-\zeta_{0}$. using the notation of $\S 1.5$.a.

The entries of the matrix of $h_{\boldsymbol{\Delta}}$ in these bases can be written as

$$
\begin{equation*}
t^{n_{j}}|t|^{\beta_{j}^{\prime}+i z ; \beta_{j}^{\prime \prime}} \cdot \bar{t}^{\nu_{k}}|t|^{\mid \beta_{k}^{\prime}+i \beta_{k}^{\prime \prime} / z} \cdot \mathrm{~L}(t)^{\left(u_{j}+u_{k}\right) / 2} \cdot a_{j, k}(t) \tag{5.3.11}
\end{equation*}
$$

with $\left\|a_{j, k}(t)\right\|_{\mathrm{H}(\boldsymbol{\Delta})} \rightarrow 0$ if $\beta_{j} \neq \beta_{k}$ and $\left\|a_{j, k}(t)\right\|_{\mathrm{H}(\boldsymbol{\Delta})}$ locally bounded, when $t \rightarrow 0$. As we have $\ell_{z_{0}}\left(n_{j}+\beta_{j}\right)>-1$ and $\ell_{-z_{0}}\left(\nu_{k}+\beta_{k}\right)>-1$. we also have $\operatorname{Re}\left(n_{j}+\beta_{j}^{\prime}+i z \beta_{j}^{\prime \prime}\right)>$ -1 and $\operatorname{Re}\left(\nu_{k}+\beta_{k}^{\prime}+i \beta_{k}^{\prime \prime} / z\right)>-1$ for any $z \in \boldsymbol{\Delta}$. if $\boldsymbol{\Delta}$ is small enough. Therefore, the entries of the matrix of $h_{\Delta}$ are in $L_{\mathrm{loc}}^{1}(X, H(\boldsymbol{\Delta}))$. hence, as $V_{\left(z_{0}\right)}^{>-1} \cdot \mathscr{M}$ is $O_{\mathscr{y}}$-locally free, $h_{\Delta}$ defines a sesquilinear pairing

$$
h_{\Delta}: V_{\left(z_{0}\right)}^{>-1} \cdot \mathscr{M}_{\mid \Delta} Q_{\Delta \Delta} \overline{V_{\left(-z_{n},\right)}^{>-1} \cdot \mathscr{M}_{\mid \sigma(\Delta)}} \longrightarrow L_{\mathrm{loc}}^{1}(X, \mathrm{H}(\boldsymbol{\Delta}))
$$

by $\mathscr{O}_{\mathscr{X}} \otimes \mathscr{O}_{\overline{\mathscr{T}}}$-linearity.
As $L_{\mathrm{loc}}^{1}(X, \mathrm{H}(\boldsymbol{\Delta}))$ is contained in the subspace Ker $\bar{\partial}_{z}$ of $L_{\mathrm{loc}}^{1}\left(X \times \boldsymbol{\Delta}^{\circ}\right)$, this defines similarly $C_{\Delta^{\circ}}$ on $V_{\left(z_{o}\right)}^{>-1} \mathscr{M}_{\Delta^{\circ}} Q_{\sigma^{\circ}} \overline{V_{\left(-z_{0}\right)}^{>-1} \mathscr{M}_{\mid \sigma\left(\Delta^{\circ}\right)}}$ by $O_{\mathscr{y}} \otimes Q_{\mathscr{T}^{-}}$-linearity.



Assertion 2. $\quad C_{\Delta^{\circ}}$ can be extended by $\mathscr{R}_{(X, \bar{X}), \Delta^{\circ}}$-linearity as a well-defined sesquilinear pairing on $\cdot \mathscr{M}_{\boldsymbol{\Delta}^{\circ}} \otimes_{\mathscr{O}_{\Delta^{\circ}}} \overline{\mathscr{M}_{\mid \sigma\left(\boldsymbol{\Delta}^{\circ}\right)}}$.

At this stage, we camot prove the assertions, as we do not have any information on the derivatives of the functions $a_{j, k}$ introduced above. We need a more precise expression for $h_{\boldsymbol{\Delta}}$, that we will derive in Lemma 5.3.12 below, using techniques analogous to that of $[\mathbf{1}]$, that we recall in $\S 5$.A.

Fix $z_{o} \in \mathbf{S}$, and let $\boldsymbol{\Delta}$ be as above. We will also assume that $\boldsymbol{\Delta}$ is small enough so that $\boldsymbol{\Delta} \cap \operatorname{Sing} \Lambda \subset\{ \pm i\}$. Let $m$ be a section of $V_{\left(z_{0}\right)}^{>-1} \mathscr{M}$ on $W \times \boldsymbol{\Delta}$ and $\mu$ a local section of $V_{\left(-z_{o}\right)}^{>-1}$ ) $\mathscr{M}$ on $W \times \sigma(\boldsymbol{\Delta})$, for some open set $W \subset X$. If $b_{m}$ denotes the Bernstein polynomial of $m$, we consider the set $A(m)$ introduced in Corollary 3.3.7, and take a minimal subset $A^{\prime}(m) \subset A(m)$ such that $A(m) \subset A^{\prime}(m)-\mathbb{N}$. Put
$A^{\prime}(m, \mu)=A^{\prime}(m) \cap A^{\prime}(\mu)$, so that $A^{\prime}(m, \mu)-\mathbb{N}$ contains all the $\gamma$ such that $\gamma \star z / z$ is a root of $b_{m}$ and $b_{\mu}$. We also set $B^{\prime}(m, \mu)=\left\{-\alpha-1 \mid \alpha \in A^{\prime}(m, \mu)\right\}$.

Lemma 5.3.12. There exist integers $\ell_{0} \geqslant 0$ and $N \geqslant 0$, such that, for any local sections $m, \mu$ as above, we have

$$
\begin{equation*}
(z+1 / z)^{N} h_{\boldsymbol{\Delta}}(m, \bar{\mu})=\sum_{\beta \in B^{\prime}(m, \mu)} \sum_{\ell=0}^{\ell_{1}} f_{\beta, \ell}(t)|t|^{2(\beta \star z) / z} \frac{\mathrm{~L}(t)^{\ell}}{\ell!} \tag{5.3.12}
\end{equation*}
$$

on some punctured neighbourhood $X^{*}$ of $0 \in X$, where the $f_{\beta, \ell}$ are $C^{\infty}$ functions $X \rightarrow \mathrm{H}(\boldsymbol{\Delta})$.

The proof of the lemma will be given below.
Proof of Assertion 1. Let us prove the $V_{0} \mathscr{R}_{\mathscr{X} \mid \boldsymbol{\Delta}}$-linearity of $h_{\Delta}$, the conjugate linearity being obtained similarly. Let $m, \mu$ be as in the lemma. The real part of the exponents in (5.3.12) (*) are $>-1$, as $\operatorname{Re}\left(\beta \star z_{o}\right) / z_{o}=\ell_{z_{o}}(\beta)+\ell_{-z_{o}}(\beta)$ for any $z_{o} \in \mathbf{S}$. For a section $P$ of $V_{0} \mathscr{R}_{\mathscr{X} \mid \boldsymbol{\Delta}}$, we have to show that $u \stackrel{\text { def }}{=} P \cdot h_{\boldsymbol{\Delta}}(m, \bar{\mu})-h_{\boldsymbol{\Delta}}(P m, \bar{\mu})=0$. But on the one hand, $u$ is supported on $\{t=0\}$ as $h_{\Delta}$ is known to be $V_{0} \mathscr{R}_{\mathscr{X} \mid \boldsymbol{\Delta}}$-linear away from $\{t=0\}$ by the correspondence of Lemma 2.2.2. On the other hand, using (5.3.12)(*) and (1.5.5), $(z+1 / z)^{N} u$ is $L_{\text {loc }}^{1}$. Therefore, $(z+1 / z)^{N} u=0$ and, by (0.5.1), $u=0$.

We note that Formula (5.3.12)(*), when restricted to $\boldsymbol{\Delta}^{\circ}$ and applied to the bases $\boldsymbol{e}^{\left(z_{o}\right)}, e^{\left(-z_{o}\right)}$, gives coefficients $f_{\beta, \ell}$ which are in $C^{\infty}\left(X^{*} \times \Delta^{\circ}\right)$ and holomorphic with respect to $z$. This still holds for any local sections $m, \mu$ on $X \times \Delta^{\circ}$, by $\mathscr{O}_{\mathscr{X}} \otimes \mathscr{O}_{\overline{X^{-}}}$ linearity. Then the argument for $h_{\Delta}$ can be applied to $C_{\Delta^{\circ}}$.

Proof of Assertion 2. Any local section $m$ of $\mathscr{M}$ on $X \times \boldsymbol{\Delta}^{\circ}$ can be written, by definition, as $\sum_{j \geqslant 0} \partial_{t}^{j} m_{j}$, where $m_{j}$ are local sections of $V_{\left(z_{o}\right)}^{>-1} \cdot \mathscr{M}_{z_{o}}$ on $X \times \Delta^{\circ}$. Therefore, in order to define $C_{\boldsymbol{\Delta}^{\circ}}(m, \bar{\mu})$, we write $m=\sum_{j \geqslant 0} \partial_{t}^{j} m_{j}, \mu=\sum_{k \geqslant 0} \partial_{t}^{k} \mu_{k}$, and put

$$
C_{\boldsymbol{\Delta}^{\circ}}(m, \bar{\mu})=\sum_{j, k \geqslant 0} \partial_{t}^{j} \partial_{t}^{k} C_{\boldsymbol{\Delta}^{\circ}}\left(m_{j}, \bar{\mu}_{k}\right)
$$

This will be well defined if we prove that

$$
\sum_{j \geqslant 0} \mathscr{O}_{t}^{j} m_{j}=0 \Longrightarrow \sum_{j \geqslant 0} \mathscr{\partial}_{t}^{j} C_{\Delta^{\circ}}\left(m_{j}, \bar{\mu}_{k}\right)=0 \quad \text { for any } \mu_{k} \in V_{\left(-z_{o}\right)}^{>-1} \mathscr{M}_{-z_{o}},
$$

and a conjugate statement.
Set $u=\sum_{j \geqslant 0} \partial_{t}^{j} C_{\Delta^{\circ}}\left(m_{j}, \bar{\mu}_{k}\right)$ and $\widetilde{u}=(z+1 / z)^{N} u$ for $N$ big enough. After Lemma 5.3.12, there exists $N \geqslant 0$ and a set $B^{\prime}$ satisfying Properties (1.5.7) and (1.5.8) in Example 1.5.4, such that $\widetilde{u}$ can be written as

$$
\widetilde{u}=\sum_{\substack{\beta \in B^{\prime} \\ \ell \in \mathbb{N}}}\left(\sum_{j \geqslant 1} c_{\beta, \ell, j} \partial_{t}^{j} u_{\beta, \ell}+g_{\beta, \ell}(t) u_{\beta, \ell}\right),
$$

where $c_{\beta, \ell, j}$ are constants and $g_{\beta, \ell}$ are $C^{\infty}$ on $X \times \Delta^{\circ}$ and holomorphic with respect to $z$. The condition $\sum_{j \geqslant 0} \partial_{t}^{j} m_{j}=0$ implies that there exists $L \geqslant 0$ such that $t^{L} \widetilde{u}=0$, as $C_{\boldsymbol{\Delta}^{\circ}}$ is $V_{0} \mathscr{R}_{\mathscr{X}}$-linear. By taking $L$ large enough, using the freeness of the family ( $u_{\beta, \ell}$ ) and (1.5.5), one obtains that the coefficients $g_{\beta, \ell}$ and $c_{\beta, \ell, j}$ vanish identically, hence $\widetilde{u} \equiv 0$. This implies that $u \equiv 0$.

Let us now show that the construction of $C$ glues along $\mathbf{S}$. So, fix $z_{o}$ and $\boldsymbol{\Delta}$ as above, and denote by $C_{\left(z_{0}\right)}$ the sesquilinear pairing constructed above. Let $z \in \mathbf{S} \cap \boldsymbol{\Delta}^{\circ}$. We will show that $C_{(z)}$ and $C_{\left(z_{0}\right)}$ coincide on $\mathscr{M}_{z} \otimes \overline{\mathscr{M}_{-z}}$.

By (3.4.8) and (3.4.9), they coincide on $V_{(z)}^{-1-\varepsilon} \cdot \mathscr{M}_{z} \otimes \overline{V_{(-z)}^{-1-\varepsilon} \cdot \mathscr{M}_{-z}}$, for some $\varepsilon>0$, as both are $L_{\text {loc }}^{1}$ there and as they coincide with $h_{\mathrm{S}}$ away from $t=0$. As both are $\mathscr{R}_{(X, \bar{X}), z}$-linear, they also coincide on

$$
\left[V_{(z)}^{-1-\varepsilon} \cdot \mathscr{M}_{z}+\partial_{t} t V_{(z)}^{>-1} \cdot \mathscr{M}_{z}\right] \otimes\left[\overline{V_{(-z)}^{-1-\varepsilon} \cdot \mathscr{M}_{-z}+\partial_{t} t V_{(-z)}^{>-1} \cdot \mathscr{M}_{-z}}\right]
$$

which contains $V_{(z)}^{>-1} \mathscr{M}_{z} \otimes \overline{V_{(-z)}^{>-1} \mathscr{M}_{-z}}$ by (3.4.9). Last, by $\mathscr{R}_{(X, \bar{X}), z}$-linearity, they coincide on $\mathscr{M}_{z} \otimes \overline{\mathscr{M}_{-z}}$.

Proof of Lemma 5.3.12. - We will use the method developed in [1], using the existence of a "good operator" for $m$ or $\mu$, which is a consequence of the regularity property (REG). Fix local sections $m, \mu$ as above. By (5.3.11), $h_{\boldsymbol{\Delta}}(m, \bar{\mu})$ can be considered as a distribution on $X$ with values in $\mathrm{H}(\boldsymbol{\Delta})$ which, restricted to $X^{*}$, is $C^{\infty}$. Let us denote by $p$ its order in some neighbourhood of $t=0$ on which we work. As $m, \mu$ are fixed, put, for any $N \geqslant 0$,

$$
\mathscr{I}_{\chi, N}^{(k)}(s)= \begin{cases}\left.\left.(z+1 / z)^{N}\left\langle h_{\Delta}(m, \bar{\mu}),\right| t\right|^{2 s} t^{k} \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle & \text { if } k \geqslant 0, \\ \left.\left.(z+1 / z)^{N}\left\langle h_{\Delta}(m, \bar{\mu}),\right| t\right|^{2 s} \bar{t}^{|k|} \chi(t) \frac{i}{2 \pi} d t \wedge d \bar{t}\right\rangle & \text { if } k \leqslant 0,\end{cases}
$$

for every function $\chi \in \mathscr{C}_{c}^{\infty}(X, \mathrm{H}(\boldsymbol{\Delta}))$. Then, for any such $\chi$, on the open set $2 \operatorname{Re} s+$ $|k|>p$, the function $s \mapsto \mathscr{I}_{\chi, N}^{(k)}(s)$ takes values in $\mathrm{H}(\boldsymbol{\Delta})$ and is holomorphic. In the following, we fix $R \in] 0,1[$ and we assume that $\chi \equiv 0$ for $|t|>R$. We will be mainly interested to the case when $\chi \equiv 1$ near $t=0$. Applying Theorem 5.A. 4 to the family $\left(\mathscr{I}_{\chi, N}^{(k)}(s)\right)_{k}$ will give the result. We will therefore show that the family $\left(\mathscr{I}_{\chi, N}^{(k)}(s)\right)_{k}$ satisfies the necessary assumptions for some $N$ big enough. We will assume that $k \geqslant 0$, the case $k \leqslant 0$ being obtained similarly, exchanging the roles of $m$ and $\mu$. Arguing exactly as in Lemma 3.6.5 and Remark 3.6.8, we find that $\mathscr{I}_{\chi, N}^{(k)}(s)$ extends as a meromorphic function of $s \in \mathbb{C}$ with values in $\mathrm{H}(\boldsymbol{\Delta})$, with at most poles along the sets $s=\gamma \star z / z$, with $\gamma \in A(m, \mu)-\mathbb{N}$. Moreover, we can choose $N$ big enough so that all polar coefficients of $\mathscr{I}_{\chi, N}^{(k)}(s)$ (for any $k$ ) take values in $\mathrm{H}(\boldsymbol{\Delta})$. We will fix such a $N$ and we forget it in the notation below. We put $\widetilde{h}_{\boldsymbol{\Delta}}=(z+1 / z)^{N} h_{\boldsymbol{\Delta}}$.

By the regularity property (REG), there exists an integer $d$ and a relation

$$
\left(-\coprod_{t} t\right)^{d} \cdot m=\left(\sum_{j=0}^{d-1} a_{j}(t)\left(-\coprod_{t} t\right)^{j}\right) \cdot m
$$

for some sections $a_{j}$ of $\mathscr{O}_{X \times \Delta}$. It follows that, for any $\chi$ as above, we have

$$
(s+k)^{d} \cdot \mathscr{I}_{\chi}^{(k)}(s)=\sum_{j=0}^{d-1}(s+k)^{j} \mathscr{J}_{\chi_{j}}^{(k)}(s)
$$

where the $\chi_{j}$ only depend on the $a_{\ell}$ and $\chi$ : as $h_{\Delta}$ is a priori $\mathscr{R}_{(X, \bar{X}), \Delta}$-linear away from $t=0$ only, this equality only holds for $\operatorname{Re} s \gg 0$; by uniqueness of analytic continuation, it holds for any $s$. Applying the same reasoning for $\mu$ we get

$$
s^{d} \cdot \mathscr{I}_{\chi}^{(k)}(s)=\sum_{j=0}^{d-1} s^{j} \mathscr{J}_{\psi_{j}}^{(k)}(s)
$$

For $n^{\prime}, n^{\prime \prime} \geqslant 1$, we therefore have

$$
(s+k)^{d n^{\prime}} s^{d n^{\prime \prime}} \cdot \mathscr{I}_{\chi}^{(k)}(s)=\sum_{j^{\prime}=0}^{(d-1) n^{\prime}} \sum_{j^{\prime \prime}=0}^{(d-1) n^{\prime \prime}}(s+k)^{j^{\prime}} s^{j^{\prime \prime}} \mathscr{I}_{\chi_{n^{\prime} \cdot n^{\prime \prime} \cdot j^{\prime}, j^{\prime \prime}}^{(k)}}(s)
$$

where the functions $\chi_{n^{\prime}, n^{\prime \prime}, j^{\prime}, j^{\prime \prime}}$ only depend on $\chi, n^{\prime}, n^{\prime \prime}, j^{\prime}, j^{\prime \prime}$ and the $a_{\ell}$. As the current $\widetilde{h}_{\boldsymbol{\Delta}}(m, \bar{\mu})$ has order $p$, there exists a constant $C_{\chi, n^{\prime}, n^{\prime \prime}, j^{\prime}, j^{\prime \prime}}$ such that, if $2 \operatorname{Re} s+$ $|k|>p$, we have

Let $n \geqslant 0$. By summing the various inequalities that we get for $n^{\prime}+n^{\prime \prime} \leqslant n+p$, we get the existence of a constant $C_{\chi, n}$ such that, if $2 \operatorname{Re} s+|k|>p$, we have

$$
(1+|s|+|k|)^{n}\left\|\mathscr{I}_{\chi}^{(k)}(s)\right\|_{\mathrm{H}(\boldsymbol{\Delta})} \leqslant C_{\chi, n} \cdot R^{2 \operatorname{Re} s+|k|}
$$

Let us now extend this for $2 \operatorname{Re} s+|k|>p-q$ for any $q \in \mathbb{N}$. For this purpose, consider now a Bernstein relation

$$
\prod_{\ell=0}^{q} b_{m}\left(-\check{\partial}_{t} t+\ell z\right) \cdot m=t^{q} P\left(t, t \check{\mathrm{\partial}}_{t}\right) \cdot m
$$

and put $\delta=\operatorname{deg} b_{m}$. Fix $\chi$ as above. We therefore have

$$
\prod_{\ell=0}^{q} b_{m n}(z(s+\ell)) \cdot \mathscr{I}_{\chi}^{(k)}(s)=\sum_{j=0}^{q \delta-1}(s+k+q)^{j} \mathscr{I}_{\chi_{q \cdot j}}^{(k+q)}(s)
$$

for some $C^{\infty}$ functions depending on $\chi, q$ and $j$. By the previous reasoning, we get

$$
(1+|s|+|k|+q)^{n}\left\|\prod_{\ell=0}^{q} b_{m}(z(s+\ell)) \cdot \mathscr{I}_{\chi}^{(k)}(s)\right\|_{\mathrm{H}(\boldsymbol{\Delta})} \leqslant C(n, q, \chi) \cdot R^{2 \operatorname{Re} s+|k|+q} .
$$

Applying Theorem 5.A.4, we now find that there exists a finite family $\left(f_{\beta, \ell}\right)_{\beta, \ell}, g$ of $C^{\infty}$ functions $X \rightarrow \mathrm{H}(\boldsymbol{\Delta}), g$ being infinitely flat at $t=0$ and $\beta \in B(m, \mu)$, such that we have on $X^{*}$, for $\chi \equiv 1$ near $t=0$,

$$
\chi(t) \widetilde{h}_{\Delta}(m, \bar{\mu})=\left(\sum_{\beta, \ell} f_{\beta, \ell}(t)|t|^{2(\beta \star z) / z} \frac{\mathrm{~L}(t)^{\ell}}{\ell!}+g(t)\right) .
$$

Remark 5.3.13. - We now give a more explicit statement when $m$ and $\mu$ locally lift sections of $\psi_{t, \alpha} \mathscr{M}$. In such a case, arguing as for (3.6.5)(**), we have for some $\ell \leqslant \ell_{0}$, putting $\beta=-\alpha-1$,

$$
\begin{aligned}
\chi(t) \widetilde{h}_{\Delta}(m, \bar{\mu}) & =\sum_{k=0}^{\ell} \widetilde{c}_{\beta, k}|t|^{2(\beta * z) / z} \frac{\mathrm{~L}(t)^{k}}{k!} \\
& +t \sum_{k=0}^{\ell} \widetilde{f}_{\beta, k}(t)|t|^{2(\beta \star z) / z} \frac{\mathrm{~L}(t)^{k}}{k!}+\sum_{\operatorname{Re} \gamma>\operatorname{Re} \beta} \sum_{k=0}^{\ell_{0}} f_{\gamma, k}(t)|t|^{2(\gamma \star z) / z} \frac{\mathrm{~L}(t)^{k}}{k!} .
\end{aligned}
$$

The integer $\ell+1$ is smaller than or equal to the index of nilpotency of N on $[\mathrm{m}]$ or $[\mu]$. Moreover, each $\widetilde{c}_{\beta, k}$ is divisible by $(z+1 / z)^{N}$, as the polar coefficients of the function $\mathscr{I}_{\chi, 0}^{(0)}(s)$ along $s=\alpha \star z$ take value in $\mathrm{H}(\boldsymbol{\Delta})$ for $\boldsymbol{\Delta}$ small enough (cf. Lemma 3.6.9).

If $m, \mu$ locally lift sections of $\operatorname{Pgr}_{\ell}^{\mathrm{M}} \psi_{t, \alpha} \mathscr{M}$, then, applying $\left(t \mathrm{\partial}_{t}-\beta \star z\right)^{\ell}$ to both terms and noticing that, for $z \in \mathbf{S}$, we have $\operatorname{Re}(\gamma \star z / z)=\operatorname{Re} \gamma$, gives

$$
\begin{equation*}
\chi(t) \widetilde{h}_{\Delta}\left(\left(t \partial_{t}-\beta \star z\right)^{\ell} m, \bar{\mu}\right)=\widetilde{c}_{\beta, w}|t|^{2(\beta \star z) / z}(1+\widetilde{r}(t)) \tag{5.3.13}
\end{equation*}
$$

and $\widetilde{r}(t)$ tends to 0 faster than some positive power of $|t|$.

## 5.3.d. Proof of the twistor properties for ( $\mathscr{M}, \mathscr{M}, C, \mathrm{Id})$

We will show that the properties of Definitions 4.1.2 and 4.2.1 are satisfied for the object $(\mathscr{M}, \mathscr{M}, C$, Id $)$ when one takes specialization along a coordinate $t$. This is enough, according to Remark 4.1.7.

Corollary 5.3.9 shows that $\mathscr{M}$ satisfies Properties (HSD) and (REG) of the category $\mathrm{MT}_{\leqslant 1}^{(\mathrm{r})}(X, 0)$ of Def.4.1.2.

We will now show that, for any $\beta \in B$ and $\ell \in \mathbb{N}$, the sesquilinear form $P \Psi_{t, \ell}^{\beta} C$ defines a polarized twistor structure on $\left(P \Psi_{t, \ell^{\prime}}^{\beta} \cdot \mathscr{M}, P \Psi_{t, \ell^{\prime}}^{\beta} \cdot \mathscr{M}\right)$ with polarization $\mathscr{S}=$ (Id, Id).

By Definition 3.4.3, we can replace $\mathscr{M}$ with $\widetilde{\mathscr{M}}$ and use the basis $\boldsymbol{e}^{o}$ (with its primitive vectors) introduced in Remark 5.3.8(1) to compute $P \Psi_{t, \ell}^{\beta} C$. We will do the computation locally on small compact sets $\boldsymbol{\Delta}$ as in § 5.3.c, so that we can lift the primitive vectors $e_{i}^{o}$ to $e_{i}^{\left(z_{o}\right)}$. If we only use the dominant term in Formula (5.3.3) when computing $P \Psi_{t, \ell}^{\beta} C_{\Delta^{\circ}}\left(e_{i}^{\left(z_{o}\right)}, \overline{e_{j}^{\left(-z_{o}\right)}}\right)$, we recover the computation made in Proposition 5.1.14. Therefore, in order to conclude, we only need to show that the non dominant term in (5.3.3) does not contribute to $P \Psi_{t . \ell}^{\beta} C_{\Delta^{\circ}}\left(e_{i}^{\left(z_{o}\right)}, \overline{e_{j}^{\left(-z_{o}\right)}}\right)$. Here also, the estimate given by (5.3.11), Formula (5.3.3) and Lemma 5.3.2 is not strong enough to eliminate
the non dominant term in the computation of $P \psi_{t, \ell}^{\beta} C_{\Delta^{\circ}}$, and we use Lemma 5.3.12 and Remark 5.3.13.

If $e_{i}^{\left(z_{o}\right)}, e_{j}^{\left(-z_{o}\right)}$ locally lift primitive sections of weight $\ell$, Formulas (5.3.11) and $(5.3 .13)(*)$ for $\widetilde{C}_{\Delta^{\circ}}\left(\left(t \partial_{t}-\beta \star z\right)^{\ell} e_{i}^{\left(z_{o}\right)}, \overline{e_{j}^{\left(-z_{o}\right)}}\right)$ give the same dominant term $\widetilde{c}_{\beta, w}|t|^{2(\beta \star z) / z}$. As $|t|^{-\delta} \widetilde{r}(t) \rightarrow 0$ for some $\delta>0$, the remaining term in (5.3.13)(*) does not contribute to the computation of the residue in Definition 3.6.11. Dividing now by $(z+1 / z)^{N}$ gives the desired result.

### 5.4. Proof of Theorem 5.0.1, second part

5.4.a. Let $(\mathscr{T}, \mathscr{\mathscr { S }})$ be a polarized regular twistor $\mathscr{A}_{X}$-module of weight 0 . We will asssume that it has strict support $X$ and that $. \mathscr{U}^{\prime}=\mathscr{M}^{\prime \prime} \stackrel{\text { def }}{=} \cdot \mathscr{M} . \mathscr{S}=(\mathrm{Id}, \mathrm{Id})$. Its restriction to the complement $X^{*}=X \backslash P$ of a finite set of points is therefore a smooth twistor $x^{x}$-module of weight 0 (Proposition 4.1.8) and corresponds to a harmonic bundle $\left(H, D_{V}, h_{\text {}}\right)$ on $X^{*}$ in such a way that $C=h_{\mathbf{S}}$ (Lemma 2.2.2). Put $M=\Xi_{\mathrm{DRR}}\left(\mathscr{U}^{\prime}\right)$ and $\widetilde{M I}=\mathscr{O}_{X}(* P) \otimes_{X} M_{X}$. By definition we have $M_{X^{*}}=V=$ Ker $D_{V}^{\prime \prime}$. We will show that the Hermitian metric $h$ is tame with respect to $\widetilde{M I}$ and that its parabolic filtration is the canonical filtration of $\widetilde{M}$.

We now work locally near a point of $P$, restricting $X$ when necessary. We will mainly work with $\overline{\mathscr{I}}$ instead of $\mathscr{M}$. Remark first:

Lemma 5.4.1. For any $z_{0} \in \Omega_{0}$ and any $a<0$, the $\mathcal{O}_{X}$-module $V_{a}^{\left(z_{o}\right)} \tilde{\mathscr{M}}^{\text {is locally }}$ free on the open set where it is defined.

Proof. Recall that, for $a<0$, we have $V_{a}^{\left(z_{o}\right)} \widetilde{\mathscr{M}}=V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}$ near any $z_{o} \in \Omega_{0}$ (cf. Lemma 3.4.1).

By the regularity assumption, $V_{a}^{\left(z_{o}\right)} \widetilde{\mathscr{U}}$ is $\mathscr{O}_{\mathscr{X}}$-coherent. Moreover, on $t \neq 0$, it is $\mathscr{O}_{\mathscr{X}}$-locally free, being there equal to $\mathscr{U}$, which is there a smooth twistor $\mathscr{D}$-module. As $t$ is injective on $V_{a}^{\left(z_{0}\right)}$. $\mathscr{I}$ when $a<0\left(c f\right.$. Remark 3.3.6(4)), it follows that $V_{a}^{\left(z_{0}\right)}$. $\mathscr{M}$ has no $\mathscr{O} \mathscr{y}^{2}$-torsion. It is therefore enough to show that $V_{a}^{\left(z_{0}\right)} \cdot \mathscr{U} / t V_{a}^{\left(z_{0}\right)} \cdot \mathscr{U}$ is $\mathscr{O}_{\Omega_{0}}-$ locally free. By Proposition 4.1.3, each $\psi_{t, \alpha} \cdot \mathscr{M}$ is $\mathscr{O}_{\Omega_{1},-l o c a l l y}$ free. As $\operatorname{gr}_{a}^{V^{(=0)}} \cdot \mathscr{U}=$ $\oplus_{\alpha \mid \ell_{z_{0}}(\alpha)=a} \psi_{t, \alpha} \cdot \mathscr{M}$ near $z_{0}$. it follows that $\operatorname{gr}_{a}^{V^{\left(z_{0}\right)}} \cdot \mathscr{M}$, hence $V_{a}^{\left(z_{a}\right)} \cdot \mathscr{M} / t V_{a}^{\left(z_{a}\right)} \cdot \mathscr{M}$. is $\mathscr{O}_{\Omega_{0}}-$ locally free.

The proof will now consist in constructing bases $\boldsymbol{e}$ and $\boldsymbol{\varepsilon}$ as in §5.3. However, it will go in the reverse direction. Indeed, we will first construct local bases $\boldsymbol{e}^{\left(z_{0}\right)}$ of $V_{<0}^{\left(z_{0}\right)}, \widetilde{\mathscr{M}}$ near any $z_{0} \in \mathbf{S}$. We then construct local bases $\varepsilon^{\left(z_{0}\right)}$ using Formula (5.3.3) as a definition. Then we glue together these local bases and we recover an orthonormal basis of the bundle $H$ with respect to the harmonic metric $h$, in such a way that a formula like (5.3.3) still holds.
5.4.b. We will first recover precise formulas for the sesquilinear pairing $C$, as in Lemma 5.3.12, starting from the definition of a regular twistor $\mathscr{D}$-module. Fix $z_{o} \in \mathbf{S}$ and let $\boldsymbol{\Delta}=\Delta_{z_{0}}(\eta)$ be a small closed disc centered at $z_{o}$ on which the $V_{\bullet}^{\left(z_{0}\right)} \cdot \mathscr{M}$ is defined. On $X^{*}, C=h_{\text {S }}$ takes values in $\mathscr{C}_{\mathscr{X}, \mathbf{S}}^{\infty \text {.an }}$. If the radius $\eta$ is small enough, we can assume that $h_{\boldsymbol{\Delta}}$ is a $C^{\infty}$ function $X^{*} \rightarrow \mathrm{H}(\boldsymbol{\Delta})$, that can be written as a power series $\sum_{n} c_{n}(t)\left(z-z_{o}\right)^{n}$, where each $c_{n}(t)$ is a $C^{x}$ function on $X^{*}$.

Lemma 5.4.2. We assume that $m$ lifts a section of $\psi_{t, \alpha_{1}} \mathscr{M}_{\mid \Delta}$ and $\mu$ a section of $\psi_{t, \alpha_{2}} \cdot M_{\mid \sigma(\Delta)}$. Then,
(1) if $\alpha_{1}=\alpha_{2} \stackrel{\text { def }}{=} \alpha$ and $\beta \stackrel{\text { def }}{=}-\alpha-1$, we have, for some $\ell \in \mathbb{N}$ and any $t \in X^{*}$,

$$
\begin{equation*}
h_{\Delta}(m, \bar{\mu})=|t|^{2(\beta \star z) / z} \mathrm{~L}(t)^{\ell}\left(c_{m \cdot \bar{\mu}}+r(t)\right) \tag{5.4.2}
\end{equation*}
$$

with $c_{m, \bar{\mu}} \in \mathrm{H}(\boldsymbol{\Delta}), r(t)$ takes values in $\mathrm{H}(\boldsymbol{\Delta})$ and there exists $\delta>0$ such that $\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}\|r(t)\|_{\mathrm{H}(\boldsymbol{\Delta})}=0$;
(2) if $\alpha_{1} \neq \alpha_{2}$, there exists $\delta>0$ such that, for any $\ell \in \mathbb{Z}$,

$$
\begin{equation*}
\lim _{t \rightarrow 0}|t|^{-\delta}\left\||t|^{-\left(\beta_{1}^{\prime}+i \beta_{1}^{\prime \prime} z\right)}|t|^{-\left(\beta_{2}^{\prime}+i \beta_{2}^{\prime \prime} / z\right)} \mathrm{L}(t)^{-\ell} h_{\Delta}(m, \bar{\mu})\right\|_{\mathrm{H}(\boldsymbol{\Delta})}=0 . \tag{5.4.2}
\end{equation*}
$$

Proof. -- Lemma 5.3.12 and Remark 5.3.13 apply in this situation, as the argument only uses Lemma 3.6.5 and the regularity property (REG). If $\alpha_{1}=\alpha_{2}=\alpha$, we get that, near $t=0$, one has, for some $\ell \geqslant 0$ and some $N \geqslant 0$,

$$
(z+1 / z)^{N} h_{\boldsymbol{\Delta}}(m, \bar{\mu})=|t|^{\beta \star z / z} \mathrm{~L}(t)^{\ell}\left((z+1 / z)^{N} c(m, \bar{\mu})+\widetilde{r}(t)\right),
$$

where $c(m, \bar{\mu})$ is in $\mathrm{H}(\boldsymbol{\Delta})$ and there exists $\delta>0$ such that $\lim _{t \rightarrow 0}\|\widetilde{r}(t)\|_{\mathrm{H}(\boldsymbol{\Delta})}=0$. Therefore, $\widetilde{r}(t)=(z+1 / z)^{N} r(t)$ where $r$ takes values in $\mathrm{H}(\boldsymbol{\Delta})$, and (by the maximum principle) we also have $\lim _{t \rightarrow 0}\|r(t)\|_{H(\boldsymbol{\Delta})}=0$.

If $\alpha_{1} \neq \alpha_{2}$, then the same argument as in Remark 5.3.13 shows that, near $t=0$ and if the radius $\eta>0$ of $\boldsymbol{\Delta}$ is small enough, we have

$$
(z+1 / z)^{N} h_{\boldsymbol{\Delta}}(m, \bar{\mu})=\sum_{\gamma} \sum_{k=0}^{\ell_{1}} \tilde{f}_{\gamma, k}(t)|t|^{2(\gamma \star z) / z} \mathrm{~L}(t)^{k},
$$

where the first sum is taken for $\gamma \in \Lambda$ such that $2 \operatorname{Re} \gamma>\ell_{z_{0}}\left(\beta_{1}\right)+\ell_{-z_{o}}\left(\beta_{2}\right)$, and $\widetilde{f}_{\gamma, k}: X \rightarrow \mathrm{H}(\boldsymbol{\Delta})$ are $C^{\infty}$. This shows that (5.4.2)(**) holds for $(z+1 / z)^{N} h_{\boldsymbol{\Delta}}(m, \bar{\mu})$, and one concludes as above that it holds for $h_{\boldsymbol{\Delta}}(m, \bar{\mu})$.
5.4.c. Construction of local bases $\boldsymbol{e}^{\left(z_{0}\right)}$ of $V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}}$ - By definition, for any $\alpha$ with $\operatorname{Re} \alpha \in\left[-1,0\left[\right.\right.$ and $\ell \in \mathbb{N}$, the triple $\left(\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \cdot \mathscr{M}, \operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{M}, P \Psi_{t, \alpha, \ell} C\right)$ is a twistor structure of weight 0 with polarization (Id, Id) ( $c f$. Remark 3.6.13). Choose therefore a basis $\boldsymbol{e}_{\alpha, \ell, \ell}^{o}$ of $\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{t, \alpha} \mathscr{M}=\operatorname{Pgr}_{\ell}^{\mathrm{M}} \Psi_{t . \alpha} \widetilde{\mathscr{M}}(c f$. Remark 3.4.4(2)) which is orthonormal for $P \Psi_{t, \alpha, \ell} C$, when restricted to $\mathrm{nb}(\mathbf{S})$ : this is possible according to the twistor condition (cf. §2.1). Extend the basis. $\boldsymbol{e}_{\alpha, \ell, \ell}^{o}$ as a basis $\boldsymbol{e}_{\alpha, \ell}^{o}=\left(\boldsymbol{e}_{\alpha, \ell, w}^{o}\right)_{w \in \mathbb{Z}}$ of $\mathrm{gr}^{\mathrm{M}} \psi_{t, \alpha} \widetilde{\mathscr{M}}$ for which the matrix $-\mathrm{Y}_{\alpha}$ of N is as in the basic example of $\S 5.1$.

Fix now $z_{o} \in \Omega_{0}$. Locally near $z_{o}$, lift the family $\boldsymbol{e}_{\alpha, \ell, \ell}^{o}$, defined as above, as a family $\widetilde{\boldsymbol{e}}_{\alpha, \ell, \ell}^{\left(z_{0}\right)}$ of local sections of $V_{\ell_{0}(\alpha) \cdot}^{\left(z_{0}\right)} \widetilde{\mathscr{M}}_{z_{0}}$. Similarly, extend the family $\widetilde{\boldsymbol{e}}_{\alpha, \ell, \ell}^{\left(z_{0}\right)}$ in a family $\widetilde{\boldsymbol{e}}_{\alpha, \ell}^{\left(z_{0}\right)}=\left(\widetilde{\boldsymbol{e}}_{\alpha, \ell, w}^{\left(z_{0}\right)}\right)_{w \in \mathbb{Z}}$ so that, putting $\beta=-\alpha-1$, the lift of $(-\mathrm{N})^{j} \widetilde{e}^{o}$, where $e^{o}$ is any element of $\boldsymbol{e}_{\alpha, \ell, \ell}^{o}$ and $j \leqslant \ell$, is $\left(t \partial_{t}-\beta \star z\right)^{j} \widetilde{e}$.

Last, for any $q \in \mathbb{Z}$, put $\widetilde{\boldsymbol{e}}_{\alpha+q, \ell}^{\left(z_{o}\right)}=t^{-q} \widetilde{\boldsymbol{e}}_{\alpha, \ell}^{\left(z_{o}\right)}$. By choosing $q_{\alpha}$ so that $\ell_{z_{o}}\left(\alpha+q_{\alpha}\right) \in$ [-1, 0 [, we get a basis of $V_{<0}^{\left(z_{o}\right)} \mathscr{M}$ near $z_{0}$ (this $\mathscr{O}_{\mathscr{X}}$-module is known to be $\mathscr{O}_{\mathscr{X}}$-locally free, $c f$. Lemma 5.4.1), as it induces a basis of $V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{\mathscr{M}} / t V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{M}$.

Let $\widetilde{\boldsymbol{e}}^{\prime\left(z_{o}\right)}$ be any other local $\mathscr{O}_{\mathscr{X}}$-basis of $V_{<0}^{\left(z_{o}\right)} \mathscr{M}$ inducing $\boldsymbol{e}^{o}$ on $\oplus_{\alpha} \mathrm{gr}^{\mathrm{M}} \psi_{t, \alpha}^{\left(z_{0}\right)} \widetilde{\mathscr{M}}$ near $z_{0}$. Define the matrix $P$ by the equality $\widetilde{\boldsymbol{e}}^{\prime\left(z_{0}\right)}=\tilde{\boldsymbol{e}}^{\left(z_{o}\right)} \cdot(\operatorname{Id}+P(t, z))$, and recall that the matrix $A(t, z)$ was defined just before Formula (5.3.3). Using the definition of the monodromy filtration and of H and denoting by $\boldsymbol{\Delta}$ a sufficiently small closed disc centered at $z_{0}$, one easily gets:

Lemma 5.4.3. There exists $\delta>0$ such that $\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}\left\|A^{-1} P A\right\|_{\mathrm{H}(\boldsymbol{\Delta})}=0$.
Define then, for $t \neq 0$, the basis $\widetilde{\boldsymbol{\varepsilon}}^{\left(z_{0}\right)}$ by $\widetilde{\boldsymbol{e}}^{\left(z_{0}\right)}=\widetilde{\boldsymbol{\varepsilon}}^{\left(z_{0}\right)} \cdot A(t, z)$. We note that, if $\widetilde{\boldsymbol{\varepsilon}}^{\prime\left(z_{0}\right)}=\widetilde{\boldsymbol{\varepsilon}}^{\left(z_{0}\right)}(\operatorname{Id}+Q(t, z))$ is defined similarly from another basis $\widetilde{\boldsymbol{e}}^{\prime\left(z_{0}\right)}$ then, according to Lemma 5.4.3, we have

$$
\begin{equation*}
\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}\|Q\|_{\mathrm{H}(\boldsymbol{\Delta})}=0 \tag{5.4.4}
\end{equation*}
$$

5.4.d. Orthonormality with respect to $C$. - Fix now $z_{o} \in \mathbf{S}$. Recall then that $\sigma\left(z_{o}\right)=-z_{o}$. Using Lemma 5.4.2, arguing first at the level of primitive vectors as in Remark 5.3.13, one gets:

Lemma 5.4.5. The matrix $C^{\left(z_{o}\right)}$ of $h_{\Delta}$ in the bases $\widetilde{\boldsymbol{\varepsilon}}^{\left( \pm z_{o}\right)}$ takes the form $\mathrm{Id}+R(t, z)$, and there exists $\delta>0$ such that $\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}\|R(t, z)\|_{\mathrm{H}(\boldsymbol{\Delta})}=0$.

In other words, the pair of local bases $\widetilde{\boldsymbol{\varepsilon}}^{\left( \pm z_{o}\right)}$ is asymptotically orthonormal for $h_{\boldsymbol{\Delta}}$, with speed a negative power of $L(t)$. We note that, if $\widetilde{\boldsymbol{\varepsilon}}^{\prime\left( \pm z_{o}\right)}$ is defined similarly from another basis $\widetilde{\boldsymbol{e}}^{\prime\left(z_{0}\right)}$ then, according to Lemma 5.4.3, $\widetilde{\boldsymbol{\varepsilon}}^{\prime\left( \pm z_{0}\right)}$ has the same property (maybe with a different $\delta$ ).

## 5.4.e. Globalization of the asymptotically orthonormal local bases

For any $r \in[0,1]$, let $\mathbf{S}_{r}$ denote the circle of radius $r$ in $\Omega_{0}$. For any such $r$, cover $\mathbf{S}_{r}$ by a finite number of open discs $\Delta_{z_{o}}\left(z_{o} \in \mathbf{S}_{r}\right)$ on the closure of which the previous construction applies. One can assume that the intersection of any three distinct such open discs is empty. On the intersection $\Delta_{i j}$ of two open sets $\Delta_{i}$ and $\Delta_{j}$, the base change $\widetilde{\boldsymbol{\varepsilon}}^{(i)}=\widetilde{\boldsymbol{\varepsilon}}^{(j)} \cdot\left(\operatorname{Id}+Q_{i j}(t, z)\right)$ satisfies $\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}\left\|Q_{i j}(t, z)\right\|_{\mathrm{H}\left(\Delta_{j}\right)}=0$ for some $\delta>0$, according to Lemma 5.4.3 and (5.4.4).

Lemma 5.4.6. There exists $\delta>0$ and $C^{0}$ matrices $R_{i}(t, z)$ on $D^{*} \times \Delta_{i}$, holomorphic with respect to $z$, such that $\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}\left\|R_{i}(t . z)\right\|_{\mathrm{H}\left(\Delta_{j}\right)}=0$ and $\mathrm{Id}+Q_{i j}(t, z)=$ $\left(\operatorname{Id}+R_{j}(t, z)\right)\left(\operatorname{Id}+R_{i}(t, z)\right)^{-1}$ on $X^{*} \times \Delta_{i j}$.

Proof. - We consider the family $\left(\operatorname{Id}+Q_{i j}(t, z)\right)_{i j}$ as a cocycle relative to the covering $\left(\Delta_{i}\right)_{i}$ with values in the Banach Lie subgroup of $\mathrm{GL}_{d}\left(C^{0}\left(X^{*}\right)\right)$ of matrices $U$ such that $U-\mathrm{Id} \in \operatorname{Mat}_{d}\left(C_{\delta}^{0}\left(X^{*}\right)\right)$, where $d$ is the size of the matrices $Q$ (generic rank of $\mathscr{M}$ ) and $C_{\delta}^{0}\left(X^{*}\right)$ is the Banach algebra of continuous functions $\varphi$ on $X^{*}$ such that $\left\|\mathrm{L}(t)^{\delta} \varphi\right\|_{\infty}<+\infty$, with the corresponding norm $\|\cdot\|_{\infty, \delta}$. By changing $\delta$, one can moreover assume that $\left\|Q_{i j}\right\|_{\infty, \delta}<1$ for all $i, j$. Clearly, this cocycle can be deformed continuously to the trivial cocycle. Hence, by standard results (cf. [9]), the Banach bundle defined by this cocycle is topologically trivial. It follows then from a generalization of Grauert's theorem to Banach bundles, due to L. Bungart (cf. [8], see also [38]) that this bundle is holomorphically trivial. The trivialization cocycle takes the form given in the lemma if one chooses a smaller $\delta$.

According to Lemma 5.4 .6 , the basis $\widetilde{\boldsymbol{\varepsilon}}^{(r)}$ defined by $\widetilde{\boldsymbol{\varepsilon}}^{(r)}=\widetilde{\boldsymbol{\varepsilon}}^{(i)} \cdot\left(\operatorname{Id}+R_{i}(t, z)\right)$ is globally defined on some open neighbourhood $\operatorname{nb}\left(\mathbf{S}_{r}\right)$.

Let $\Delta_{0}$ be the closed disc centered at 0 and of radius 1 in $\Omega_{0}$. Cover $\Delta_{0}$ by a finite number of $\operatorname{nb}\left(\mathbf{S}_{r}\right)$ on which the previous construction applies. We assume that the intersection of three distinct open sets is empty. Apply the previous argument to get a basis $\widetilde{\varepsilon}$ globally defined on $\Delta_{0}$ such that, according to Lemma 5.4.5, the matrix $\boldsymbol{C}$ of $h_{\mathbf{S}}$ takes the form $\operatorname{Id}+R(t, z)$ on $X^{*} \times \mathrm{nb}(\mathbf{S})$ with $\lim _{t \rightarrow 0} \mathrm{~L}(t)^{\delta}\|R(t, z)\|_{\infty}=0$.

Lemma 5.4.7. - If $X$ is small enough, there exists a $d \times d$ matrix $S(t, z)$ such that $S(t, z)$ is continuous on $X^{*} \times \operatorname{nb}\left(\Delta_{0}\right)$ and holomorphic with respect to $z$,
$-\lim _{t \rightarrow 0}\|S(t, z)\|_{\mathrm{H}\left(\Delta_{0}\right)}=0$,
$\mathrm{Id}+R(t, z)=\left(\operatorname{Id}+S^{*}(t, z)\right) \cdot(\operatorname{Id}+S(t, z))$.
As usual, we denote by $S^{*}$ the adjoint matrix of $S$ (where conjugation is taken as in §1.5.a).

Define the continuous basis $\varepsilon$ of $\widetilde{\mathscr{M}}_{X * \times \mathrm{nb}\left(\Delta_{1}\right)}$ by $\varepsilon=\widetilde{\varepsilon}^{\prime} \cdot(\operatorname{Id}+\bar{S}(t, z))^{-1}$. In this basis, the matrix of $C$ is equal to Id, after the lemma. This means that $\varepsilon$ is a continuous basis of $H$ and that it is orthonormal for the harmonic metric associated with $(\mathscr{T}, \mathscr{S})$ on $X^{*}$. Moreover, near any $z_{o} \in \mathbf{S}$, the base change between the local basis $\widetilde{\boldsymbol{e}}^{\left(z_{0}\right)}$ and $\varepsilon$ take the form of Formula (5.3.3) (we only get here that the corresponding $Q^{\left(z_{o}\right)}$ tends to 0 with $t$, and not the logarithmic speed of decay). Arguing as in Remark 5.3.8(2), we conclude in particular that, when $z_{o}=1$, the $V$-filtration of $\widetilde{M}$ is equal to the parabolic filtration defined the metric $h$ obtained from $C$, as was to be proved ${ }^{(2)}$.

[^1]Sketch of proof of Lemma 5.4.7. - We regard $\operatorname{Id}+R(t, z)$ as a family, parametrized by $X$, of cocycles of $\mathbb{P}^{1}$ relative to the covering $\left(\mathrm{nb}\left(\Delta_{0}\right), \overline{\mathrm{nb}\left(\Delta_{0}\right)}\right)$. At $t=0$, this cocycle is equal to the identity, hence the corresponding bundle is trivial. By the rigidity of the trivial bundle on $\mathbb{P}^{1}$, this remains true for any $t$ small enough. More precisely, arguing for instance as in [41, Lemme 4.5], there exist unique invertible matrices $\tilde{\Sigma}^{\prime}$ continuous on $X \times \operatorname{nb}\left(\Delta_{0}\right)$ and $\Sigma^{\prime \prime}$ continuous on $X \times \overline{\mathrm{nb}\left(\Delta_{0}\right)}$, both holomorphic with respect to $z$, such that $\Sigma^{\prime \prime}(\cdot, \infty) \equiv \mathrm{Id}$ and $\mathrm{Id}+R(t, z)=\Sigma^{\prime \prime} \cdot \widetilde{\Sigma}^{\prime}$. Set $\Sigma_{0}(t)=\widetilde{\Sigma}^{\prime}(t, 0)$, which is invertible, and $\Sigma^{\prime}=\Sigma_{0}^{-1} \widetilde{\Sigma}^{\prime}$; hence $\Sigma^{\prime}(t, 0) \equiv \mathrm{Id}$ and $\operatorname{Id}+R(t, z)=\Sigma^{\prime \prime} \cdot \Sigma_{0} \cdot \Sigma^{\prime}$. Moreover, these matrices are all equal to Id at $t=0$, by uniqueness.

Recall now that, as we have reduced to $\mathscr{S}=(\mathrm{Id}, \mathrm{Id})$ and the weight equal to 0 , the sesquilinear pairing satisfies $C^{*}=C$, hence $R(t, z)$ satisfies $R^{*}=R$. We thus have $\mathrm{Id}+R(t, z)=\Sigma^{* *} \cdot \Sigma_{0}^{*} \cdot \Sigma^{\prime \prime *}$.

As $\Sigma^{\prime *}(t, \infty) \equiv \mathrm{Id}$, we have, by uniqueness of such a decomposition, $\Sigma^{\prime *}=\Sigma^{\prime \prime}$. Moreover, $\Sigma_{0}^{*}=\Sigma_{0}$ (in the usual sense, as no $z$ is involved).

As $\Sigma_{0 \mid t=0}=\mathrm{Id}$, we can write locally $\Sigma_{0}=T^{*} T$ and put $\mathrm{Id}+S=T \Sigma^{\prime}$.
It remains to explain that $(\mathscr{T}, \mathscr{S})$ is locally isomorphic to $(\mathscr{T}, \mathscr{S})_{h}$ constructed in $\S 5.3$, where $(H, h)$ is defined in $\S 5.4 . \mathrm{a}$, as asserted in the sketch of $\S 5.2 . \mathrm{e}$. What we have done above is to show that, starting from a polarized twistor $\mathscr{D}$-module ( $\mathscr{T}, \mathscr{S}$ ) on a curve $X$, we can recover the properties that have been proved by Simpson and Biquard for $(H, h)$. As we have similar bases $\boldsymbol{e}^{\left(z_{0}\right)}$ on which we can compute the connection and the $h$-norm of which has moderate growth at $t=0$, locally uniformly with respect to $z$, we conclude that the localization $\widetilde{\mathscr{M}}$ of $\mathscr{M}$ is equal to $\widetilde{\mathscr{M}}$ defined by Cor.5.3.1(1). Then, the corresponding minimal extensions. $\mathscr{M}$ are the same. Last, the gluings $C$ coincide away from the singular point $P$, hence they coincide locally near any $z_{o} \in \mathbf{S}$ on $V_{<0}^{\left(z_{o}\right)}$, as they take values in $L_{\text {loc }}^{1}$ there, and therefore they coincide on . $\mathscr{M}$ by $\mathscr{R}_{(X, \bar{X}), \mathrm{S}}$-linearity.

## 5.A. Mellin transform and asymptotic expansions

We will recall here, with few minor modifications, some results of [2]. Fix a finite set $B \subset \mathbb{C}$ such that no two complex numbers in $B$ differ by a nonzero integer. Let $\boldsymbol{\Delta}$ be any compact set in $\Omega_{0} \backslash\{0\}$, which is the closure of its interior. We keep the notation of $\S 0.3$ concerning $\mathrm{H}(\boldsymbol{\Delta})$. We note that the set $K_{B}=\{(\beta \star z) / z \mid \beta \in B$ and $z \in \boldsymbol{\Delta}\}$ is compact.

Definition 5.A.1. - For a $C^{\infty}$ function $f: \mathbb{C}^{*} \rightarrow \mathrm{H}(\boldsymbol{\Delta})$ satisfying
(i) $f \equiv 0$ for $|t| \geqslant R$ (for some $R>0$ ),
(ii) $f$ has moderate growth at $t=0$, i.e., there exists $\sigma_{0} \in \mathbb{R}$ such that

$$
\lim _{t \rightarrow 0}|t|^{2 \sigma_{0}}\|f(t)\|_{\mathrm{H}(\boldsymbol{\Delta})}=0
$$

the Mellin transform with parameters $k^{\prime}, k^{\prime \prime} \in \mathbb{N}$ is

$$
\mathscr{I}_{f}^{\left(k^{\prime}, k^{\prime \prime}\right)}(s)=\int_{\mathbb{C}}|t|^{2 . s} t^{k^{\prime}} \bar{t}^{k^{\prime \prime}} f(t) \frac{i}{2 \pi} d t \wedge d \bar{t}
$$

We note that $\mathscr{I}_{f}^{\left(k^{\prime}, k^{\prime \prime}\right)}(s)$ is holomorphic in the half-plane $2 \operatorname{Re} s+k^{\prime}+k^{\prime \prime}>\sigma_{0}-2$. It is clearly enough, up to a translation of $s$ by an integer, to consider the functions $\mathscr{I}_{f}^{(k, 0)}(s)$ and $\mathscr{I}_{f}^{(0, k)}(s)$ for $k \in \mathbb{N}$. For the sake of simplicity, we will denote, for any $k \in \mathbb{Z}$,

$$
\mathscr{I}_{f}^{(k)}(s)= \begin{cases}\mathscr{I}_{f}^{(k, 0)}(s) & \text { if } k \geqslant 0, \\ \mathscr{I}_{f}^{(0,|k|)}(s) & \text { if } k \leqslant 0 .\end{cases}
$$

Definition 5.A.2. - Let $B$ be as above and $R \in \mathbb{R}_{+}$.
(1) Recall (cf. §0.8) that we put $\mathrm{L}(t)=\mathrm{L}(t)=\left.|\log | t\right|^{2} \mid$. A $C^{\infty}$ function $f: \mathbb{C}^{*} \rightarrow$ $\mathrm{H}(\boldsymbol{\Delta})$ has Nilsson type $B$ at $t=0$ if there exist $L \in \mathbb{N}$ and, for any $\beta \in B$ and $\ell \in[0, L] \cap \mathbb{N}, C^{\infty}$ functions $f_{\beta, \ell}: \mathbb{C} \rightarrow \mathrm{H}(\boldsymbol{\Delta})$ such that $f$ can be written on $\mathbb{C}^{*}$ as

$$
f(t)=\sum_{\beta \in B} \sum_{\ell=0}^{L} f_{\beta, \ell}(t)|t|^{2(\beta \star z) / z} \mathrm{~L}(t)^{\ell}
$$

(2) Let $\mathscr{I}=\left(\mathscr{I}^{(k)}(s)\right)_{k \in \mathbb{Z}}$ be a family of meromorphic functions of $s \in \mathbb{C}$ with values in $\mathrm{H}(\boldsymbol{\Delta})$, i.e., of the form $\varphi(s) / \psi(s)$ with $\varphi, \psi: \mathbb{C} \rightarrow \mathrm{H}(\boldsymbol{\Delta})$ holomorphic and $\psi \not \equiv 0$. We say that $\mathscr{I}$ has type $(B, R)$ if there exist
a polynomial $b(s)$ equal to a finite product of terms $s+n+(\beta \star z) / z$ with $n \in \mathbb{N}$ and $\beta \in B$,
for any $N \in \mathbb{N}$, any $\sigma \in \mathbb{R}^{+}$, a constant $C(N, \sigma, R)$,
such that, for any $k \in \mathbb{Z}, \mathscr{I}^{(k)}$ satisfies on the half plane Re $s>-\sigma-1-|k| / 2$

$$
(1+|k|+|s|)^{N}\left\|\left(\prod_{\nu \in[0, \sigma] \cap \mathbb{N}} b(s+|k|+\nu)\right) \mathscr{I}^{(k)}(s)\right\|_{\mathrm{H}(\boldsymbol{\Delta})} \leqslant C(N, \sigma, R) R^{2 \operatorname{Re} s+|k|} .
$$

Remarks 5.A.3.-- Let $\mathscr{I}$ be a family having type $(B, R)$.
(1) We note that, $K_{B}$ being compact, there exists $\sigma_{0}$ such that $\mathscr{I}^{(k)}(s)$ is holomorphic in the half plane Res> $\sigma_{0}-|k| / 2$ for any $k \in \mathbb{Z}$; in particular, given a half plane Res $s \sigma$, there exist only a finite number of $k \in \mathbb{Z}$ for which $\mathscr{I}^{(k)}$ has a pole on this half plane; moreover, the possible poles of $\mathscr{I}^{(k)}(s)$ are $s=-|k|-n-(\beta \star z) / z$ for some $n \in \mathbb{N}$ and $\beta \in B$, and the order of the poles is bounded by some integer $L$.
(2) If $\mathscr{I}$ has type $(B, R)$ with some polynomial $b$, it also has type $(B, R)$ with any polynomial of the same kind that $b$ divides. This can be used to show that the sum of two families having type $(B, R)$ still has type $(B, R)$.
(3) The polar coefficients of $\mathscr{I}^{(k)}$ at its poles can, as functions of $z$, have poles for some purely imaginary values of $z$. However, there exists a polynomial $\lambda(z)$ with poles at $i \mathbb{R}$ at most, such that all possible polar coefficients of $\lambda \cdot \mathscr{I}^{(k)}$, for any $k \in \mathbb{Z}$, are in $\mathrm{H}(\boldsymbol{\Delta})$.

Theorem 5.A.4 ([1, 2]). -- The Mellin transform $f \mapsto\left(\mathscr{I}_{f}^{(k)}(s)\right)_{k \in \mathbb{Z}}$ gives a one-to-one correspondence between $C^{\infty}$ functions $f: \mathbb{C}^{*} \rightarrow \mathrm{H}(\boldsymbol{\Delta})$ of Nilsson type $B$ at $t=0$ and having support in $|t| \leqslant R$, and families of meromorphic functions $\left(\mathscr{I}^{(k)}(s)\right)_{k \in \mathbb{Z}}: \mathbb{C} \rightarrow$ $\mathrm{H}(\boldsymbol{\Delta})$ of type $(B, R)$ having polar coefficients in $\mathrm{H}(\boldsymbol{\Delta})$.

Proof. -- We will only indicate the few modifications to be made to the proof given in loc. cit. Given a family $\left(\mathscr{I}^{(k)}(s)\right)_{k \in \mathbb{Z}}$ of type $(B, R)$, each $\mathscr{I}^{(k)}(s)$ being holomorphic in a half plane Res> $\sigma_{0}-|k| / 2$, there exists a $C^{\infty}$ function $f: \mathbb{C}^{*} \rightarrow \mathrm{H}(\boldsymbol{\Delta})$ which has moderate growth at $t=0$ and vanishes for $|t| \geqslant R$, such that $\mathscr{I}^{(k)}(s)=\mathscr{J}_{f}^{(k)}(s)$ for all $k \in \mathbb{Z}$ and $\operatorname{Re} s>\sigma_{0}$. As the polar coefficients are in $\mathrm{H}(\boldsymbol{\Delta})$, one can construct as in loc. cit., using Borel's lemma, a function $g(t)=\sum_{\beta, \ell} g_{\beta, \ell}(t)|t|^{2(\beta \star z) / z} \mathrm{~L}(t)^{\ell}$, the functions $g_{\beta, \ell}: \mathbb{C} \rightarrow \mathrm{H}(\boldsymbol{\Delta})$ being $C^{\infty}$, such that the family $\left(\mathscr{J}_{f-g}^{(k)}(s)\right)_{k \in \mathbb{Z}}$ has type $(B, R)$ and all functions $\mathscr{I}_{f-g}^{(k)}(s)$ are entire.

Fix $z_{o} \in \boldsymbol{\Delta}$ and choose an increasing sequence $\left(\sigma_{i}\right)_{i \in \mathbb{N}}$ with $\lim _{i} \sigma_{i}=+\infty$, such that no line $\operatorname{Re} s=\sigma_{i}$ contains a complex number of the form $n-\left(\beta \star z_{o}\right) / z_{o}$, for $n \in \mathbb{Z}$ and $\beta \in B$. Thus, there is a neighbourhood $V\left(z_{o}\right) \subset \boldsymbol{\Delta}$ such that the distance between the lines $\operatorname{Re} s=\sigma_{i}$ and the set $\left\{n-(\beta \star z) / z \mid n \in \mathbb{Z}, \beta \in B, z \in V\left(z_{o}\right)\right\}$ is bounded from below by a positive constant. Let $H_{i, k}$ be the half plane Res>- $\sigma_{i}-1-|k| / 2$ and let $D$ be the union of small discs centered at these points $n-\left(\beta \star z_{o}\right) / z_{o}$ (small enough so that they do not cut the lines $\left.\operatorname{Re} s=\sigma_{i}\right)$. On $H_{i, k} \backslash D,\left|\prod_{\nu \in\left[0, \sigma_{i}\right] \cap \mathbb{N}} b(s+|k|+\nu)\right|$ is bounded from below, so we have an estimation on this open set:

$$
(1+|k|+|s|)^{N}\left\|\mathscr{J}_{f-g}^{(k)}(s)\right\|_{\mathrm{H}\left(V\left(z_{s}\right)\right)} \leqslant C^{\prime}\left(N, \sigma_{i}, R\right) R^{2 \operatorname{Re} s+|k|}
$$

By the maximum principle, $\mathscr{I}_{f-g}^{(k)}(s)$ being entire, this estimation holds on $H_{i, k}$. This implies that $\|f-g\|_{\mathrm{H}\left(V\left(z_{o}\right)\right)}=O\left(|t|^{\sigma_{i}}\right)$ for any $i$. By compactness of $\boldsymbol{\Delta}$, we have $\|f-g\|_{\mathrm{H}(\boldsymbol{\Delta})}=O\left(|t|^{\sigma}\right)$ for any $\sigma>0$, so $f-g$ is $C^{\infty}$ and infinitely flat at $t=0$. We can therefore change some $g_{\beta, \ell}$ to get the decomposition of $f$.

Remark 5.A.5. -- It is not difficult to relate the order of the poles of $\mathscr{\mathscr { I }}_{f}^{(k)}(s)$ with the integer $L$ in Definition 5.A.2(1). In particular, if $\mathscr{I}_{f}^{(k)}(s) / \Gamma(s+|k|+1)$ has no pole for any $k$, then one can choose $L=0$ and $B=\{0\}$ in 5.A.2(1).

## 5.B. Some results of O. Biquard

The results in this section are direct consequences of [4], although the lemma in §5.B.a is not explicitly stated there. They were explained to me by O. Biquard, whom I thank.
5.B.a. Better estimate of some perturbation terms. - We indicate here how to obtain a posteriori better estimates for the perturbation terms $P^{\prime}, P^{\prime \prime}$ of Theorem 5.2.5, that is, Property (iii) used in the proof of Lemma 5.3.2.

One starts with the holomorphic bundle $E$ on the disc $X$ equipped with the harmonic metric $h$ and the holomorphic Higgs field $\theta_{E}^{\prime}$. The Higgs field takes the form $\theta_{E}^{\prime \text { std }}+R(t) d t / t$, where $\theta_{E}^{\prime \text { std }}$ is the Higgs field for the standard metric $h^{\text {std }}$ as in the basic example of $\S 5.1$. Recall that the $i \beta^{\prime \prime} / 2$ are the eigenvalues of $\theta_{E}^{\prime \text { std }}$. It is proved in [4] that the perturbation $R(t)$ satisfies $R(0)=0$ (this argument was used in the proof of the assertion after (5.3.7)). Moreover, the metric $h$ can be written as the product $h=h^{\mathrm{std}}(\operatorname{Id}+v)$ where $v$ is a section of the Hölder space $C_{\delta}^{2+\vartheta}$ for any $\vartheta \in[0,1[(c f .[\mathbf{4}$, p.77]). Using an argument similar to that of [62. Th. 1 (Main estimate)], one gets:

Lemma (O. Biquard). If $\beta_{i}^{\prime \prime} \neq \beta_{j}^{\prime \prime}$, then the component $v_{\beta_{i, \beta_{j}}}$ of $v$ and its logarithmic derivatives with respect to $t$ are $O\left(|t|^{\eta}\right)$ for some $\eta>0$.
(An analogous statement also holds for general parabolic weights.)
To prove Property (iii), one argues then as follows. First, the operators $D_{E}^{\prime \prime}$ and $D_{E^{\text {std }}}^{\prime \prime}$ coincide, as the holomorphic bundles $E$ and $E^{\text {std }}$ coincide. Let us denote by $\varepsilon^{\text {std }}$ an $h^{\text {std }}$-orthonormal basis of $E$ and by $\varepsilon$ an $h$-orthonormal basis obtained from $\varepsilon^{\text {std }}$ by the Gram-Schmidt process. Then the base change $\mathcal{P}$ from $\varepsilon^{\text {std }}$ to $\varepsilon$ satisfies $\left|\mathcal{P}_{\beta_{i}, \beta_{j}}\right|=O\left(|t|^{\eta}\right)$ for some $\eta>0$, if $\beta_{i}^{\prime \prime} \neq \beta_{j}^{\prime \prime}$. after the lemma. It follows that, in the basis $\varepsilon$, the matrix of $D_{E}^{\prime \prime}$ is obtained from the standard matrix by adding a perturbation term satisfying (i) (iii) of the proof of Lemma 5.3.2. By adjunction, the same property holds for $D_{E}^{\prime}$.

Consider now the Higgs field. As $R(t)$ is holomorphic and $R(0)=0$, we see, arguing as in the proof of the assertion after (5.3.7) but in the reverse direction, that the matrix of $\theta_{E}^{\prime}$ in the basis $\varepsilon^{\text {std }}$ differs from that of $\theta_{E}^{\prime \text { std }}$ by a perturbation term which is $O\left(|t|^{\varepsilon}\right)$ for some $\varepsilon>0$. Then, according to the lemma, in the basis $\varepsilon$ the matrix of $\theta_{E}^{\prime}$ differs from the standard one (5.1.7) by a perturbation term satisfying (i)-(iii). By adjunction, the same property holds for $\theta_{E}^{\prime \prime}$.
5.B.b. Elliptic regularity. - We give details on the argument of elliptic regularity used at the end of the proof of Lemma 5.3.2. Recall that $D_{R}$ denotes the disc of radius $R<1$ equipped with the Poincaré metric. We will now use the supplementary property that $P=P^{\prime}, P^{\prime \prime}$ satisfies, according to [4]:
(iv) $P$ belongs to the Hölder space $C_{1+\delta}^{\vartheta}$ for any $\vartheta \in\left[0,1\left[\right.\right.$, that is, $\mathrm{L}(t)^{1+\delta} P$ belongs to the Hölder space $C^{\vartheta}\left(D_{R}^{*}\right)$, where the distance is taken with respect to the Poincaré metric.
(In fact, this is also true for the first derivatives of $P$, and we can replace $1+\delta$ with $2+\delta$ for the components $P_{\beta_{i}, \beta_{j}}$ with $\beta_{i} \neq \beta_{j}$, but we will not use these properties.)

For each component $u^{(\gamma(z), \ell)}$ of the matrix $u$ obtained in the first part of Lemma 5.3.2, we have

$$
\begin{equation*}
d^{\prime \prime} u^{(\gamma(z), \ell)}+\gamma(z) u^{(\gamma(z), \ell)} \frac{d \bar{t}}{\bar{t}}+\frac{\ell}{2} u^{(\gamma(z), \ell)} \frac{d \bar{t}}{\mathrm{~L}(t) \bar{t}} \in C_{\delta}^{\vartheta}\left(D_{R}, \mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)\right), \tag{5.B.1}
\end{equation*}
$$

after (iv) and Formula (5.3.2)(*), taking into account that the norm of $d \bar{t} / \bar{t}$ is $\mathrm{L}(t)$. Morcover, we know that $u^{(\gamma(z), \ell)} \in L_{\delta}^{\infty}\left(D_{R}, \mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)\right)$ and that, if $\gamma(z) \not \equiv 0$, that $u^{(\gamma(z), \ell)} \in L_{1+\delta}^{\infty}\left(D_{R}, \mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)\right)$.

The idea in loc. cit. is to apply regularity properties of an elliptic differential operator locally in the upper half-plane with the hyperbolic metric and to use the homogeneity property of this operator with respect to the isometries of the hyperbolic plane to extend the corresponding inequalities to a fundamental domain covering the punctured disc $D_{R}^{*}$ (recall that we assume that $R<1$ ).

For $t \in D_{R}^{*}$, we put $t=e^{-\tau}$ with $\tau=s-i \theta$ and $s=\mathrm{L}(t)$. The metric on the half-plane $\mathbb{H}=\{s>0\}$ is $\left(d s^{2}+d \theta^{2}\right) / s^{2}$. The covering $\mathbb{H} \rightarrow D_{1}^{*}$ is denoted by $q$. On a fixed hyperbolic ball $B_{a_{o}}\left(A_{o}\right) \subset \mathbb{H}$ of radius $a_{o} \leqslant 1$ and center $\left(e^{A_{o}}, 0\right)$ with $A_{o} \in \mathbb{R}$, we have, by a standard property of the Cauchy kernel for (*) and by elliptic regularity of the operator $d^{\prime \prime}+\gamma(z) d \bar{\tau}$ for $(* *)$ (see e.g., [69, Chap. XI]), two inequalities for any $\vartheta \in] 0,1[$,

$$
\begin{equation*}
\|v\|_{C^{v}\left(B_{a_{o} / 2}\left(A_{o}\right)\right)} \leqslant C_{0}(\vartheta)\left(\left\|\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)(v)\right\|_{L^{\infty}\left(B_{a_{o}}\left(A_{o}\right)\right)}+\|v\|_{L^{\infty}\left(B_{a_{o}}\left(A_{o}\right)\right)}\right) \tag{*}
\end{equation*}
$$

and
$(* *) \quad\left\|d^{\prime} v\right\|_{C^{\theta}\left(B_{a_{o} / 4}\left(A_{\circ}\right)\right)}$

$$
\leqslant C_{1}(\vartheta)\left(\left\|\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)(v)\right\|_{C^{v}\left(B_{a_{o} / 2}\left(A_{o}\right)\right)}+\|v\|_{C^{\vartheta}\left(B_{a_{o} / 2}\left(A_{o}\right)\right)}\right)
$$

Here, we use that $s=L(t)$ and $s^{-1}$ are bounded on the fixed balls, so that $\|\cdot\|_{C^{\vartheta}\left(B_{a_{o}}\left(A_{o}\right)\right)}$ computed in the hyperbolic metric is comparable with the same expression computed with the Euclidean metric, where the usual elliptic inequalities apply.

If $\varphi: \mathbb{H} \rightarrow \mathbb{H}$ is a hyperbolic holomorphic isometry, we have $\varphi^{*}\left(d^{\prime \prime} v+\gamma(z) v d \bar{\tau}\right)=$ $\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)(v \circ \varphi)$. If we choose such an isometry sending the point $\left(e^{A_{o}}, 0\right)$ to $\left(e^{A}, 0\right)$, we obtain that the inequalities $(*)$ and $(* *)$ also apply on the balls of radii $a_{o} / 4, a_{o} / 2, a_{o}$ centered at $\left(e^{A}, 0\right)$, with the same constants $C_{0}(\vartheta)$ and $C_{1}(\vartheta)$.

Moreover, given $\delta>0$, there exist constants $c_{1}=c_{1}\left(\vartheta, a_{o}\right)$ and $c_{2}=c_{2}\left(\vartheta, a_{o}\right)$ such that, for any $A \in \mathbb{R}$, we have

$$
c_{1} e^{\delta A}\|\cdot\|_{C^{\vartheta}\left(B_{u_{0}}(A)\right)} \leqslant\|\cdot\|_{C_{\delta}^{\vartheta}\left(B_{u_{0},}(A)\right)} \leqslant c_{2} e^{\delta A}\|\cdot\|_{C^{\vartheta}\left(B_{u_{o}}(A)\right)}
$$

(see [4, p. 54]).
Choose now a sequence $A_{n}$ and $R^{\prime}, R^{\prime \prime}>0$ such that

$$
D_{R^{\prime \prime}}^{*} \subset q\left(\bigcup_{n} B_{a_{o} / 4}\left(A_{n}\right)\right) \subset D_{R^{\prime}}^{*} \subset q\left(\bigcup_{n} B_{a_{n}}\left(A_{n}\right)\right) \subset D_{R}^{*}
$$

For a function $u$ on $D_{R}^{*}$ with values in $\mathrm{H}\left(\Delta_{z_{o}}(\eta)\right)$, we have

$$
\begin{aligned}
\|u\|_{C_{\delta}^{\vartheta}\left(D_{R^{\prime}}^{*}\right)} \leqslant & c_{2}\left(\vartheta, a_{o} / 2\right) \sup _{n} e^{\delta A_{n}}\|u \circ q\|_{C^{\prime \prime}\left(B_{a_{o} / 2}\left(A_{n}\right)\right.} \\
\leqslant & \leqslant C_{0}(\vartheta) c_{2}\left(\vartheta, a_{o} / 2\right) \sup _{n} e^{\delta A_{n}}\left(\left\|\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)(u \circ q)\right\|_{L^{\infty}\left(B_{a_{o}}\left(A_{n}\right)\right)}\right. \\
& \left.+\|u \circ q\|_{L^{\infty}\left(B_{a_{o}}\left(A_{n}\right)\right)}\right) \\
\leqslant & C_{0}^{\prime}\left(\left\|\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)(u)\right\|_{L_{\delta}^{\chi}\left(D_{R}^{*}\right)}+\|u\|_{L_{\delta}^{\chi}\left(D_{R}^{*}\right)}\right),
\end{aligned}
$$

with $C_{0}^{\prime}=c_{1}\left(\vartheta, a_{o}\right) c_{2}\left(\vartheta, a_{o} / 2\right) C_{0}(\vartheta)$. Similarly,

$$
\left\|d^{\prime} u\right\|_{C_{\delta}^{v}\left(D_{R^{\prime \prime}}^{*}\right)} \leqslant C_{1}^{\prime}\left(\left\|\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)(u)\right\|_{C_{\delta}^{*}\left(D_{R^{\prime}}^{*}\right)}+\|u\|_{C_{\delta}^{v}\left(D_{R^{\prime}}^{*}\right)}\right) .
$$

Coming back to $u^{(\gamma, \ell)}$, we have $\left\|u^{(\gamma, \ell)}\right\|_{L_{\phi}^{\times\left(D_{R}^{*}\right)}}<+\infty$ by construction and thus $\left\|\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)\left(u^{(\gamma, \ell)}\right)\right\|_{L_{\delta}^{\chi}\left(D_{R}^{*}\right)}<+\infty$ after the $L_{\delta}^{\chi}$ version of (5.B.1) (recall that $\|d \bar{t} / \mathrm{L}(t) \bar{t}\|=1)$. The first inequality above gives $\left\|u^{(\gamma, \ell)}\right\|_{C_{\delta}^{\prime \prime}\left(D_{R^{\prime}}^{*}\right)}<+\infty$ for any $\vartheta \in] 0,1\left[\right.$. Now, (5.B.1) implies that $\left\|\left(d^{\prime \prime}+\gamma(z) d \bar{\tau}\right)\left(u^{(\gamma, \ell)}\right)\right\|_{C_{\delta}^{\prime \prime}\left(D_{R^{\prime}}^{*}\right)}<+\infty$ and the second inequality above gives then $\left\|d^{\prime} u^{(\gamma, \ell)}\right\|_{C_{o}^{\prime \prime}\left(D_{R^{\prime \prime}}^{*}\right)}<+\infty$, so that, in particular, $\left\|d^{\prime} u^{(\gamma, \ell)}\right\|_{L_{\delta}^{\times}\left(D_{R^{\prime \prime}}^{*}\right)}<+\infty$, which is the desired statement.

## CHAPTER 6

## THE DECOMPOSITION THEOREM FOR POLARIZABLE REGULAR TWISTOR $\mathscr{D}$-MODULES

### 6.1. Statement of the main results and proof of the Main Theorems

Theorem 6.1.1. -- Let $f: X \rightarrow Y$ be a projective morphism between complex analytic manifolds and let $(\mathscr{T}, \mathscr{S})$ be an object of $\mathrm{MT}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$. Let $c$ be the first Chern class of a relatively ample line bundle on $X$ and let $\mathscr{L}_{c}$ be the corresponding Lefschetz operator. Then $\left(\oplus_{i} f_{\dagger}^{i} \mathscr{T}, \mathscr{L}_{c}, \oplus_{i} f_{\dagger}^{i} \mathscr{S}\right)$ is an object of $\operatorname{MLT}^{(\mathrm{r})}(Y, w ; 1)^{(\mathrm{p})}$.

Remark 6.1.2. - At the moment, Theorem 6.1.1 is proved for regular twistor $\mathscr{D}$-modules only. Regularity is used in the proof of the case when $\operatorname{dim} X=1$ and $f$ is the constant map (case denoted by $(6.1 .1)_{(1,0)}$ in $\S 6.2$ below). The reduction to this case, done in $\S \S 6.3$ and 6.4 , does not use the regularity assumption. It seems reasonable to expect that the techniques of $[\mathbf{5 3}]$ and $[\mathbf{5}]$ can be extended to obtain $(6.1 .1)_{(1,0)}$, hence Theorem 6.1.1, in the non regular case as well.

Theorem 6.1.3.- Let $X$ be a complex manifold and let $(\mathscr{T}, \mathscr{S})$ be a smooth polarized twistor structure of weight $w$ on $X$, in the sense of $\S 2.2$.a. Then $(\mathscr{T}, \mathscr{S})$ is an object of $\operatorname{MrT}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$.

Proof of Main Theorem 1 (see Introduction). - Let $X$ be a smooth complex projective variety and let $\mathscr{F}$ be an irreducible local system on $X$. Let $M=\mathscr{O}_{X} \otimes_{\mathbb{C}} \mathscr{F}$ be the corresponding $\mathscr{D}_{X}$-module. It follows from the theorem of K. Corlette and C. Simpson (cf. Lemma 2.2.2) that $M$ underlics a smooth polarized twistor structure of weight 0 and, from Theorem 6.1.3, that $M=\Xi_{\mathrm{Dr}} \cdot \mathscr{U}^{\prime \prime}$ where $\mathscr{U}^{\prime \prime}$ is the second term of an object $(\mathscr{T}, \mathscr{S})$ of $\mathrm{MT}^{(\mathrm{r})}(X, 0)^{(\mathrm{p})}$.

Let $U$ be an open set of $X$ and let $f: U \rightarrow Y$ be a proper morphism to a complex analytic manifold $Y$. Then $f$ is projective. Any ample line bundle on $X$ will be relatively ample with respect to $f$. From Theorem 6.1.1, we conclude that $\left(\oplus_{i} f_{\dagger}^{i} \mathscr{T}_{U}, \mathscr{L}_{c}, \oplus_{i} f_{\dagger}^{i} \mathscr{S}_{U}\right)$ is an object of $\operatorname{MLT}^{(r)}(Y, 0,1)^{(\mathrm{p})}$. In particular, each $f_{\dagger}^{i} \mathscr{T}_{U U}$ is strictly S-decomposable. By [15], we also know that $f_{\dagger} \mathscr{T}_{U} \simeq \oplus_{i} f_{\dagger}^{i} \mathscr{T}_{U}$.

By restricting to $z=1$, we get (1) and (2) in Main Theorem 1. We also get (3), according to Proposition 4.1.19.

Assume now that $U=X$ and $Y$ is projective. By the Lefschetz decomposition, we can apply Theorem 4.2.12 to conclude that $f_{\dagger}^{i} M$ is semisimple as a regular holonomic $\mathscr{T}_{Y}$-module.

Proof of Main Theorem 2 (see Introduction). The argument is similar. Starting with an irreducible local system $\mathscr{F}$ on $X$, we can assume that it underlies a object of $\mathrm{MT}^{(\mathrm{r})}(X, 0)^{(\mathrm{p})}$. So does $\mathrm{gr}_{\ell}^{\mathrm{M}} \psi_{f, \alpha} \mathscr{F}$ by Proposition 4.1.19, and we can apply Theorem 4.2.12 to get semisimplicity, hence Theorem 2.

The remaining part of the chapter is devoted to the proof of Theorems 6.1.1 and 6.1.3. We closely follow $[\mathbf{5 6}, \S 5.3]$. The proof of Theorem 6.1 .1 is by induction on the pair

$$
(\operatorname{dim} \operatorname{Supp}, \mathscr{T}, \operatorname{dim} \operatorname{Supp} f(\mathscr{T})) .
$$

As $(6.1 .1)_{(0,0)}$ is clear, it will be enough to prove
$(6.1 .1)_{(1.0)}$ when Supp $\mathscr{T}$ is smooth (Section 6.2),
$-(6.1 .1)_{(n, m)} \Rightarrow(6.1 .1)_{(n+1 . m+1)}$ (Section 6.3).
$-(6.1 .1)_{(\leqslant(n-1), 0)}$ and $\left((6.1 .1)_{(1,0)}\right.$ with Supp $\cdot \mathscr{T}$ smooth $) \Rightarrow(6.1 .1)_{(n, 0)}$ for $n \geqslant 1$ (Section 6.4).

### 6.2. Proof of $(6.1 .1)_{(1,0)}$ when Supp, $\mathscr{T}$ is smooth

Let $X$ be a compact Riemann surface and let $f: X \rightarrow \mathrm{pt}$ be the constant map. We will argue as in $[\mathbf{7 2}]$. Let $(. \mathscr{T}, \mathscr{S})=(\mathscr{M}, . \mathscr{M} . C$. Id $)$ be a polarized twistor left $\mathscr{D}_{X}$ module of weight 0 on $X$ (cf. Remark 1.6.8). For the proof of $(6.1 .1)_{(1,0)}$, it will be enough to assume that it has strict support $X$. Let us denote by $\widetilde{\mathscr{M}}$ the localization of $\mathscr{M}$ with respect to the singular set $P$. As $(\mathscr{T} . . \mathscr{Y})_{X^{*}}$ is a smooth twistor structure, it corresponds to a flat bundle with harmonic metric $h$, and we have a metric $\pi^{*} h$ on $\widetilde{\mathbb{M}}_{\mathscr{X}}{ }^{*}(c f . \S 5.3 . \mathrm{a})$.

Fix a complete metric on $X^{*}$ which is equivalent to the Poincaré metric near each puncture $x_{o} \in P$, with volume form vol. Extend it as a metric on the bundle $\Theta_{\mathscr{X}^{*}}$, and therefore on $\mathscr{E} \mathscr{X}$ * , so that $\|d t / z\|=\|d \bar{t}\|=|t| \mathrm{L}(t)$. On the other hand, put on $\mathscr{X}^{*}$ the product metric (Poincaré on $X^{*}$, Euclidean on $\Omega_{0}$ ) to compute the volume form Vol. Recall that, in a local coordinate $t$ near a puncture, we have

$$
\begin{equation*}
|t|^{a} \mathrm{~L}(t)^{w / 2} \in L^{2}(\operatorname{vol}) \Longleftrightarrow a>0 \text { or } a=0 \text { and } w \leqslant 0 \tag{6.2.1}
\end{equation*}
$$

Put $M_{z_{0}}=\mathscr{M} /\left(z-z_{0}\right) \cdot \mathscr{M}$.
6.2.a. The holomorphic $L^{2}$ de Rham complex. - Let us denote by $\widetilde{\mathscr{M}}_{(2)} \subset$ $\widetilde{\mathscr{M}}$ the submodule consisting of local sections which are locally $L^{2}$ with respect to $\pi^{*} h$. Formula (5.3.6), together with (6.2.1), shows that (by switching from $\beta$ to $\alpha$ ) a local section $m=\sum_{j} m_{j} t^{n_{j}} e_{j}^{\left(z_{0}\right)}$ of $\widetilde{\mathscr{M}}$ is in $\widetilde{\mathscr{M}}_{(2), z_{0}}$, if and only if, for any $j$, either $\ell_{z_{o}}\left(n_{j}+\beta_{j}\right)>0$ (and therefore $\ell_{z}\left(n_{j}+\beta_{j}\right)>0$ for any $z$ near $z_{o}$ ) or $n_{j}+\beta_{j}=-1$
(that is, $t_{z}\left(n_{j}+\beta_{j}\right)=-1$ for any $\approx$ near $z_{0}$ ) and $u_{j} \leqslant 0$. According to Remark $5.3 .8(1)$. this is equivalent to saying that $m$ is a local section of $V_{-1}^{\left(z_{n}\right)}$. $\mathbb{I}$. the class
 filtration of $N$. In particular, we have a natural inclusion $\tilde{\mathbb{M}}_{(2)} \subset \mathbb{U}$. globally defined with respect to $z$.

Similarly, the sheaf $\left(\Omega^{1}, \Omega_{x}, \widetilde{\mathbb{Z}}\right)_{(2)}$ of $L^{2}$ local sections of $\Omega^{1}, \sigma_{x}, \mathbb{I}$ consists. near $z_{0}$. of local sections $(d / t i) \propto m$. where $m$ is a local section of $V_{-1}^{\left(z_{n}\right)}$, $\mathbb{I}$ the class of which in $\mathrm{gr}_{-1}^{\left.1^{-120}\right)} \cdot \widetilde{\mathbb{I}}$ is contained in $\mathrm{M}_{-24} 4_{t,-1}, \mathbb{I}$. We also have a natural inchusion $\left(\Omega^{1}, \mathbb{Z}_{0} \times \mathbb{I}\right)_{(2)} \subset \Omega^{1}, \Sigma_{0}$. II as follows from the following lemma:
Lemma 6.2.2. Let II be a local section of $V_{-1}^{(=1)}$. $\mathbb{I}$. the class of which in $\mathrm{gr}_{-1}^{\mathrm{I}^{(20)}}$. $\mathbb{I}$ is contained in $\mathrm{M}_{-2} \mathrm{gr}_{-1}^{1-150)}$. $\widetilde{1}$. Then $\mathrm{m} / \mathrm{t}$ is a local section of $\mathscr{I I}$.

Proof. We denote here be M.g. $V_{-1}^{v^{\prime 2}=1}$. II the direct sum of the monodromy filtrations of N on cach $\psi_{t \ldots}$. $\tilde{I}$ with $\ell_{2,}(a)=-1$. We want to show that $m / t=\partial_{t} n_{1}+n_{2}$. where $n_{1}$ is a local section of $V_{-1}^{\left(z_{0}\right)}$. $\mathbb{I}$ and $n_{2}$ a local section of $V_{<0}^{\left(\varepsilon_{0}\right)}, \widetilde{\Pi}$. As $t: V_{<0}^{\left(z_{n}\right)}, \widetilde{\Pi} \rightarrow$ $V_{<-1}^{(=0)}, \mathbb{Z}$ is bijective this is equivalent to finding $H_{1}$ as above and a local section $n_{3}$ of

 that it is contained in image $(N)$. Now. that $\mathrm{M}_{-2} \iota_{t,-1} \cdot \mathbb{I}$ is contained in image $(\mathrm{N})$ is a general property of the monodromy filtration: indeed, we have $\mathrm{M}_{-2}=\mathrm{N}\left(\mathrm{M}_{0}\right)$.

 therefore sends bijectively $\mathrm{M}_{-2}\langle \% . \ldots \overline{/ /}$ to itself.

The description above clearly shows that the comection $\nabla$ on $\tilde{\mathbb{I}}$ sends. $\tilde{\mathbb{M}}_{(2)}$ into $\left(\Omega_{,}^{1}, \otimes_{\boldsymbol{N}}, \widetilde{\mathscr{I}}_{(2)}\right.$ and defines the holomorphic $L^{2}$ de Rham complex $\operatorname{DR}(\widetilde{\mathscr{M}})_{(2)}$. There is a natual inclusion of complexes

$$
\operatorname{DR}(\cdot \pi /)_{(2)} \longleftrightarrow \mathrm{DR} \cdot / I .
$$

Remark 6.2.3 (Restriction to $\left.z=z_{0}\right)$. Note that $\widetilde{M}_{z_{1,}}=. \tilde{\mathscr{I}} /\left(z-z_{0}\right) \cdot \tilde{M}$ is also the localization of $M_{z}$, along $P$. as $O_{2},[* P]$ is $O_{y}$ - Hat. A similar computation can be made for the subsheaf of local sections of $\widetilde{M}_{2}$, the norm of which is $L^{2}$ with respect to the metric $h$ and the volme form vol. Denoting by $U . M_{z_{,}}$, the filtration induced by $V_{0}^{\left(z_{0}\right)}$. /I (cf. Proposition 3.3.14). this subsheaf is equal, according to Formula (5.3.6) $z_{z_{0}}$ in Remark 5.3.8(2), to $\mathrm{M}_{0} U_{-1} M_{z_{0}}$, which is the inverse image in $U_{-1} M_{z_{0}}$ of $\mathrm{A}_{0} \mathrm{gr}_{-1}^{U} M_{z_{0}}$. Similarly. $\left(\Omega_{X}^{1} \partial_{0_{X}} \widetilde{M}_{z_{0}}\right)_{(2)}=\Omega_{X}^{1}\langle\log P\rangle \otimes \mathrm{M}_{-2} U_{-1} M_{z_{0}}$.

We note however that the derivative of a section of $\mathrm{M}_{0} U_{-1} M_{z_{0}}$, can fail to be $L^{2}$. If we denote by $\widetilde{M}_{z_{o} .(2)}$ the subsheaf of $L^{2}$ sections of $\widetilde{M}_{z_{0}}$ with $L^{2}$ derivative, we identify $\widetilde{M}_{z_{o},(2)}$ with the subsheaf of local sections of $\mathrm{M}_{0} U_{-1} M_{z_{0}}$, the class of
which in $\mathrm{M}_{0} \mathrm{gr}_{-1}^{U} M_{z_{0}}$ have $\alpha$-components in $\mathrm{M}_{-2} \psi_{t, \alpha}^{\left(z_{0}\right)} M_{z_{0},}$ for any $\alpha \neq-1$ such that $\ell_{z_{0}}(\alpha)=-1$.

According to Proposition 4.1.19(2a) and the previous remarks, we have a natural inclusion of complexes

$$
\operatorname{DR}(\widetilde{\mathscr{M}})_{(2)} /\left(z-z_{0}\right) \operatorname{DR}\left(\widetilde{\mathscr{M}}_{(2)} \longleftrightarrow \operatorname{DR}\left(\widetilde{M}_{z_{0}}\right)_{(2)}\right.
$$

Moreover, for the same reason, the holomorphic $L^{2}$ de Rham complex $\operatorname{DR}\left(\widetilde{M}_{z_{0}}\right)_{(2)}$ (or the Dolbeault complex if $z_{0}=0$ ) is a subcomplex of DR $M_{z_{0}}$ : indeed, it is clear by the same Proposition that the term in degree -1 is the restriction to $z=z_{o}$ of a submodule of $\mathscr{M}$; for the term in degree 0, use Lemma 6.2.2.

## Proposition 6.2.4

(1) The natural inclusions of complexes $\operatorname{DR}(\widetilde{\mathscr{M}})_{(2)} \hookrightarrow \mathrm{DR} . \mathscr{M}$ and, for any $z_{o}$, $\operatorname{DR}\left(\widetilde{M}_{z_{o}}\right)_{(2)} \hookrightarrow \operatorname{DR} M_{z_{o}}$. are quasi-isomorphism.s.
(2) The natural inclusion of complexes

$$
\operatorname{DR}\left(\widetilde{\mathscr{M}}_{(2)} /\left(z-z_{0}\right) \operatorname{DR}(\cdot \tilde{\mathscr{M}})_{(2)} \longleftrightarrow \operatorname{DR}\left(\widetilde{M}_{z_{0}}\right)_{(2)}\right.
$$

is a quasi-isomorphism.
Proof. As the morphisms are globally defined with respect to $z$, the question is local near any $z_{o}$. It is also enough to work locally near a singular point of $\mathscr{M}$ in $X$, with a local coordinate $t$. We will therefore use the $V_{0}^{\left(z_{0}\right)}$-filtration.

Let us begin with the first part of (1). We then have

$$
\mathrm{DR} \cdot \mathscr{M}=\left\{0 \longrightarrow V_{-1}^{\left(z_{0}\right)} \cdot \mathscr{M} \xrightarrow{-\nabla} \Omega_{,}^{1}, \check{y} V_{0}^{\left(z_{o}\right)} \cdot \mathscr{M} \longrightarrow 0\right\}
$$

because locally this complex is nothing but

$$
0 \longrightarrow V_{-1}^{\left(z_{0}\right)} \mathscr{U} \xrightarrow{-\delta_{t}} V_{0}^{\left(z_{n}\right)} \cdot \mathscr{U} \longrightarrow 0
$$

and for any $a>-1$, the morphism $\partial_{t}: \operatorname{gr}_{a}^{V^{\left(-\sigma_{0}\right)}} \cdot \mathscr{U} \rightarrow \operatorname{gr}_{a+1}^{V^{\left(z_{0}\right)}} \cdot \mathscr{U}$ is an isomorphism (cf. Definition 3.3.8(1c)).

As. $\mathscr{M}$ is contained in $\widetilde{\mathscr{M}}$ (being its minimal extension across $t=0$ ), we have isomorphisms $t: V_{<0}^{\left(z_{0}\right)} \cdot \mathscr{M} \xrightarrow{\sim} V_{<-1}^{\left(z_{0}\right)} \cdot \mathscr{M}$ and $t: V_{0}^{\left(z_{0}\right)} \mathscr{M} \xrightarrow{\sim} t V_{0}^{\left(z_{0}\right)} \mathscr{M} \subset V_{-1}^{\left(z_{0}\right)} \cdot \mathscr{M}$
 previous complex is quasi-isomorphic to the complex

$$
0 \longrightarrow V_{-1}^{\left(z_{0}\right)} \cdot \mathbb{M} \xrightarrow{-t \check{ð}_{t}} \not \check{\check{~}}_{t} V_{-1}^{\left(z_{0}\right)} \cdot \mathscr{H}+V_{<-1}^{\left(z_{0}\right)} \cdot \mathbb{M} \longrightarrow 0
$$

We therefore have an exact sequence of complexes:

$$
0 \longrightarrow \mathrm{DR}(\cdot \tilde{\mathscr{I}})_{(2)} \longrightarrow \mathrm{DR} \cdot \mathscr{I} \longrightarrow C^{\bullet} \longrightarrow 0
$$

where $C^{\bullet}$ is the complex

$$
\begin{aligned}
& 0 \longrightarrow\left(\underset{\substack{\left(\begin{array}{l}
(\not)-1 \\
\ell_{-0}(\alpha)=-1
\end{array}\right.}}{\oplus} \psi_{( }^{\left(z_{0}\right)} \cdot \mathscr{M}\right) \oplus\left(\psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{M} / \mathrm{M}_{0} \psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{M}\right) \\
& \xrightarrow{-t \partial_{t}}\left(\underset{\substack{\alpha \neq-1 \\
z_{00}(\Omega)=-1}}{ } t \partial_{t} \psi_{(\alpha)}^{\left(z_{0}\right)} \cdot \mathscr{H}\right) \not\left(\mathrm{N} \psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{H} / \mathrm{M}_{-2} \psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{U}\right) \longrightarrow 0
\end{aligned}
$$

In order to prove the first statement of Proposition 6.2.4, we are left with showing that
(a) $t \check{\partial}_{t}: \psi_{(\alpha}^{\left(z_{0}\right)} \cdot \mathscr{M} \rightarrow t \check{\partial}_{t} \psi_{(\alpha}^{\left(z_{0}\right)} \cdot \mathscr{M}$ is an isomorphism for any $\alpha \neq-1$ such that $\ell_{z_{0},}(\alpha)=-1$,
(b) the morphism

$$
\mathrm{N}:\left(\psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{M} / \mathrm{M}_{0} \psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{M}\right) \longrightarrow\left(\mathrm{N} \psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{U} / \mathrm{M}_{-2} \psi_{-1}^{\left(z_{0}\right)} \cdot \mathscr{M}\right)
$$

is an isomorphism.
For (a), use Lemma 0.9 .2 to conclude that $t \partial_{t}$ is invertible on the corresponding $\psi_{a}$ 's.

For ( 1 )), the surjectivity is clear. The injectivity follows from the injectivity of $\mathrm{N}: \operatorname{gr}_{k}^{\mathrm{NI}} \rightarrow \operatorname{gr}_{k-2}^{\mathrm{M}}$ for $k \geqslant 1$ and the equality $\mathrm{M}_{-2}=\mathrm{N}\left(\mathrm{M}_{0}\right)$ that we have yet seen in the proof of Lemma 6.2.2.

The second part of $6.2 .4(1)$ is proved similarly: consider the complex $C^{\bullet}$ analogous to $C^{\bullet}$, where one replaces $\psi_{\alpha}^{\left(\alpha_{\infty}\right)} \cdot \mathscr{M}$ with $\psi_{\alpha}^{\left(z_{n}\right)} \cdot \mathscr{M} / M_{-2} \psi_{\alpha}^{\left(z_{0}\right)} \cdot \mathscr{M}$ and $t \check{\partial}_{+} \psi_{\alpha}^{\left(z_{n}\right)} \cdot \mathscr{M}$ with $t_{t} \psi_{\alpha}^{\left(z_{\infty}\right)} \cdot \mathscr{U} / \mathrm{M}_{-2} \psi_{(\alpha,}^{\left(z_{n}\right)}, \mathscr{U}$; then. as we have seen in Remark 6.2.3, the analogue of (a) remains true for $C^{\prime \bullet}$ : by restriction to $z=z_{0}$ one gets the desired statement.

Now, 6.2.4(2) is obtained from $6.2 .4(1)$ by restricting to $z=z_{0}$.
6.2.b. The $L^{2}$ complex. - Keep notation of $\S 2.2$.b. We will define the $L^{2}$ complex with $z_{0}$ fixed, and then for $z$ varying near $z_{0} \in \Omega_{0}$. Recall that we put $\mathcal{D}_{z}=\mathcal{D}_{0}+z \mathcal{D} D_{\infty}$ and $\mathcal{D}_{z_{0}}=\mathcal{D}_{0}+z_{0} \mathcal{D}_{x}$.

Fix $z_{0} \in \Omega_{(0)}$. Let us recall the standard definition of the $L^{2}$ complex $\mathscr{L}_{(2)}^{\bullet}\left(H . \mathcal{D}_{z_{0}}\right)$ on $X$. Let us denote by $j: X^{*} \hookrightarrow X$ the inclusion, and by $L_{\text {loc. } X^{*}}^{1}$ the sheaf on $X^{*}$ of $L_{\mathrm{loc}}^{1}$ functions. Then $\mathscr{L}_{(2)}^{j}\left(H, \mathcal{D}_{z_{0}}\right)$ is the subsheaf of $j_{*}\left[L_{\text {loc }, X^{*}}^{1} \otimes_{\mathscr{C}_{X}}^{\times} \mathscr{E}_{X^{*}}^{j} \otimes H\right]$ defined by the following properties: a section $v$ of the previous sheaf is a section of $\mathscr{L}_{(2)}^{j}\left(H, \mathcal{D}_{z_{o}}\right)$ iff
the norm $\left\|v_{\mid X^{*}}\right\|$ of $v_{\mid X *}$ with respect to the metric $h$ on $H$ and the metric on $\mathscr{E}_{X^{*}}^{j}$ induced by the Poincaré metric on $X^{*}$ which is a local section of $j_{*} L_{\text {loc, } X^{*}}^{1}$ - is a section of $L_{\text {loc. } . X}^{2}(\mathrm{vol})$,
$\mathcal{D}_{z_{0}}, v_{\mid X^{*}}$, which is taken in the distributional sense, is a section of $L_{\text {loc. } X^{*}}^{1} \otimes_{\mathscr{C}_{X}}^{x}$ $\mathscr{E}_{X^{+}}^{j+1} \otimes H$, and $\left\|\mathcal{D}_{z_{0}} \varphi_{\mid X}\right\|$ is a local section of $L_{\text {loc } X}^{2}(\mathrm{vol})$.

The $L^{2}$ condition can be read on the coefficients of ${ }^{\prime} \mid \mathrm{N}^{*}$ in any $h$-orthonormal basis of $H$ or, more generally. in any $L^{2}$-adapted basis in the seuse of Zucker. According to [72. Lemma 4.5], the restriction to $z=z_{0}$ of the basis $\varepsilon^{\prime \prime\left(z_{0}\right)}$ introduced in Formula (5.3.3) is $L^{2}$-adapted, and therefore, as $\boldsymbol{e}^{\left(z_{0}\right)}$ is obtained from $\varepsilon^{\prime \prime\left(z_{0}\right)}$ by a rescaling (the matrix $\tilde{A}$ in (5.3.3) being diagonal) it is also $L^{2}$-adapted as well as the basis $e^{\prime\left(z_{0}\right)}$ defined in (5.3.4).

We now consider the case when $z$ belongs to some neighbourhood of $z_{0}$. Let $U$ be an open set of $X$. put $U^{*}=U \cap X^{*}$. In the following. we only consider functions on open sets of $\mathscr{夕}^{*}$. the restriction of which to $y^{* *}$ is $L_{\text {loe }}^{1}$ with respect to the volume form $\mathcal{V o l}$.

Say that such a function $\varphi$ on some open set $U \times \Omega \subset 夕^{\circ}$ is holomorphic with respect to $z$ if its restriction to $U^{*} \times \Omega$ satisfies $\bar{\partial}_{z \sim}=0$.

Say that a local section of of $j_{*}\left(L_{\text {loc. }, \cdots}^{1} \cdot \pi^{-1} \mathscr{S}_{X} \not \pi^{-1} H\right)$ is a section of $\mathscr{L}_{(2)}^{\bullet}\left(\mathscr{K}^{\prime} \cdot \mathcal{D}_{z}\right)$ if
(1) $y^{\prime} y^{*}$ is holomorphic with respect to $z$. i.e.. in any local basis of $H$ the coefficients $v_{j}$ of $v_{1} x^{*}$ satisfy $\bar{\partial}_{z} v_{j}=0$; it is therefore meaningful to consider $v(\cdot, z)_{\mid X^{*}}$;
(2) the norm $\left\|e(\cdot, z)_{\mid X^{*}}\right\|$ of $r(\cdot, z)_{\mid X *}$ (with respect to the metric $h$ on $H$ and the metric on $\mathscr{E}_{X^{j}}$. induced by the Poincaré metric on $X^{*}$ ) is $L^{2}$ locally miformly in $z$. i.e., on any open set $U \times \Omega$ on which $t$ is defined. and any compact set $K^{\circ} \subset \Omega$, we have $\sup _{)_{z \in K}}\|v(\cdot, z)\|_{2 . \mathrm{vol}}<+\infty$ :
(3) $\mathcal{D}_{z} v_{1}, \boldsymbol{x}$. which is taken in the distributional sense. takes values in $L_{\text {loc }}^{1}$-sections and satisfies (2) (and clearly (1), as $\mathcal{D}_{z}$ (ommutes with $\bar{\partial}_{z}$ ).
The $L^{2}$ condition can be read on the coofficients in any $L^{2}$-adapted basis. Formulas (5.3.3) and (5.3.4) show that. near any (. $r . z_{0}$ ) with.$r \in P$ (the singular sot of . II in $X$ ), the bases $\boldsymbol{e}^{\left(z_{n}\right)}$ and $\boldsymbol{e}^{\left(z_{0}\right)}$ are $L^{2}$-adapted.

In particular. for any $z_{0} \in \Omega_{0}$. there is a restriction morphism

$$
\mathscr{L}_{(2)}^{\bullet}\left(\mathscr{K}^{\prime} \cdot \mathcal{D}_{z}\right)_{\mid z=z=1} \longrightarrow \mathscr{L}_{(2)}^{\bullet}\left(H \cdot \mathcal{D}_{z, 1}\right) .
$$

 of weight 0 on $X$. Then the natural inclusions of complexes

$$
\operatorname{DR}(\cdot \tilde{\mathbb{K}})_{(2)} \longrightarrow \mathscr{L}_{(2)}^{1+\bullet}\left(\mathscr{K} \cdot \mathcal{D}_{z}\right)
$$

and, for any $z_{0} \in \Omega_{0}$,

$$
\operatorname{DR}\left(\widetilde{M}_{z_{0}}\right)_{(2)} \longrightarrow \mathscr{L}_{(2)}^{1+\bullet}\left(H . \mathcal{D}_{z_{0}}\right)
$$

are quasi-isomorphisms compatible with restriction to $z=z_{0}$.
We will use the rescaling (2.2.6) to define the inclusion. as explained in 8 6.2.f. Let us begin with the analysis of the $L^{2}$ complexes $\mathscr{L}_{(2)}^{\bullet}\left(\mathscr{C}_{\boldsymbol{C}} \cdot \mathcal{D}_{z}\right)$ and $\mathscr{L}_{(2)}^{\bullet}\left(H \cdot \mathcal{D}_{z_{0}}\right)$. We will use the basis $\boldsymbol{e}^{\left(z_{n}\right)}$ or its restriction to $z=z_{0}$ that we denote in the same way. The norm of any clement $e_{(\beta, \ell, k, k}^{\prime\left(z_{n}\right)}$ in the subfanily $\boldsymbol{e}_{\beta, \ell}^{\left(z_{0}\right)}(\beta \in B, \ell \in \mathbb{Z})$ is
$|t|^{t}=\left(4.3 \varsigma_{0}+3\right) \mathrm{L}(t)^{t / 2}(1+o(1))$, where $o(1)=\mathrm{L}(t)^{-\delta}$ for some $\delta>0$. Recall that $q_{\beta, \zeta_{0}}$ is chosen so that $\ell_{z_{0}}\left(4.3 . \varsigma_{n}+\beta\right) \in[0.1[(c f$ proof of Corollary 5.3.1). The proof of Theorem 6.2.5 will occupy $\$ 386.2$.c 6.2 .f. It will be given for $z$ variable. The compatibility with restriction to $z=z_{0}$ will be clear.

## Remarks 6.2.6

(1) We will not follow here the proof given by Zucker (a dichotomy Dolbeanlt/Poincare lemman) for two reasons: the first one is that we do not know how to adapt the proof for the Poincare lemma near points $z_{o} \in \operatorname{Sing} \Lambda$; the second one is that we want to put a paraneter $=$ in the proof. and have a proof which is "continuous with respect to $z$ ". in particular near $z=0$. However. the proof of the Poincare lemma given by Zucker does not "degencrate" to the proof of the Dolbeault lemma.
(2) We note that $\operatorname{DR}\left({\widetilde{M} z_{0}}_{z_{0}}\right)_{(2)}=\operatorname{DR} M_{z_{0}}$, has cohomology in degree -1 only if $z_{0} \notin \operatorname{Sing} \Lambda$, as a consequence of $\operatorname{Proposition} 4.1 .19(3)$, but this can fail to be true if $z_{0} \in \operatorname{Sing} \Lambda$.

We put $D_{z}^{\prime}=z D_{E}^{\prime}+\theta_{E}^{\prime}$ and $\mathcal{D}_{z}^{\prime \prime}=D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime}$, so that $\mathcal{D}_{z}=\mathcal{D}_{z}^{\prime}+\mathcal{D}_{z}^{\prime \prime}$. Recall that the basis $e^{\left(z_{0}\right)}$ is holomorphic with respect to $\mathcal{D}_{z}^{\prime \prime}$. and that $\mathcal{D}_{z}^{\prime}$ acts by $z d^{\prime}+\Theta_{z}^{\prime}$. where the matrix $\Theta_{z}^{\prime}$ is defined by (5.3.7). Taking the notation of (5.3.7) we will decompose $\Theta^{\prime}$ as

$$
\Theta_{z}^{\prime}=\Theta_{z, \text { diag }}^{\prime}+\Theta_{z, \text { nilp }}^{\prime} . \quad \text { with } \quad\left\{\begin{array}{l}
\Theta_{z, \text { diag }}^{\prime}=\Theta_{\beta}\left(q_{\beta, \zeta_{0}}+\beta\right) \star z \mathrm{Id} \frac{d t}{t} \\
\Theta_{z, \mathrm{nilp}}^{\prime}=[\mathrm{Y}+P(t, z)] \frac{d t}{t}
\end{array}\right.
$$

with $\mathrm{Y}=\left(\oplus_{\beta} \mathrm{Y}_{\beta}\right)$. We will regard Y and $P$ as operators and not matrices. We index the basis $\boldsymbol{e}^{\prime\left(z_{0}\right)}$ by $\beta .(. k$. where ( denotes the weight with respect to $Y$ and $k$ is used to distinguish the varions elements having the same $\beta, \ell$. Then we have. for any $\beta, \ell . k$.


$$
\begin{align*}
& +\quad \sum_{\gamma \neq j} \sum_{\lambda} \sum_{\kappa i} p_{\beta, \gamma, \ell, \lambda, k, \kappa_{i}}(t, z) e_{\gamma, \lambda, \kappa i}^{\prime\left(z_{0}\right)}  \tag{6.2.7}\\
& \ell_{z_{0}}\left(q_{\gamma, i_{0}}+\gamma\right)>\ell_{z_{0}}\left(q_{1, \beta, c_{0}}+\beta\right) \\
& +\sum_{\lambda \geqslant \ell-2} \sum_{\hbar i} t p_{\beta, \ell, \lambda, k_{1} \kappa_{i}}(t, z) e_{\beta, \lambda, \kappa i}^{\prime\left(z_{0}\right)}+\sum_{\lambda \leqslant \ell-3} \sum_{\hbar} p_{\beta, \ell, \lambda, k, \kappa_{i}}(t, z) e_{\beta, \lambda, \kappa_{i}}^{\left(z_{0, \prime}\right)},
\end{align*}
$$

where the functions $p_{i, \gamma . \ell . \lambda . k . \kappa}(t, z) \cdot p_{i, \ell . \lambda . k, \ldots}(t, z)$ are holomorphic. It follows that the $L^{2}$ norm of $\Theta_{z, n i l}^{\prime}$, is bommded. As a consequence, in the basis $e^{\prime\left(z_{0}\right)}$, the $L^{2}$ condition on derivatives under $\mathcal{D}_{z}$ can be replaced with an $L^{2}$ condition on derivatives with
respect to the diagonal operator

$$
\begin{equation*}
\mathcal{D}_{z, \text { diag }} \stackrel{\text { def }}{=} d^{\prime \prime}+z d^{\prime}+\Theta_{z . \text { diag }}^{\prime} . \tag{6.2.8}
\end{equation*}
$$

6.2.c. Hardy inequalities. - We will recall here the basic results that we will need concerning Hardy inequalities in $L^{2}$.

Let $I=] A, B[\subset \mathbb{R}$ be a nonempty open interval and $v, w$ two functions (weights) on $I$, which are measurable and almost everywhere positive and finite. Let $u$ be a $C^{1}$ function on $I$.

Theorem 6.2.9 ( $L^{2}$ Hardy inequalities, cf. e.g., [50, Th. 1.14]). There is an inequality

$$
\|u \cdot w\|_{2} \leqslant C\left\|u^{\prime} \cdot v_{2}\right\|_{2} .
$$

with

$$
C= \begin{cases}\sup _{x \in I} \int_{x}^{B} u(t)^{2} d t \cdot \int_{A}^{x} v(t)^{-2} d t \text { if } \lim _{x \rightarrow A_{+}} u(x)=0 . \\ \sup _{x \in I} \int_{A}^{x} w(t)^{2} d t \cdot \int_{x}^{B} v(t)^{-2} d t \text { if } \lim _{x \rightarrow B_{-}} u(x)=0 .\end{cases}
$$

Corollary 6.2.10. Take $A=0$ and $B=R>0$. with $R<1$. Let $(b, k) \in \mathbb{R} \times \mathbb{Z}$. We assume that $(b, k) \neq(0,1)$. Given $g(r)$ contimuous on $[0, R]$. put

$$
f(r)= \begin{cases}\int_{0}^{r} g(\rho) d \rho & \text { if } b<0 \text { or if } b=0 \text { and } k \geqslant 2 . \\ \int_{\min \left(R \cdot e^{-k / 2 b}\right)}^{r} g(\rho) d \rho & \text { if } b>0 \text { or if } b=0 \text { and } k \leqslant 0 .\end{cases}
$$

(In the second case. we set $e^{-k / 2 b}=+\infty$ if $b=0$ and $k \leqslant 0$ : this is the limit case of $b>0$ and $k \leqslant 0$ when $b \rightarrow 0_{+}$.)

Then there exists a constant $C(R . b . k)>0$. such that $\lim _{b \rightarrow 0_{+}} C(R . b, k)<+\infty$ when $k \neq 1$ and $\lim _{b \rightarrow 0} C(R . b . k)<+\infty$ when $k \geqslant 2$. such that the following inequality holds (we consider $L^{2}([0, R] ; d r / r)$ norms)

$$
\begin{aligned}
\left\|f(r) \cdot r^{b} \mathrm{~L}(r)^{k / 2-1}\right\|_{2 . d r / r} & \leqslant C(R . b . k)\left\|g(r) \cdot r^{b} \mathrm{~L}(r)^{k / 2-1} \cdot r \mathrm{~L}(r)\right\|_{2, d r / r} \\
& =C\left\|g(r) \cdot r^{b+1} \mathrm{~L}(r)^{k / 2}\right\|_{2 . d r / r} .
\end{aligned}
$$

Proof. We will choose the following weight functions with respect to the measure $d r: w(r)=r^{b-1 / 2} \mathrm{~L}(r)^{k / 2-1}$ and $v(r)=r^{b+1 / 2} \mathrm{~L}(r)^{k / 2}$. Assmme first $b>0$.
(1) If $R \leqslant e^{-k / 2 b}$. i.e.. $k / 2 b \leqslant \mathrm{~L}(R)$. we have thus $\lim _{r_{-} \rightarrow R_{-}} f(r)=0$. We will show the finiteness of

$$
\sup _{r \in[0, R]} \int_{0}^{r} \rho^{2 b-1} \mathrm{~L}(\rho)^{k-2} d \rho \cdot \int_{r}^{R} \rho^{-2 b-1} \mathrm{~L}(\rho)^{-k} d \rho
$$

After the change of variable $y=\mathrm{L}(\rho)$ we have to estimate

$$
\int_{x^{r}}^{+\infty} e^{-2 b y} y^{k} \frac{d y}{y^{2}} \cdot \int_{\mathrm{L}(R)}^{x} e^{2 b y} y^{-k} d y
$$

The function $e^{-2 b y} y^{k}$ is decreasing on $] \mathrm{L}(R),+\infty[$. hence the first integral is bounded by $e^{-2 b x} \cdot x^{k-1}$, and the second one by $e^{2 b \cdot} \cdot x^{-k}(x-\mathrm{L}(R))$. Here, we can therefore take $C(R, b, k)=1$.
(2) Assume now $k \cdot 2 b>\mathrm{L}(R)>0$, and $k \neq 1$, hence $k \geqslant 2$. We have

$$
f(r)=\int_{c-k / 2 b}^{r} g(\rho) d \rho
$$

We will have to consider the two cases $r \in] 0, e^{-k / 2 b}[$ and $r \in] e^{-k / 2 b}, R[$.
(a) If $r \in] 0 . e^{-k / 2 b}[$. we have to bound the same expression as above. in the same conditions. after replacing $\mathrm{L}(R)$ with $k / 2 b$, and we can therefore choose $C=1$.
(b) If $r \in] e^{-k / 2 b} . R[$. we want to estimate

$$
\int_{\mathrm{L}(R)}^{x} e^{-2 b y} y^{k-2} d y \cdot \int_{x}^{k / 2 b} e^{2 b y} y^{-k} d y
$$

The function $e^{-2 b y} y^{k}$ is increasing, and an estimation analogous to the previous one would give a constant $C$ having a bad behaviour when $b \rightarrow 0_{+}$. We will thus use that $e^{-2 b y}$ is decreasing. As $k \geqslant 2$. we have. for the second integral.

$$
\int_{x}^{k / 2 b} e^{2 b y} y^{-k} d y \leqslant \frac{e^{k}}{k-1}\left(x^{1-k}-(k / 2 b)^{1-k}\right) \leqslant \frac{e^{k} x^{1-k}}{k-1} .
$$

For the first one we have

$$
\int_{\mathrm{L}(R)}^{r} e^{-2 b y} y^{k-2} d y \leqslant e^{-2 b \mathrm{~L}(R)} \frac{\left(x^{k-1}-\mathrm{L}(R)^{k-1}\right)}{k-1}=R^{2 b} \frac{\left(x^{k-1}-\mathrm{L}(R)^{k-1}\right)}{k-1}
$$

so that the product is bounded by

$$
\frac{e^{k} R^{2 b}}{(k-1)^{2}}\left(1-(\mathrm{L}(R) / \cdot x)^{k-1}\right) \leqslant \frac{e^{k} R^{2 b}}{(k-1)^{2}} \stackrel{\text { def }}{=} C(R . b . k)
$$

which has a good behaviour when $b \rightarrow 0_{+}$.
(3) If $k / 2 b>\mathrm{L}(R)>0$. and $k=1$. the trick of part ( b ) above does not apply. because the function $\log$ is increasing, though the function $x^{1-k}$ was decreasing if $k \geqslant 2$. The constant that we get does not have a good behaviour when $b \rightarrow 0_{+}$, which could be expected. as we do not have a good Hardy inequality if $b=0$ and $k=1$.

When $b=0$ and $k \neq 1$, the proof above degenerates to give the corresponding inequalities.

Consider now the case when $b<0$.
(1) We assume that $e^{(k-2) / 2|b|} \geqslant R$, i.e.. $k \geqslant 2(1-|b| L(R))$. which is satisfied in particular whenever $k \geqslant 2$. Then the function $e^{-2 b y} y^{k-2}$ is increasing on $] \mathrm{L}(R) .+\infty[$. An upper bound of

$$
\int_{\mathrm{L}(R)}^{T} e^{-2 b y} y^{k-2} d y \cdot \int_{x}^{+\infty} e^{2 b y} y y^{2-k} \frac{d y}{y^{2}}
$$

is given by

$$
(x-\mathrm{L}(R)) e^{-2 b \cdot x} x^{k-2} \cdot e^{2 b \cdot x} x^{-k+2} x^{-1}=(1-\mathrm{L}(R) / x) \leqslant 1 .
$$

This situation degenerates when $b \rightarrow 0$ _ to the analogons situation when $b=0$ and $k \geqslant 2$.
(2) If $e^{(k-2) / 2|b|}<R$. i.e.. $k<2(1-|b| \mathrm{L}(R))$ we find a constant with a bad behaviour when $b \rightarrow 0_{-}$.
6.2.d. Proof of Theorem 6.2.5: vanishing of $\mathscr{K}^{2}$. - As in [72], we will express $L^{2}$ functions of $t=r e^{i \theta}$, holomorphic in $z$. as Fourier series $\sum_{n \in \mathbb{Z}} u_{n}(r, z) e^{i n \theta}$. where each $u_{n}$ is holomorphic with respect to $z$ when $z$ is not fixed. The $L^{2}$ condition will be recalled below.

Lemma 6.2.11 (Image of $\mathcal{D}_{z}^{\prime \prime}$ ). Let $\varphi=\sum_{\beta, \ell, k \psi, 3, \ell, k}(t, z) c_{\beta, \ell, k}^{\prime\left(z_{0}\right)} \frac{d t}{t} \wedge \frac{d \sqrt{t}}{\bar{t}}$ be a local sec-
 cients $\varphi_{\beta . \ell . k .0}(r . z)$ vanish identically for any $\beta . l$ such that $\ell_{z_{0}}\left(q_{\beta . \zeta_{0}}+\beta\right)=0$ and $\ell \leqslant-1$, there exists a local section $\psi$ of $\mathscr{L}_{(2)}^{(1.0)}\left(\mathscr{H}, \mathcal{D}_{z}\right)$ such that $\varphi=\mathcal{D}_{z} \psi=\mathcal{D}_{z}^{\prime \prime} \psi$.

The same assertion holds after restriction to $\approx=z_{0}$.
 of $\mathscr{L}_{(2)}^{0}\left(\mathscr{H}^{\prime}\right)$ iff $|f(t, z)||t|^{t_{=}\left(q_{t, c o s}+i\right)} \mathrm{L}(t)^{t / 2} \mathrm{~L}(t)^{-1}$ is in $L^{2}(d \theta d r / r)$. locally miformly with respect to $z$. A similar statement holds for sections in $\mathscr{L}_{(2)}^{1}$ or $\mathscr{L}_{(2)}^{2}$ expressed with logarithmic forms $d t / t$ and $d \bar{t} / \bar{t}$, using that the norm of cach of these form is $\mathrm{L}(t)$.

Proof of Lemma 6.2.11. We have to solve (up to sign) $\bar{f} \partial_{\bar{t}} \psi_{; \beta, \ell, k}=\varphi_{\beta, \ell, k}$, if $\psi_{\beta, \ell, k}$ is the coefficient of $e_{\beta, \ell, k}^{\prime\left(z_{0}\right)} d t / t$ in $\psi$. We will argne as in $[\mathbf{7 2}$, Propositions 6.4 and 11.5]. Put $u=\psi_{\beta, \ell, k}$ and $v=\varphi_{\beta, \ell, k}$ and $u=\sum_{n} u_{n}(r \cdot z) e^{i n \theta} \cdot u=\sum_{n} i_{n}(r \cdot z) e^{i n \theta}$. We are then reduced to solving for any $n \in \mathbb{Z}$

$$
\frac{\partial}{\partial r}\left(r^{-n} u_{n}(r . z)\right)=2 r^{-n-1} v_{n}(r . z)
$$

with an $L^{2}$ condition. If we put $f_{n}(r, z)=r^{-n} u_{n}(r, z)$ and $g_{n}(r, z)=2 r^{-n-1} v_{n}(r, z)$. this condition reads

$$
\left\|f_{n}(r, z) r^{n+\epsilon_{0}\left(q_{t, k}+c_{0}+\beta\right)} \mathrm{L}(r)^{t / 2}\right\|_{2 . d r / r} \leqslant C\left\|g_{n}(r \cdot z) r^{n+1+t_{0}\left(q_{j, c_{0}}+, \beta\right)} \mathrm{L}(r)^{t / 2+1}\right\|_{2, d r / r}
$$

uniformly for $z$ near $z_{0}$. If $n+\ell_{z_{0},}\left(q_{\beta, \zeta_{0}}+\beta\right) \neq 0$. this remains true for $z$ near $z_{o}$ and we apply Corollary 6.2 .10 . If $n+\ell_{z_{0}}\left(q_{i \cdot \zeta_{0}}+3\right)=0$. we thus have $\ell_{z_{0}}\left(q_{3,3} \zeta_{0}+\beta\right)=0$
and $n=0$, as $\ell_{z_{0}}\left(q_{\beta, \zeta_{0}}+\beta\right) \in[0$. $1[$. If moreover $\ell \geqslant 0$, we also apply Corollary 6.2 .10 , as the constant can be chosen miformly with respect to $z$ for $z$ near $z_{0}$ (notice that . if $\ell_{z}\left(q_{\beta, c_{n}}+\beta\right) \not \equiv 0$, the sign of this function changes at $z=z_{0}$. hence the condition on $\ell$ ).

If we consider the case when $z=z_{0}$ is fixed, then the only condition is $\ell \neq-1$ when $\ell_{z_{0}}\left(q_{\beta, \zeta_{0}}+\beta\right)=0$.

We will now show that the $L^{2}$ complexes $\mathscr{L}_{(2)}^{\bullet}\left(\mathscr{K}, \mathcal{D}_{z}\right)$ and $\mathscr{L}_{(2)}\left(H, \mathcal{D}_{z_{0}}\right)$ have no $\mathscr{H}^{2}$. By Lemma 6.2 .11 we are reduced to showing that. for any $\beta$ with $\ell_{z_{0},}\left(q_{\beta, \zeta_{0}}+\beta\right)=0$, any section $f(r, z) e_{\beta, \ell, k}^{\prime} \frac{d t}{t} \wedge \frac{d \bar{t}}{t}$ of $\mathscr{L}_{(2)}^{2}(\mathscr{\mathscr { }})$ with $\ell \leqslant-1$ belongs. to the image of $\mathcal{D}_{z}$. We will distinguish two cases.
(1) If $\left(q_{3 . \zeta_{0}}+\beta\right) \star z_{0} \neq 0$. we remark that

$$
d^{\prime \prime}\left(f(r, z) \frac{d t}{t}\right)=-\bar{f} \partial_{\bar{t}}(f) \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}}=-\frac{1}{2} r \partial_{r}(f) \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}}
$$

and a similar computation for $d^{\prime}(f(r, z) d \bar{t} / \bar{t})$, so that

$$
\left(z d^{\prime}+d^{\prime \prime}\right)\left(f(r, z) z \frac{d t}{t}+f(r, z) \frac{d \bar{t}}{\bar{f}}\right)=0 .
$$

We will prove the assertion by increasing induction on $\ell$. It is true for $\ell \ll 0$. as the section is the equal to 0 . For arbitrary $\ell \leqslant-1$. it is chough to show that $\Theta_{z, \text { nilp }}^{\prime}\left(f(r, z) e_{\beta, \ell, k}^{\prime} d \bar{t} / \bar{t}\right)$ belongs to $\operatorname{Im} \mathcal{D}_{z}$. This is true by induction for the part $f(r, z) \mathrm{Y}\left(e_{\beta, \text { t. } k}^{\prime}\right) \frac{d t}{t} \wedge \frac{d \bar{t}}{t}$. Consider now the image under $P(t, z) d t / t$ and its coefficient on $c_{\gamma, \lambda . f}^{\prime} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{l}}$. By (6.2.7).
if $\gamma \neq \beta$, the coefficient is $p(t, z) f(r, z)$ if $\ell_{z_{0}}\left(q_{\gamma, \zeta_{0}}+\gamma\right)>\ell_{z_{0}}\left(q_{\beta . \zeta_{0}}+\beta\right)=0$. and $\operatorname{tp}(t, z) f(r, z)$ if $l_{z_{0}}\left(q_{\gamma, \zeta_{0}}+\gamma\right) \leqslant \ell_{z_{0},}\left(q_{\beta . \zeta_{0}}+\beta\right)=0$. for some holomorphic function $p(t, z)$. In the first case, we have $\left.\ell_{z,}\left(q_{\gamma, \zeta_{n}}+\gamma\right) \in\right] 0.1[$, so we apply Lemma 6.2.11. In the second case, we have $\ell_{z_{0}}\left(q_{\gamma, \zeta_{0}}+\gamma\right)=0$ and the coefficient in the Fouricr series of $t p(t, z) f(r, z)$ corresponding to $n=0$ is zero, so we can apply the same lemma.

If $\gamma=\beta$, the coefficient is $p(t, z) f(r, z)$ if $\lambda \leqslant \ell-3$ and $t p(t, z) f(r, z)$ if $\lambda \geqslant \ell-2$. In the second case. the cocfficient in the Fourier series of $t p(t, z) f(r, z)$ corresponding to $n=0$ is zero, so we can apply Lemma 6.2.11. In the first case. we apply the same argument to $(p(t, z)-p(0, z)) f(r, z)$, and the inductive assumption for $p(0, z) f(r, z)$.
(2) If $\left(q_{\beta, \zeta_{0}}+\beta\right) \star z_{0}=0$. knowing that $\ell_{z_{0}}\left(q_{\beta . \zeta_{o}}+\beta\right)=0$ it follows from Lemma 0.9 .2 that we have in fact $q_{\beta, \zeta_{0}}+\beta=0$, and therefore $q_{\beta, \zeta_{n}}=0$ and $\beta=0$ by definition of $q_{\beta \cdot \zeta}$. hence $\left(q_{\beta \cdot \zeta}+\beta\right) \star z \equiv 0$. As we also have $\ell_{z}\left(q_{\beta \cdot \zeta_{0}}+\beta\right) \equiv 0$. we can reduce
to $\ell=-1$ (see the proof of Lemma 6.2.11). We write

$$
\begin{aligned}
& f(r . z) e_{0 .-1 . k}^{\prime} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}}=\mathcal{D}_{z}\left(f(r . z) e_{0.1 . k}^{\prime}: \frac{d t}{t}+f(r . z) e_{0.1 . k}^{\prime} \cdot \frac{d \bar{t}}{\bar{t}}\right) \\
&-f(r \cdot z) P(t, z) e_{0.1 . k}^{\prime} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}}
\end{aligned}
$$

as $\mathrm{Y} \epsilon_{0,1, k}^{\prime}=e_{0,-1, k}^{\prime}$. It is therefore enough to show that $f(r, z) P(t, z) e_{0,1, k}^{\prime} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{t}}$ belongs to the image of $\mathcal{D}_{z}$. which is proven as above using Lemma 6.2.11 and (6.2.7).
6.2.e. Proof of Theorem 6.2.5: computation of. $\mathscr{C}^{1}$. - By the result of $\S 6.2 .(1$, the $L^{2}$ complex is quasi-isomorphic to the complex

$$
\begin{equation*}
0 \longrightarrow \mathscr{L}_{(2)}^{0}\left(\mathscr{M} \cdot \mathcal{D}_{z}\right) \xrightarrow{\mathcal{D}_{z}} \operatorname{Ker} \mathcal{D}_{z}^{1} \longrightarrow 0 \tag{6.2.12}
\end{equation*}
$$

Lemma 6.2.13. Any local section $\psi d t / t+\underset{\sim}{ } d \bar{t} / \bar{t}$ of $\operatorname{Ker} \mathcal{D}_{z}^{1} \subset \mathscr{L}_{(2)}^{1}\left(\mathscr{K} . \mathcal{D}_{z}\right)$ can be written as the sum of a term in $\operatorname{Im} \mathcal{D}_{z}$ and a term in $\mathscr{L}_{(2)}^{(1.0)}(\mathscr{H}) \cap \mathrm{Ker} \mathcal{D}_{\tilde{z}}^{1}$.

Proof. Write
and put $\varphi_{(0,0)}\left(\right.$ resp. $\left.\varphi_{\neq(0,0)}\right)$ the sum of terms for which $\ell_{z_{0},}\left(q_{\beta, 3} \zeta_{0}+\beta\right)=0$ and $n=0$ (resp. the sum of the other terms). We claim that there exists a section $\eta_{\neq(0,0)}$ of $\mathscr{L}_{(2)}^{0}\left(\mathscr{K}^{\prime}, \mathcal{D}_{z}\right)$ such that $\mathcal{D}_{z}^{\prime \prime} \eta_{\neq(0,0)}=\varphi_{\neq(0.0)} d \bar{t} / \bar{t}$. First. the existence of $\eta_{\neq(0.0)}$ in $\mathscr{L}_{(2)}^{0}\left(\mathscr{M ^ { \prime }} \cdot \mathcal{D}_{z}^{\prime \prime}\right)$. i.e.. without taking care of $\mathcal{D}_{z}^{\prime} \eta_{\neq(0,0)}$. is obtained as in Lemma 6.2.11. We wish to show that $\mathcal{D}_{z}^{\prime} \eta_{\neq(0,0)}$ belongs to $\mathscr{L}_{(2)}^{(1.0)}(\mathscr{\mathscr { O }})$ or. as we have seen, that $\mathcal{D}_{z, \text { diag }}^{\prime}{ }^{\prime} \neq(0,0)$ belongs to $\mathscr{L}_{(2)}^{(1.0)}\left(\mathscr{K}^{\prime}\right)$. It is therefore enough to show that the $\neq(0,0)$ part of $\mathcal{D}_{z}^{\prime} \eta_{\neq(0,0)}$ belongs to $\mathscr{L}_{(2)}^{(1.0)}(\mathscr{\not O})$. We have

$$
\begin{aligned}
\mathcal{D}_{z}^{\prime \prime}\left(\mathcal{D}_{z}^{\prime} \eta_{\neq(0,0)}\right) & =-\mathcal{D}_{z}^{\prime}\left(\mathcal{D}_{z}^{\prime \prime} \eta_{\neq(0.0)}\right)=-\mathcal{D}_{z}^{\prime}\left(\varphi_{\neq(0.0)} \frac{d \bar{t}}{\bar{t}}\right) \\
& =\mathcal{D}_{z}^{\prime}\left(\left(\varphi_{(0,0)}-\varphi\right) \bar{t} \bar{t}\right)=\mathcal{D}_{z}^{\prime \prime}\left(\psi \cdot \frac{d t}{t}\right)+\mathcal{D}_{z}^{\prime}\left(\varphi_{(0.0)} \frac{d \bar{t}}{\bar{t}}\right) \\
& =\mathcal{D}_{z}^{\prime \prime}\left(\psi_{\neq(0.0)} \frac{d t}{t}\right)+\left(\Theta_{z, \text { nilp }}^{\prime} \psi(0.0) \frac{d \bar{t}}{\bar{t}}\right)+(0.0) \text {-terms. }
\end{aligned}
$$

By considering the $\neq(0.0)$-part we get

$$
\mathcal{D}_{z}^{\prime \prime}\left(\mathcal{D}_{z}^{\prime} \eta_{\neq(0,0)}\right)_{\neq(0,0)}=\mathcal{D}_{z}^{\prime \prime}\left(\psi_{\neq(0.0)} \frac{d t}{t}\right)+\left(\Theta_{z, \text { nilp }}^{\prime} \varphi(0.0) \frac{d \bar{t}}{\bar{t}}\right)_{\neq(0.0)}
$$

According to Lemma 6.2.11, the second term of the right-hand side is a section of $\mathcal{D}_{z}^{\prime \prime}\left(\mathscr{L}_{(2)}^{(1.0)}\left(\mathscr{H} \cdot \mathcal{D}_{z}^{\prime \prime}\right)\right)$. We conclude that there exists $\nu \in \mathscr{L}_{(2)}^{(1.0)}\left(. \mathscr{H} \cdot \mathcal{D}_{z}^{\prime \prime}\right)$ such that

$$
\left(\mathcal{D}_{z}^{\prime} \eta_{\neq(0.0)}\right)_{\neq(0.0)}=\nu+\omega
$$

with $\omega=\sum_{\beta, \ell . k} \omega_{\beta, \ell, k \cdot e^{\prime\left(z_{\beta, \ell, k}\right)}}^{\left(n_{k}\right)} d t$ and each $\omega_{\beta, \ell, k}$ is a distribution such that $\partial_{T} \omega_{\beta, \ell, k}=0$. i.e. $\mathcal{D}_{z}^{\prime \prime} \omega=0$ : hence cach $\omega_{3, f, k}$ is a holomorphic function. We note now that each $\omega_{3, k, k} e_{\beta, \ell, k}^{\prime\left(z, z_{0}\right)} d t$ belongs to $\mathscr{L}_{(2)}^{(1.0)}\left(\not \mathscr{H}\right.$. $\left.\mathcal{D}_{z}^{\prime \prime}\right)$. Indeed, the $L^{2}$ condition is that

$$
\left|t \omega_{i, \ell, k, k}\right|\left\|e_{\substack{\prime \\ 3,(, k) \\\left(z_{0}\right)}}\right\|=r^{\ell=\left(q_{\beta, c_{0}}+\beta\right)+1} \mathrm{~L}(r)^{\ell / 2}\left|\omega_{\beta, k, k}\right| \in L_{\mathrm{loc}}^{2}(d \theta d r / r),
$$

which is clearly satisfied as

$$
\int_{0}^{R 2} r^{2 f}=\left(q_{3,5}+3\right)+2 \mathrm{~L}(r)^{\ell} \frac{d r}{r}<+\infty
$$

if $z$ is sufficiently close to $z_{0}$ so that $\ell_{z}\left(q_{\beta, \zeta_{0}}+\beta\right)>-1$ (recall that $\ell_{z_{0}}\left(q_{\beta, \zeta} \zeta_{0}+\beta\right) \in$ [0.1[). We can now conclude that $\mathcal{D}_{z}^{\prime} \eta_{\neq(0,0)}$ is a section of $\mathscr{L}_{(2)}^{(1.0)}(\mathscr{H})$ and that

$$
\varphi \frac{d t}{t}+\varphi \frac{d \bar{t}}{\bar{t}}=\mathcal{D}_{z} \eta_{\neq(0,0)}+\widetilde{\psi} \frac{d t}{t}+\varphi_{(0,0)} \frac{d \bar{t}}{\bar{t}}
$$

in other words. we are reduced to the case when $\varphi=\varphi_{(0,0)}$.
Let $\gamma$ be such that $\ell_{z_{0}}\left(q_{\gamma, \zeta_{0}}+\gamma\right)=0$. We claim that, for any $\lambda \in \mathbb{Z}$ and $\kappa$, the coefficient $(P \cdot \varphi)_{\gamma, \lambda, k, 0}$ is a lincar combination of terms $\varphi_{\gamma, \ell, k, 0}$ with $\ell \geqslant \lambda+3$, coefficients being holomorphic functions of $z$ in a neighbourhood of $z_{o}$.

Indeed, by (6.2.7) and by the assmmption $\varphi=\varphi_{(0,0)}$. we have

$$
\left(P \cdot \varphi_{, \beta, \ell, k, 0} e_{(\beta, \ell, k}^{\left(z_{0}\right)}\right)_{\gamma, \lambda, k}= \begin{cases}\operatorname{tp}(t, z) \varphi_{\beta, \ell, k, 0} & \text { if } \beta \neq \gamma \text { or } \beta=\gamma \text { and } \ell \leqslant \lambda+2 \\ p(t, z) \varphi_{\beta, \ell, k, 0} & \text { if } \beta=\gamma \text { and } \ell \geqslant \lambda+3\end{cases}
$$

for some holomorphic function $p(t, z)$ (depending on $\beta, \gamma, \ell, \lambda, k, \kappa)$. Therefore, a nonzero coefficient not depending on $\theta$ in the Fourier expansion appears only in the second case, by taking $p(0, z) \varphi_{\beta, \ell, k, 0}$.

Consider now the component on $e_{\gamma, \lambda, k}^{\left(z_{0}\right)} \frac{d t}{t} \wedge \frac{d \bar{t}}{\bar{T}}$ of the relation $\mathcal{D}_{z}^{\prime \prime}(\psi d t / t)+$ $\mathcal{D}_{z}^{\prime}(\varphi d \bar{t} / \bar{t})=0$. when $\ell_{z_{0}}\left(q_{\gamma}, \zeta_{0}+\gamma\right)=0$. We get

$$
\begin{align*}
& \frac{1}{2} r \partial_{r}, \psi_{\gamma, \lambda, \kappa, 0}(r, z)  \tag{6.2.14}\\
& \quad=\left(\frac{z}{2} r \partial_{r}+\gamma \star z\right)\left(\varphi_{\gamma, \lambda, \kappa, 0}(r, z)\right)+\varphi_{\gamma, \lambda+2, \kappa, 0}(r, z)+(P \cdot \varphi)_{\gamma, \lambda, \kappa, 0}
\end{align*}
$$

We know, by Lemma 0.9.2, that either $\gamma \star z_{o} \neq 0$, so $\gamma \star z$ is invertible for $z$ near $z_{o}$, or $\gamma=0$ and hence $\gamma \star z \equiv 0$. We will show by decreasing induction on $\lambda$ that

$$
\varphi_{\gamma, \lambda, \kappa .0}(r, z) e_{\gamma, \lambda, \kappa}^{\prime\left(z_{0}\right)} \frac{d \bar{t}}{\bar{t}}=\mathcal{D}_{z}^{\prime \prime}\left(\eta_{\gamma, \lambda, \kappa, 0}(r, z) e_{\gamma, \lambda, \kappa}^{\prime\left(z_{0}\right)}\right)=\frac{1}{2} r \partial_{r}\left(\eta_{\gamma, \lambda, \kappa, 0}(r, z)\right) e_{\gamma, \lambda, \kappa}^{\prime\left(z_{0}\right)} \frac{d \bar{t}}{\bar{t}}
$$

for some section $\eta_{\gamma, \lambda, \kappa, 0)}(r, z) e_{\gamma, \lambda, \kappa_{i}}^{\left(z_{n}\right)}$ of $\mathscr{L}_{(2)}^{0}\left(\mathscr{H}^{\prime}, \mathcal{D}_{z}\right)$. This will be enough to conclude the proof of the lemma.

Assume first that $\gamma \star z_{o} \neq 0$. Then (6.2.14) allows us to write

$$
(\gamma \star z) \varphi_{\gamma, \lambda, \kappa, 0}=\frac{1}{2} r \partial_{r}\left[\psi_{\gamma, \lambda, \kappa .0}-z \varphi_{\gamma, \lambda, \kappa, 0}-\sum_{m \geqslant 2} c_{m}(z) \eta_{\gamma, \lambda+m, \kappa, 0}\right]
$$

with $c_{m}(z)$ holomorphic near $z_{0}$ and $c_{2} \equiv 1$. Let us denote ly $(\gamma \star z) \eta_{\gamma, \lambda . f .0}$ the term between brackets. The $L^{2}$ condition to be satisfied is
and we have by assumption

$$
\begin{aligned}
& \left|\varphi_{\gamma, \lambda . r .0)}(r . z)\right|^{t=\left(q_{, \ldots, c_{0}}+\hat{i}\right)} \mathrm{L}(r)^{\lambda / 2} \in L_{\mathrm{loc}}^{2}(d r / r)
\end{aligned}
$$

Clearly. these conditions imply (6.2.15). Moreover. we have
and this satisfies the $L^{2}$ condition as $m \geqslant 2$.
Consider now the case when $\gamma=0$. Then ( 6.2 .14 ) allows us to write, with a small change of notation.

Let us denote by $\eta_{0, \lambda . f .0}$ the term between brackets. We have by assmmption

$$
\begin{aligned}
& \left|\varphi_{0} \cdot \lambda-2 . r_{i 0}(r \cdot z)\right| \mathrm{L}(r)^{(\lambda-2) / 2} \in L_{\text {1oc }}^{2}(d r / r)
\end{aligned}
$$



$$
\left|r_{0, \lambda . \kappa: 0)}(r: a)\right| \mathrm{L}(r)^{\lambda / 2-1} \in L_{\text {lor }}^{2}(d r / r) .
$$

Moreover. we have
which is $L^{2}$ by assmuntion.
6.2.f. End of the proof of Theorem 6.2.5. - First. it casily follows from Lemma
6.2.13 that the natural inclusion of the complex

$$
0 \longrightarrow \mathrm{Ker}_{z}^{\prime \prime()} \xrightarrow{\mathcal{D}_{z}^{\prime( }} \cdot \mathscr{L}_{(2)}^{(1.0)}(\mathscr{K}) \cap \operatorname{Ker} \mathcal{D}_{z}^{1} \longrightarrow 0
$$

in the complex (6.2.12) is a quasi-isomorphism. We note that $\mathscr{L}_{(2)}^{(1.0)}\left(\mathscr{K}^{\prime}\right) \cap \mathrm{Ker} \mathcal{D}_{\tilde{z}}^{1}=$ $\mathscr{L}_{(2)}^{(1,0)}(\mathscr{\mathscr { C }}) \cap \operatorname{Ker} \mathcal{D}_{z}^{\prime \prime 1}$. A section of each of the sheaves in this complex is therefore holomorphic away from $t=0$. by the usual Dolbeault-Grothendieck lemma. The $L^{2}$
condition implies that the coefficicnts in the bases $\boldsymbol{e}^{\left(z_{n}\right)}$ or $\boldsymbol{e}^{\prime\left(z_{n}\right)} d t / t$ have moderate growth at $t=0$. hence are meromorphic. The complex $\operatorname{DR}(. \widetilde{1 /})_{(2)}$ is therefore isomorphic to the previous complex shifted by 1 . the morphism being given by the identity on the term of degree -1 and by the multiplication by $z$ (the rescaling) on the term of degree 0 .

## 6.2.g. End of the proof of Theorem 6.1.1 on a Riemann surface

 O$x$-module of weight (0) as in Theorem 6.1.1.

Corollary 6.2.16. The complex $f_{\uparrow}$. // is strict.
Proof. Argue as in the proof of Hodge-Simpson Theorem 2.2.4. For any $z_{0} \in \Omega_{0}$. $f_{\dagger} M_{z_{0}}$, has finite dimensional cohomology. It follows from Proposition 6.2.4(1) that each $\operatorname{DR}\left(\widetilde{M}_{-0}\right)_{(2)}$ has finite dimensional hypercohomology on $X$ and, by Theorem 6.2.5. so does $\mathscr{L}_{(2)}^{1+}\left(H . \mathcal{D}_{2,}\right)$. One can therefore apply Hodge Theory to the complete manifold $X^{*}$ and the Laplace operator $\Delta_{z_{2}}$. As this operator is essentially independent of $z_{0}$ by (2.2.5). $z_{0}$-harmonic sections are $z$-harmonic and $\mathcal{D}_{z}$-closed for any $z$. Moreover. the have finite dimension.
 ment as in the smooth case (see the part of the proof of the Hodge-Simpson Theorem 2.2 .4 concerning strictucsis).

## Remarks 6.2.17

(1) Let $M$ be an irreducible holonomic S-module with regular singularities. We have $\operatorname{DR} M_{\mid K^{*}}=L[1]$. where $L$ is an irreducible local system on $X^{*}$. and $\operatorname{DR} M=$ $j_{*} L[1]$ is the intersection complex attached to the shifted local system DR $M_{X^{*}}=L[1]$. if $j: X^{*}=X \backslash I \hookrightarrow X$ denotes the inclusion. In particular. DR $M$ has cohomolog. in degree -1 only: Consequently: if $M \neq 厅_{x}$, i.e., if $L \neq \mathbb{C}_{X}$. we have

$$
\boldsymbol{H}^{-1}(X . \operatorname{DR} M)=H^{0}\left(X, j_{*} L\right)=0 .
$$

and. by Poincare duality and using that the dual $M I^{\vee}$ is also irreducible we have $\boldsymbol{H}^{1}(X . \operatorname{DR} M)=0$. Therefore. $f_{\dagger} M=f_{\dagger}^{0} M$.
 weight 0 . If we assmme that, $\bar{T}$ is simple and has strict support $X$. and if, $\bar{T}$ is
 Remark 4.2.14. we know that the restriction $M$ of $/ \mathbb{I \prime}$ at $z_{0}=1$ is simple and not equal to OX: then. by the remark above the restriction $f_{\dagger} M I$ at $z_{0}=1$ of $f_{\dagger}$. $/ /$ has cohomology in degree 0 only: as $f_{\ddagger} \cdot \not / 1$ is strict. it must have colomology in degree 0 only. We note also that all sections of $f_{\dagger}^{0} \cdot \not / \mathbb{I}$ are primitive with respect to the Lefischetz morphism associated to any $C^{x}$ metric on $X$.

The twistor condition. We can assume that $\mathscr{T}$ is simple and has strict support $X$, and we also assume that $\mathscr{T}$ is not equal to the twistor $\mathscr{A}$-module associated to $\mathscr{O}_{2}$ (otherwise the result is clear). We want to prove that the twistor condition is satisfied for $f_{\dagger} \cdot \mathscr{T}=f_{\dagger}^{0} \cdot \mathscr{T}$. First, the harmonic sections $\operatorname{Harm}^{1}(X, H)$ with respect to any $\Delta_{\tilde{z}_{0}}$ form a lattice in $\boldsymbol{H}^{0}\left(X . \operatorname{DR}\left(. \widetilde{U}_{(2)}\right)\right.$ : this is proved as in $\S 2.2 .1$, replacing the $C^{\infty}$ de Rham or Dolbeault complex with the $L^{2}$ complex. and using Theorem 6.2.5. Then the polarization property is proved as in $\S 2.2$.b. with the simplification that all harmonic sections are primitive.

### 6.3. Proof of $(6.1 .1)_{(n, m)} \Rightarrow(6.1 .1)_{(n+1 . m+1)}$

Let $f: X \rightarrow Y$ be a projective morphism between complex manifolds and let $(\mathscr{T}, \mathscr{S})=(\mathscr{M} . \mathscr{M}, C . I \mathrm{Id})$ be an object of $\mathrm{MT}^{(r)}(X .0)^{p}$ (it is casy to reduce to the case of weight 0 by a Tate twist). We assume that it has strict support a closed irreducible analytic set $Z \subset X$. Put $n+1=\operatorname{dim} Z$ and $m+1=\operatorname{dim} f(Z)$. Fix a relatively ample line bundle on $X$ and let $c$ be its Chern class.

We know by Corollary 1.4.6 that the $f_{\dagger}^{i}$. It are holonomic. Let $t$ be a holomorphic function on an open set $V \subset Y$ and put $g=t \circ f: f^{-1}(V) \rightarrow \mathbb{C}$. We assume that $\{t=0\} \cap f(Z)$ has everywhere codimension one in $f(Z)$. We will now show that the $f_{\dagger}^{i} \cdot \not /$ are strictly S -decomposable along $t=0$. by proving that the other conditions for a twistor object are also satisfied.

Consider first $\oplus_{i} f_{\dagger}^{i} \Psi_{g, \kappa} . \mathscr{T}$ for $\operatorname{Re}(\alpha) \in\left[-1.0\left[\left(\right.\right.\right.$ resp. $\left.\mathcal{D}_{i} f_{\dagger}^{i} \phi_{g .0} . \mathscr{T}\right)$ with its nilpotent endomorphism $f_{\dagger}^{i} \cdot \mathcal{Y}$ and monodromy filtration M. $\left(f_{\uparrow}^{i} \cdot \mathcal{Y}\right)$. and the nilpotent Lefschetz endomorphism $\mathscr{L}_{c}$.

Claim 6.3.1. For any a with $\operatorname{Rea} \in[-1.0]$. the object

$$
{ }_{i, \ell}\left[\mathrm{gr}_{\nmid}^{\mathrm{M}} f_{\dagger}^{i} \Psi_{g, \Omega}(. \mathscr{T}) \cdot \mathrm{gr}_{\neq}^{\mathrm{M}} f_{\dagger}^{i} \Psi_{g \times \kappa}(\mathscr{P}) \cdot f_{\dagger}^{i} \cdot \mathscr{N} \cdot \mathscr{L}_{r}\right]
$$

is an object of $\mathrm{MLT}^{(\mathrm{r})}(V, u:-1,1)^{(\mathrm{p})}$. Similarly.
is an object of $\operatorname{MLT}^{(\mathrm{r})}(V, w ;-1,1)^{(\mathrm{p})}$.
Sketch of proof. By the inductive assumption for $\alpha \neq 0$ and using Corollary 4.2.9 if $\alpha=0$, we know that
(resp. ...) is an object of $\operatorname{MLT}^{(r)}(V, w ;-1.1)^{(\mathrm{p})}$. Then we can apply Corollary 4.2.11.

As a consequence, we get the strictness of $f_{\dagger}^{i} \Psi_{g, \alpha} \cdot \mathbb{Z I}$ for any $\alpha$ with Re $\alpha \in[-1,0[$, hence that of $f_{\uparrow}^{i} \psi^{\prime} g . \alpha . / I$ for any $\alpha \notin \mathbb{N}$. as this is a local property with respect to $z$. Similarly. we get the strictness of $f_{\dagger}^{i} \psi_{g .0} \cdot \mathbb{M}$. hence that of $f_{\dagger}^{i} \psi_{g . a} \cdot \mathbb{M}$ for any $\alpha \in \mathbb{N}$.

Applying Theorem 3.3.15, we conclude that the $f_{\dagger}^{i} / \not / K$ are regular and strictly specializable along $t=0$. By Corollary 3.6.35. we have $f_{\dagger}^{i} \Psi_{g, \kappa} \cdot \boldsymbol{T}=\Psi_{t, \kappa} f_{\dagger}^{i} \cdot \mathcal{T}$ for any a with Rea $\in\left[-1.0\left[\right.\right.$ and $f_{\dot{\dagger}}^{i} \phi_{g .0} \cdot \mathscr{T}=\phi_{t .0} f_{\dagger}^{i} \cdot \mathscr{T}$.

Now. Condition $\left(\mathrm{MLT}_{>0}\right)$ along $t=0$ is satisfied for $\oplus_{i} f_{\dagger}^{i} \mathscr{T}$, because of the claim. According to Remark 3.6.22. strict S-decomposability along $t=0$ follows then from Proposition 4.2.10. i.e.. the analogue of Proposition 2.1.19: indeed. as $f_{\dagger}^{i} \cdot \mathcal{Y}$ commutes with $\mathscr{L}_{c}$, it is enongh to prove the S-decomposability of the primitive (relative to $\mathscr{L}_{C}$ ) modules $P f_{\dagger}^{i} \cdot \mathscr{I}_{\text {: }}$ apply then Proposition 4.2 .10 to the objects gr ${ }^{\mathrm{N1}} \psi_{g .-1} P f_{\dagger}^{i}\left(\mathscr{T} . \mathscr{Y}^{\prime}\right)=\mathrm{gr}^{\mathrm{N}} P f_{\dagger}^{i} \psi_{g .-1}\left(\mathscr{T} . \mathscr{Y}^{\prime}\right)$ and $\mathrm{gr}^{\mathrm{N}} \phi_{g .0} P f_{\dagger}^{i}\left(\mathscr{T} . \mathscr{Y}^{\prime}\right)=$ gr ${ }^{\text {M }} P f_{\dagger}^{i} \phi_{g, 0}\left(. \mathscr{T}, \mathscr{S}^{\prime}\right)$, which are polarized graded Lefischetz objects according to

 $\left(\psi_{g,-1} P f_{\dagger}^{i} \cdot M_{1}, \mathrm{M}_{\bullet-1}\right)$ are strictly compatible with the monodromy filtrations (cf. [56. Lemma 5.1.12]) to get that $\phi_{g .0} P f_{\dagger}^{i} \mathscr{M}=\operatorname{Im}$ can 4 Ker var. hence the S-decomposability of $f_{\dagger}^{i} \cdot \mathscr{1 1}$ and then, as in Proposition 3.5.8. that of $f_{\dagger}^{i} \cdot \mathscr{T}$.

### 6.4. Proof of $(6.1 .1)_{(\leqslant(n-1), 0)}$ and $\left((6.1 .1)_{(1,0)}\right.$ with Supp $\mathscr{T}$ smooth) $\Rightarrow$ ${(6.1 .1)_{(n, 0)} \text { for } n \geqslant 1}$

We will argue as in [56. §5.3.8] by using a Lefschetz pencil. Let ( $\mathscr{T} . Y^{\prime}$ ) be a polarized regular twistor ${ }^{2}$-module of weight $w$ on a smooth complex projective variety and let c be the Chern class of an ample line bundle on $X$. We assmme that $\mathscr{T}$ has strict support $Z$. which is an irreducible closed $n$-dimensional algebraic subset of $X$ $(n \geqslant 1)$. It is not restrictive to assume that $c$ is very ample, so that, by Kashiwara's equivalence, we can further assmme that $X=\mathbb{P}^{N}$ and $c=c_{1}\left(\ell_{\mathbb{P}}(1)\right)$. Choose a generic pencil of hyperplanes in $\mathbb{P}^{N}$ and denote by $\tilde{X} \subset X \times \mathbb{P}^{1}$ the blowing up of $\mathbb{P}^{N}$ along the axis $A$ of the pencil. We have the following diagram:


We note also that the restriction of $\pi$ to any $f^{-1}(t)$ is an isomorphism onto the corresponding hyperplane in $X$. Put $c^{\prime}=c_{1}\left(\vartheta_{\mathbb{P}}(1)\right)$. Using Remark 1.6.8, we will assume that $\mathscr{T}$ has weight $w=0$ and that $(\mathscr{T} . \mathscr{S})=((. \mathscr{M} ., \mathscr{M} . C)$. (Id. Id $))$.

The proof will take five steps:
(1) We show that $\pi^{+}(\mathscr{T}, \mathscr{S})$ satisfies (HSD), (REG), (MT $>_{>0}$ ) and (MTP $>_{>0}$ ) along $f^{-1}(t)$, for any $t \in \mathbb{P}^{1}$.

Choose the pencil generic enongh so that the axis $A$ of the pencil is noncharac－ teristic with respect to $\mathscr{Z 1}$ ．Then the inchasion $\tau: \widetilde{X} \hookrightarrow X \times \mathbb{P}^{1}$ is noncharacteristic for $p^{+}, \mathscr{M}(c f, \S 3.7)$ ：this is clear away from $\widetilde{A}$ ：if the characteristic variety $\Lambda$ of $\mathscr{Z}$ is contained in a union of sets $T_{Z_{i}}^{*} X \times \Omega_{0}$ ，with $Z_{i} \subset Z$ closed，algebraic and irreducible． then，if $A$ is noncharacteristic with respect to cach $Z_{i}$ ．so is $\tilde{A}$ and therefore $\tilde{X}$ near any point of $\widetilde{A} \cdots$ with respect to cach $Z_{i} \times \mathbb{P}^{1}$ ．The characteristic variety of $\pi^{+}$． $\mathbb{Z}$ is contained in the mion of sets $T_{\tilde{Z}_{i}}^{*} \widetilde{X} \times \Omega_{0}$ ．where $Z_{i}$ is the blow－up of $Z_{i}$ along $A \cap Z_{i}$ ．

Moreover．for any $t \in \mathbb{P}^{1}$ ．the inclusion $A \times\{t\} \hookrightarrow \tilde{X}$ is noncharacteristic for $\pi^{+}, \mathbb{Z}=\tilde{i}^{+} p^{+}, \mathbb{Z}$ ：by the choice of $A$ ．for any $Z_{i}$ as above．the intersection of $T_{A \times\{t\}}^{*}\left(X \times \mathbb{P}^{1}\right)$ with $T_{Z_{i} \times \mathbb{P}}^{*}\left(X \times \mathbb{P}^{1}\right)$ is contained in the $\%$ ero－section of $T^{*}\left(X \times \mathbb{P}^{1}\right)$ ．As we have $T_{A \times\{t\}}^{*}\left(X \times \mathbb{P}^{1}\right)=\left(T^{*} \tilde{\imath}\right)^{-1} T_{A \times\{t\}}^{*} \tilde{X}$ ．it follows that $T_{A \times\{t\}}^{*} \tilde{X} \cap T_{\bar{Z}_{i}}^{*} \tilde{X} \subset T_{\tilde{X}}^{*} \tilde{X}$ ．

This implies that．for any $t \in \mathbb{P}^{1}$ ．the inchusion $f^{-1}(t) \hookrightarrow \widetilde{X}$ is noncharacterist ic for $\pi^{+}$． $\mathbb{I}$ nocar any point $\left(. r_{o}, t\right) \in A \times\{t\}$ ．

Therefore，near each point $x_{0}$ ，of the axis of the pencil．$\iota^{\prime} f-t \pi^{+}(. ⿹ 勹 䶹)$ is identified with $v_{g}(\mathscr{T} . \mathscr{Y})$ ．where $g=0$ is a local equation of the hyperplane $f=t$ near $x_{0}$ ：argue as in the begimning of the proof of Lemma 3．7．4 to show that $\pi^{+}$．$/ 1$ is specializable along $f=t$ and that there exists a good $V$－filtration for which $\mathrm{gr}_{-1}^{+} \cdot \widetilde{\mathbb{H}}=i_{f}^{+}{ }^{\prime}(t) \cdot \widetilde{\mathbb{I}}$ ： this module is equal to $i_{y}^{+}{ }^{\prime}(0)^{\prime \prime} / I=i_{g} . / /$ as ．$/ /$ is assumed to be strictly nonchar－ acteristic with respect to $g=0$ ：it follows that $\pi^{+}$．$/ /$is so with respect to $f=t$ a similar argment is used to identify the sesquilinear pairings：the identification of the sescquilinear dualities canses no problem．as ther all are equal to（Id．Id）．

Using the identification above near the axis．and the properties assmed for（．⿹勹巳一 on and away from the axis．we get all properties for $\pi^{+}$（． ，．V ）along any fibere $f^{-1}(t)$ （regularity follows from Lemma 3．7．1）．This conchudes（1）．
（2）As $A$ cuts $Z$ in codimension 2．the support of $\pi^{+}, \not / I$ is the blow－up $\tilde{Z}$ of $Z$ and the fibres of $f_{\mid \tilde{Z}}$ all have dimension $n-1$ ．According to Step（1）and to Assmmption
 object of the category $\operatorname{MLT}^{(r)}\left(\mathbb{P}^{1} \cdot w^{:}: 1\right)^{(p)}$ with $w^{\prime}=0$ ．Let us denote by $a$ ．the constant map on the space e．Then．by assmuption（i．e．by the result of $\S 66.2$ ）， $\left(\exists_{i} r_{F 1}^{j}+f_{+}^{i} \pi^{+}(\mathscr{T} . \mathscr{Y}), \mathscr{L}_{r} \ldots \mathscr{L}_{r^{\prime}}\right)$ is a polarized bigraded Lefschetz twistor structure of weight $w=0$ ．It follows from Lemma 2．1．20 that

$$
\left(\oplus_{k i}\left(\oplus_{i+j=k} \cdot\left(a_{\text {Dil }}^{j}+f_{+}^{i} \pi^{+}(. ⿹ 勹 冫)\right) . \mathscr{L}_{c}+\mathscr{L}_{c^{\prime}}\right)\right.
$$

is a polarized graded Lefschetz twistor structure of weight $w=0$ ．By using the same arguments as in［15］．one shows that the Leray spectral sequence

$$
\operatorname{Si}_{i} a_{1+}^{j} f_{+}^{j} \pi^{+} . ⿹ \Longrightarrow k_{i}^{k} a_{\hat{N}}^{k}+\pi^{+} . ⿹ 勹
$$

degenerates at $E_{2}$ ．Therefore，the Leray filtration Ler $a_{\hat{X},+}^{k} \pi^{+}$． $\mathcal{T}^{2}$ attached to this spectral sequence satisfies in particular the following properties：
（a） $\mathrm{gr}_{\mathrm{Lcr}}^{j} a_{\tilde{\mathrm{X}}}^{k} \cdot+\pi^{+} \cdot \mathscr{T}=a_{\mathscr{T}+}^{j} f_{+}^{k-j} \pi^{+} \cdot \mathscr{T}=0$ for $j \neq-1,0,1$ ；
（b） $\mathscr{L}_{c}^{k+1}: \operatorname{Ler}^{1} a_{\tilde{X},+}^{-k} \pi^{+}, \mathscr{T} \rightarrow \operatorname{Ler}^{1} a_{\tilde{\mathrm{X}},+}^{k+2} \pi^{+}, \mathscr{T}\left(k^{+}+1\right)$ is an isomorphism for any $k \geqslant 0$（because $\operatorname{Ler}^{1}=\operatorname{grar}_{\mathrm{Ler}}^{1}$ ）：


We conclude from（2a）that the object $\left(\Theta_{k} \cdot a_{\tilde{X}}^{k} \cdot \pi^{+}, \mathscr{T}, \mathscr{L}_{1}+\mathscr{L}_{n^{\prime}}\right)$ is an extension of graded Lefschetz twistor structures of weight $w=0$ and．by Remark 2．1．18，is itself such an object（this argument is similar to that used in［28．Th．5．2］）．
（3）We now prove that $\pi_{+} \pi^{+}$． $\mathscr{T}$ decomposes as a direct sum，one summand be－
 follow the proof given in［56． $8,5.3 .9]$ ．

Everything has to be done along $A$ only，as $\pi$ is an isomorphism outside of $A$ ． Let $g$ be a local equation of a hyperplane contaning $A$ ．Then $\pi^{+}$，$/ /$is strictly non－ characteristic：along both components of $g \circ \pi=0$ and their intersections．so we can apply Lemma 3．7．9．Arguing as in Clain 6.3 .1 （this is permissible due to the inductive assumption $(6.1 .1)_{(\leqslant(1-1) .(1))}$ ．as the fibres of $\pi: \bar{Z} \rightarrow Z$ have dimension
 and $\left(\right.$ NLTP $\left._{>0}\right)$（see Lemma 4．2．7）along $g=0$ ．We can cover $A$ by finitely many open sets where we can apply the previous argment．After［15］．the complex $\pi_{+} \pi^{+}$． 9 de－ composes as $; \pi_{+}^{i} \pi^{+}$． $\boldsymbol{T}[-i]$ and clearly $\pi_{+}^{i} \pi^{+}$，ग is supported on $A$ if $i \neq 0$ ．We note
 and $\left(\mathrm{MTP}_{>0}\right)$ along $!=0$ ．We will identify $(. ⿹ 勹 厶)$ with a direct smmand of it．
 with． $\mathbb{I}_{2}$ supported on $A$ and ／I $_{1}$ has no submodule nor（quotient supported on $A$ （use the S－decomposability along any $g=0$ as above）．After lemma 3．7．5．there is an adjunction morphism $\cdot \mathbb{Z} \rightarrow$ ．$/(0$ ．This morphism is an isomorphism away from $A$ ，and is injective．as．／／has no submodule supported on $A$ ．Its image is thus contained in $\mathbb{Z}_{1}$ ．and is equal to $\mathbb{M}_{1}$ ．as ． $\mathbb{Z}_{1}$ has no quotient supported on $A$ ．Therefore．． $\mathbb{Z}=. \mathbb{M}_{1}$ ． That $C=C_{1}$ follows from Proposition 3．7．6．applied to any germ of hyperplane containing $A$ ．It remains to consider the polarization：notiee that $\pi^{+} \mathscr{S}=(\mathrm{Id} . \mathrm{Id})$ ． and that $\pi_{+}^{0} \pi^{+} . \mathscr{S}=(\mathrm{Id} . \mathrm{Id})$ ．as $\left(\pi_{+}^{0} \pi^{+} . \mathscr{T}\right)^{*}=\pi_{+}^{0}\left(\pi^{+}, \mathscr{T}\right)^{*}=\pi_{+}^{0} \pi^{+}$． $\mathbb{T}$ ：hence the identification of the polarizations．
（4）As $\mathscr{L}_{"^{\prime}}$ vanishes on $\mathscr{T}$ ．we conclude from Step（3）that（ $a_{\text {S．}+, \mathcal{T}} . \mathscr{L}_{c}$ ）is a direct summand of $\left(a_{\tilde{X} .+} \pi^{+} . \mathscr{T}, \mathscr{L}_{6}+\mathscr{L}_{c^{\prime}}\right)$ ．From Step（2）and［15］we have a（non canon－

 $\left(\oplus_{k} a_{\mathrm{X} .+}^{k}, \mathscr{T}, \mathscr{L}_{\sim}\right)$ is a graded Lefschetz twistor structure of weight $w=0$ ，being a direct summand of the graded Lefschetz twistor structure（ $\left.\boldsymbol{I}_{k} \cdot a_{\tilde{X} \cdot+}^{k} \pi^{+}, \mathscr{T}, \mathscr{L}_{c}+\mathscr{L}_{c^{\prime}}\right)$ ．
（5）It remains to show the polarization property．In order to do so，we will use the Fact 2．1．9 in its graded Lefischetz form given by Remark 2．1．16．Let us denote by $P^{\prime} a_{T 1,+}^{0}\left(\oplus_{k} \cdot f_{+}^{k} \pi^{+}, \mathscr{T}\right)$ the $\mathscr{L}_{c}^{\prime}$－primitive part of $a_{=1,+}^{0}\left(\mathscr{G}_{k} . f_{+}^{k} \pi^{+}, \mathscr{T}\right)$ ．that is，the kernel of $\mathscr{L}_{c^{\prime}}$ acting on the previous space．Then $P_{0}^{\prime} \stackrel{\text { def }}{=}\left(P^{\prime} a_{\text {pl }}^{0}+\left(\$_{k} f_{+}^{k} \pi^{+}, \mathscr{T}\right), \mathscr{L}_{r}\right)$ remains a （simply）graded Lefschetz twistor structure of weight $\ddot{u}=0$ ，polarized by the family of sescquilinear dualities $a_{81}^{0}, f_{-}^{\prime /} \pi^{+}$． $\boldsymbol{ク}^{\prime}$ ．

According to Remark 2．1．16，we get the desired property if we show that
（a）$\left(\oplus_{k} \cdot a_{X,+}^{k}, \mathscr{T}, \mathscr{L}_{c}\right)$ is a sub）graded Lefschetz $t$ wistor structure of $P_{0}^{\prime}$ ，
（b）the polarization of $P_{0}^{\prime}$ induces the family $\left(a_{\mathrm{X},+}, \mathcal{Y}\right)_{k}$ ．
By definition，for $k \geqslant 0 . P a_{X}^{-k}, \mathscr{T}$ is the kernel of $\mathscr{L}_{c}^{k+1}$ acting on $a_{X .+}^{-k} . \mathscr{T}$ ．It fol－ lows from（2b）that $P a_{X++}^{-k}, \mathscr{T} \cap \operatorname{Ler}^{1} a_{\tilde{X} .+}^{-k} \pi^{+} . \mathscr{T}=\{0\}$ ．On the other hand，$a_{X++}^{-k}$ ， is contained in Ler $^{0} a_{\tilde{X},+}^{-k} \pi^{+}$． $\mathcal{T}$ as $\mathscr{L}_{C^{\prime}}$ vanishes on $a_{X,+}^{-k}, \mathscr{T}$ and according to（2c）．There－ fore，$P a_{X,+}^{-k}, \mathscr{T}$ is contained in $\operatorname{gr}_{\mathrm{Ler}}^{0} a_{\tilde{X} .+}^{-k} \pi^{+}$． $\boldsymbol{T}$ ．and more preciscly in the biprimitive part Ker $\mathscr{L}_{c^{\prime}} \cap \operatorname{Ker} \mathscr{L}_{:}^{k+1} \subset a_{\mathrm{F} 1 .+}^{0} f_{+}^{-k} \pi^{+}$． ．This gives（．5a）．

As we assume that $\mathscr{\mathscr { S }}=(\mathrm{Id} . \mathrm{Id})$ and $\mathscr{T}=\mathscr{T}^{*}$ ．the sesquilinear duality $a_{X,+}^{k} \mathscr{S}^{\prime}$ is nothing but the identification $\left(a_{X,+}^{k}, \mathcal{T}\right)^{*}=a_{X .+}^{-k} . ⿹ 勹 \mathcal{T}$ deduced from（1．6．14）．Similarly， the sescuilinear duality on $P_{0}^{\prime}$ is induced from the identification $\left(a_{\mathbb{F}}^{0},+f_{+}^{k} \pi^{+} . \mathscr{T}\right)^{*}=$ $a_{\mathbb{P I},+}^{0} f_{+}^{-k} \pi^{+}$． ．That the former identification is induced by the latter is a consequence of Lemma 1．6．17（2）and（3）．

## 6．5．Proof of Theorem 6．1．3

We will prove it by induction on dim $X$ ．The result is clear when dim $X=0$ ．It is easy if $\operatorname{dim} X=1$ ：by Remark 4．1．7，it is enough to verify Properties（HSD），（REG）， （ $\mathrm{MT}_{>0}$ ）and（ $\mathrm{MTP}_{>0}$ ）along any coordinate；as nearby cycles reduce then to ordinary restriction，the result is clear．

Let $\operatorname{dim} X=n \geqslant 2$ and let $(\mathscr{T} . \mathscr{Y})$ be a smooth twistor structure of weight $w$ on $X$ ． It is enough to consider the case when $w=0$ and $\mathscr{S}=(\mathrm{Id}, \mathrm{Id})$ ．By the computation of Proposition 3．8．1 and by induction on dim $X$ ．we know that Properties（HSD）， （REG）．$\left(\mathrm{MT}_{>0}\right)$ and $\left(\mathrm{MTP}_{>0}\right)$ are satisfied along any function like $x_{1} \cdots x_{p}$ and，by Remark 4．1．7，along any monomial $\left(x_{1} \cdots x_{p}\right)^{r}$ ．

Let $t: U \rightarrow \mathbb{C}$ be any nonconstant holomorphic function on a connected open set $U$ of $X$ ．Let $\pi: \widetilde{U} \rightarrow U$ be a resolution of singularities of $t$ ：there exist local coordinates near each point of $\widetilde{U}$ so that $t \circ \pi$ is a monomial when expressed in these coordinates．It is a projective morphism．Choose a relatively ample line bundle on $\widetilde{U}$ and denote by $c$ its Chern class．We assume that Properties（HSD）．（REG），（MT＞0） and $\left(\mathrm{MTP}_{>0}\right)$ are satisfied for the inverse image $\pi^{+} . \mathscr{T}$ along $t \circ \pi=0$ ．Then，by the argument of $\S 6.3$ ，they are satisfied for $\bigoplus_{i} \pi_{+}^{i} \pi^{+} . \mathscr{T}$ along $t=0$ ．In particular，
$\pi_{+}^{0} \pi^{+} \mathscr{T}$ is strictly S-decomposable along $t=0$. We denote by $\mathscr{T}^{\prime}=\left(\cdot \mathscr{U}^{\prime}, \mathscr{U}^{\prime}, C^{\prime}\right)$ its component not supported by $t=0$. Remark that. for $\operatorname{Re}(\alpha) \in[-1.0]$. we have $\Psi_{t, k} \cdot \mathscr{T}^{\prime}=\Psi_{t, \alpha} \pi_{+}^{0} \pi^{+}$, . Remark also that $\mathscr{L}_{\text {, }}$ acts by 0 on $\mathscr{T}^{\prime}$, as it acts by 0 on $\mathscr{T}$ and $\mathscr{T}=\mathscr{T}^{\prime}$ away from $t=0$. It follows that $\left(\mathscr{T}^{\prime} . . \boldsymbol{V}^{\prime}=(\mathrm{Id} . \mathrm{Id})\right)$ satisfies (HSD), (REG). $\left(\mathrm{MT}_{>0}\right)$ and $\left(\mathrm{MTP}_{>0}\right)$ along $t=0$.

The natural adjunction morphism $\mathscr{U} \rightarrow \pi_{+}^{0} \pi^{+}$, $\mathscr{M}$ of Lemma 3.7.5 is injective, as . $\mathscr{Z}$ is $\mathscr{O}$, -locally free. therefore it is an isomorphism onto $\cdot \mathscr{U}^{\prime}$. Moreover. $C^{\prime}=C+C_{1}^{\prime}$, where $C_{1}^{\prime}$ takes values in distributions supported on $t=0$. Therefore. for $\operatorname{Re}(\alpha) \in$ $\left[-1,0\left[\right.\right.$, we have $\psi_{t, \alpha} C^{\prime}=\psi_{1, \alpha} C$, and ( $\left.\mathscr{T}^{\prime}, \mathscr{S}^{\prime}\right)$ satisfics (HSD), (REG), ( $\left.\mathrm{MT}_{>0}\right)$ and ( MTP $_{>0}$ ) along $t=0$.

To end the proof. we now have to consider the case when the function $t$ is any monomial. By a multi-cyclic covering, we can reduce this monomial to a power $\left(x_{1} \cdots x_{p}\right)^{r}$ and we can apply the first part of the proof to the reduced monomial. We are therefore reduced to proving that, if $\pi$ is the covering

$$
\begin{gathered}
X=\mathbb{C}^{\prime \prime} \xrightarrow{\pi} Y=\mathbb{C}^{n} \\
\left(x_{1} \ldots x_{2} \ldots \ldots x_{n}\right) \longmapsto\left(x_{1}^{k}=y_{1}, x_{2} \ldots \ldots x_{k}\right)
\end{gathered}
$$

then. if $(\mathscr{T} . \mathscr{Y})$ is a smooth polarized twistor structure on $Y$. it is a direct summand of $\pi_{+}^{0} \pi^{+}(\mathscr{T}, \mathscr{Y})$. Indeed, we can assume (by induction on the number of cyclic coverings needed). that $\pi^{+}(\mathscr{T} . \mathscr{S})$ satisfies (HSD). (REG). ( ITT $_{>0}$ ) and (MTP $>0$ ) along $t \circ \pi=0$. We will conclude as above that $\pi_{+}^{0} \pi^{+}(. \mathscr{T} . \mathscr{Y})$ does so along $t=0$. and therefore so does ( $\left(\mathscr{T} . Y^{\prime}\right)$.

Put $\pi_{*} \mathscr{O}_{\boldsymbol{y}}=\left(O_{y}, \tilde{O}\right.$. where $\tilde{O}$ denotes the sheaf of functions having trace zero along $\pi$. Similarly. put

$$
\frac{d x_{1}}{z} \otimes \pi_{*} O_{y}=\left(\frac{d x_{1}^{k}}{z} \otimes O_{y}\right) \widetilde{\Omega}^{1} . \quad \widetilde{\Omega}^{1}=\left(\frac{d x_{1}^{k}}{z} \otimes \widetilde{O}^{\prime}\right) \oplus\left(\frac{d x_{1}}{z} \otimes O X_{1}\left[x_{1}\right]_{\leqslant k-2}\right) .
$$

where $\widetilde{\Omega}^{1}$ is the sheaf of relative 1 -forms having trace 0 along $\pi$ and $\mathscr{O}_{2},\left[x_{1}\right]_{\leqslant k-2}$ is the sheaf of polynomials of degree $\leqslant k-2$ in $x_{1}$ with coefficients depending on $x_{2} \ldots \ldots x_{n}$ only. We note that the relative differential $d: O_{0 y}\left(\square \widetilde{O} \rightarrow\left(\frac{d x_{1}^{k}}{z} \otimes \mathscr{O}_{n y}\right) \oplus \widetilde{\Omega}^{1}\right.$ is diagonal with respect to the direct sum decomposition.

We will compute $\pi_{+}$by using the diagram

$$
\begin{aligned}
& X C \stackrel{i}{ } \mathbb{C} \times X \xrightarrow{\varpi} Y \\
& \left(x_{1} \ldots \ldots x_{n}\right) \longmapsto\left(. x_{1}^{k} . x_{1} \ldots \ldots x_{n}\right) \longmapsto\left(. x_{1}^{k} \ldots \ldots x_{n}\right) .
\end{aligned}
$$

 $\left.k x_{1}^{k-1} \otimes \partial_{y_{1}} m, c f . \S 1.4 . \mathrm{b}\right)$. and $\pi_{+} \pi^{+} \cdot \mathscr{M}$ is the complex

$$
\pi_{*} \mathscr{O}_{3} \cdot \otimes_{0, y} \cdot \mathscr{M}[\tau] \xrightarrow{\nabla_{\bar{u}}} \frac{d x_{1}}{z} \otimes \pi_{*} \mathscr{O}_{\mathscr{Y}} \otimes_{O_{y, y}} \cdot \mathscr{M}[\tau] .
$$

with

$$
\nabla_{\varpi}\left(f \otimes m \tau^{j}\right)=d f \otimes m \tau^{j}+\frac{d x_{1}^{k}}{z} \wp\left[f \otimes\left(\partial_{y_{1}} m \tau^{j}-m \tau^{j+1}\right)\right] .
$$

As $\nabla_{\varpi}$ is compatible with the direct sum decomposition corresponding to the trace. we have a decomposition of $\mathscr{B}, y$-modules

$$
\left.\pi_{+}^{0} \pi^{+} \cdot \mathscr{M}=, \mathscr{M} a_{1}\right) \widetilde{\pi_{+}^{0} \pi^{+}, \mathscr{M}}
$$

We will now show that this decomposition is orthogonal with respect to $C^{\prime} \stackrel{\text { def }}{=}$ $\pi_{+}^{0} \pi^{+} C$. It is enough to show that, for compactly supported $(n, n)$ forms $\varphi\left(y_{1} \cdot x^{\prime}\right)=$ $\chi\left(y_{1} . x^{\prime}\right) d y_{1} \wedge d \bar{y}_{1} \wedge \prod_{j=2}^{n} d x_{j} \wedge d \bar{x}_{j}$.

$$
\begin{equation*}
\left\langle\varpi_{+}\left(i_{+} C^{\prime}\right)^{0}\left(\frac{d x_{1}^{k}}{z} \propto^{k}(1 \propto m) \cdot \overline{\frac{d x_{1}^{k}}{z}} \approx(f \Omega \mu)\right) \cdot \varphi\left(y_{1} \cdot x^{\prime}\right)\right\rangle=0 \tag{6.5.1}
\end{equation*}
$$

if $f \in \widetilde{\sigma}$ and, for $0 \leqslant t \leqslant k-2$.

The left-hand term of (6.5.1) is, up to constants.

$$
\begin{aligned}
& C(m, \bar{\mu}) \int \chi\left(y_{1}, x^{\prime}\right) \bar{f}\left(x_{1}, x^{\prime}\right) \frac{d x_{1}^{k} \wedge d \bar{x}_{1}^{k} \wedge d y_{1} \wedge d \bar{y}_{1} \wedge \prod_{j=2}^{n} d x_{j} \wedge d \bar{x}_{j}}{d\left(y_{1}-x_{1}^{k}\right) \wedge d\left(y_{1}-x^{k}\right)} \\
&=C(m \cdot \bar{\mu}) \int \chi\left(y_{1} . x^{\prime}\right) \bar{f}\left(x_{1} . . x^{\prime}\right) d x_{1}^{k} \wedge d \bar{x}_{1}^{k} \wedge \prod_{j=2}^{n} d x_{j} \wedge d \bar{x}_{j}=0
\end{aligned}
$$

as $\operatorname{tr}_{\pi} \bar{f}=0$. The argument for (6.5.2) is similar.

## CHAPTER 7

## INTEGRABILITY

This chapter is concerned with the notion of integrability of a twistor $/$-module. a notion which is directly inspired from $[\mathbf{3 0}]$. where it is called a $C V$-structure ${ }^{(1)}$.

We define the notion of integrability of a Shodule. We analyze the behaviour of such a notion with respect to various functors, like direct image by a proper morphism. inverse image. specialization. This notion is then extended to the category $\mathscr{R}$ - Triples, i.e.. we define the notion of integrability of a sesquilinear pairing between integrable Th, -modules. We also analyze its behaviour with respect to the previons functors extended to the category 绍-Triples. Last. we extend Theorems 6.1.1 and 6.1.3 to the corresponding categories of integrable objects.

It could seem a priori that this notion is useless when the underlying manifold is projective or affine: a variation of smooth polarizable twistor structures on a compact Kähler manifold (i.e.. a flat holomorphic vector bundle with a harmonic metric) is integrable if and only if it underlies a variation of polarized Hodge structures. I also conjecture that the same result holds for a flat holomorphic vector bundle on a punctured compact Riemam surface with a tame harmonic metric. In any case. a consequence of this integrability property is that, in the tame or regular case. the cigenvalues of local monodromies have absolute value equal to one.

Nevertheless. this integrability property seems to be the right generalization of the notion of a variation of polarized Hodge structure when irregular singularities occur.

### 7.1. Integrable $x$-modules and integrable triples

7.1.a. Integrable $\mathscr{K}_{\boldsymbol{y}}$-modules. - Let $\mathscr{I I}$ be a $\mathscr{O}_{\mathscr{X}}$-module equipped with a flat relative comection $\nabla_{\mathscr{F}} / \Omega_{2_{0}}$ as above. We say that $\mathscr{M}$ is integrable if $\nabla_{x} / \Omega_{0}$ comes from a (absolute) flat meromorphic comection $\nabla$ having Poincaré rank one along $z=0$. i.e.. such that $z \nabla$ has coefficients in the sheaf of logarithmic: 1 -forms

[^2]$\Omega^{1},\langle\log \{z=0\}\rangle$, i.e.. has holomorphic coefficients when expressed in any local basis $d x_{1} \ldots, d x_{n}, d z / z$.

In the following, we denote by $\bar{\partial}_{z}$ the operator $z^{2} \partial_{z}$. using here the notion of geometric conjugation of $\S 1.5$.a. This should not be confused with the corresponding operator using the usual conjugation on $z$. The latter will not be used in this chapter. We consider the sheaf of rings 化, $\left\langle\bar{\partial}_{z}\right\rangle$ generated by , Sh, and $\bar{\partial}_{z}$. with the following commutation relations:

$$
\left[\bar{\partial}_{z}, \partial_{r_{i}}\right]=z \partial_{r_{i}}, \quad\left[\bar{\partial}_{z}, f\left(z, r^{\prime}\right)\right]=z^{2} \frac{\partial f}{\partial z}(z, x) .
$$

 to a $\mathscr{R}_{\boldsymbol{D}} \cdot\left\langle\bar{\partial}_{z}\right\rangle$-structure; in other words. if . II is equipped with a $O_{X}$-linear operator $\bar{\partial}_{z}:$ : $\mathscr{K} \rightarrow$. 1 . which satisfies the previons commutation relations with the action of Th. The integrable Th $_{2}$-modules are the $O$, -modules equipped with an absolute flat comection having Poincaré rank one along $z=0$.

We note that. if $\mathscr{I I}$ admits a $\bar{\partial}_{z}$-action. it admits a family of such actions parametrized by $\mathbb{C}$ : for $\lambda \in \mathbb{C}$ and $m \in \cdot \mathbb{U}$. put $\bar{\partial}_{z} \cdot \lambda m=\left(\bar{\partial}_{z}-\lambda z\right) m$.

## Examples 7.1.1

(1) Let. Il be a locally free O. e-module equipped with a flat meromorphic connection $\nabla$ having pole along the divisor $z=0$ at most. and having Poincaré rank one there (i.e.. $z \nabla$ has logarithmic poles along $z=0$ ). Then $\mathscr{I \prime}$ is a coherent holonomic $\mathscr{R} X$-module (with characteristic varicty equal to the zero section in the relative cotangent bundle $\left.\left(T^{*} X\right) \times \Omega_{0}\right)$. Moreover, it is integrable by definition.

Examples of such objects are constructed in [23] by partial Fourier transform of regular holonomic modules on $X \times \mathbb{A}^{1}$. equipped with a lattice (i.e.. a $O$-coherent submodule) when a noncharacteristic assmmption is satisfied.
(2) Let $M$ be a coherent $N^{-}$-module equipped with a good filtration $F$. $M$. Consider the Rees module $R_{F} M \stackrel{\text { def }}{=} q_{k} F_{k} ; z^{k}$ on the Rees ring $R_{F} D_{X}$. After tensoring over $\mathscr{O}_{X}[z]$ by $\mathscr{O}_{\boldsymbol{\pi}}$. on gets a coherent $\mathscr{R}_{\boldsymbol{g}}$-module $\mathbb{U}$. with Char $M \times \Omega_{0}$ as characteristic variety. As $F . M$ is increasing, there is a natural action of $z \partial_{z}$ on $R_{F} M$, hence an action of $\bar{\partial}_{z}$. Therefore, $\mathscr{I}$ is an integrable coherent $\mathscr{S}_{\boldsymbol{Y}}$-module.
7.1.b. Integrability of a sesquilinear pairing. - A sesquilinear pairing between two $\mathscr{K}_{\mathscr{Y}}$-modules. $\mathscr{U}^{\prime}$.. $\mathscr{U}^{\prime \prime}$ is a $\mathscr{M}_{(X \bar{X})}$. $\mathrm{s}^{\text {-lincar morphism }}$

$$
C: \mathscr{M}_{\mathrm{S}}^{\prime} \otimes 0_{\mathrm{s}} \cdot \overline{M_{\mathrm{S}}^{\prime}} \longrightarrow \mathfrak{D b}_{X=\times \mathrm{s} / \mathrm{s}}
$$

Let $\mathscr{U}$ be an integrable $\mathscr{R}_{\mathcal{X}} \boldsymbol{x}$-module. On $\mathscr{U}_{\mathrm{s}}$. we can consider the action of $z \partial_{z}$, defined as the action of $(1 / z) \cdot \bar{\partial}_{z}$.

Define the action of $z \partial_{z}$ on $\mathscr{C}_{\underset{X}{x} \times S}^{x}$ using polar coordinates, namely, if $z=|z| e^{i \theta}$. $z \partial_{z \varphi}(x, \theta)=-\frac{i}{2} \partial_{\varphi} / \partial \theta$. We therefore have a natural action of $z \partial_{z}$ on the sheaf of distributions $\mathfrak{D b}_{X=\times \mathbf{S}}$.

Let $\mathscr{M}^{\prime} \ldots \mathscr{U}^{\prime \prime}$ be integrable $\mathscr{R}_{\mathscr{Y}}$-modules and let $C: \mathscr{M}_{\mathrm{S}}^{\prime} \otimes_{\mathscr{O}_{\mathrm{S}}} \overline{\mathscr{M}_{\mathrm{S}}^{\prime \prime}} \rightarrow \mathfrak{D b}_{X \times \mathrm{S} / \mathrm{S}}$ be a sesquilinear pairing. We say that the sesquilinear pairing is integrable if the following equation is satisfied in $\mathfrak{D b}_{X_{₹} \times \mathbf{S}}$ (recall that $\mathfrak{D b}_{X_{\mathbb{F}} \times \mathbf{S} / \mathbf{S}}$ is naturally included in $\mathfrak{D b}_{X=\times \mathrm{S}}$ ):

$$
\begin{equation*}
z \partial_{z} C\left(m^{\prime} \cdot \overline{m^{\prime \prime}}\right)=C\left(z \partial_{z} m^{\prime} \cdot \overline{m^{\prime \prime}}\right)-C\left(m^{\prime} \cdot \overline{z \partial_{z} m^{\prime \prime}}\right) \tag{7.1.2}
\end{equation*}
$$

for any local sections $m^{\prime} . m^{\prime \prime}$ of $\mathscr{M}_{\mid \mathbf{S}}^{\prime} . \mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}$. Although the right-hand term is in
 grability condition implies that it belongs to $\mathfrak{D b} \mathbf{V}=\times \mathbf{s} / \mathbf{s}$.
7.1.c. The category $\mathscr{R}$ int-Triples $(X) .-$ We say that an object $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ of $\mathscr{R}$ - $\operatorname{Triples}(X)$ is integrable if $\mathscr{U}^{\prime} . . \mathscr{U}^{\prime \prime}$ are integrable. i.e., equipped with a $\bar{\partial}_{z}$ action, and $C$ is integrable. i.e.. compatible with it, i.e., satisfying (7.1.2). There is a family, parametrized by $\mathbb{C}$, of $\bar{\partial}_{z}$-actions on $\mathscr{T}$ : for any $\lambda \in \mathbb{C}$, consider the action by $\bar{\partial}_{z}-\lambda z$ on $\cdot \mathscr{U}^{\prime}$ and the action of $\bar{\partial}_{z}-\bar{\lambda} z$ on $\cdot \mathscr{U}^{\prime \prime}$. We say that such actions are equivalent.

Let $\mathscr{T}_{1}, \mathscr{T}_{2}$ be two integrable triples, each one equipped with an equivalence class of $\bar{\partial}_{z}$-actions. We say that a morphism $\varphi: \mathscr{T}_{1} \rightarrow \mathscr{T}_{2}$ is integrable if it commutes with some representatives of the $\bar{\partial}_{z}$-actions. Then. for any representative of the $\bar{\partial}_{z}$-action on $\mathscr{T}_{1}$, there is a unique representative of the $\bar{\partial}_{z}$-action on $\mathscr{T}_{2}$ such that $\varphi$ commutes with both.

Given two objects $\mathscr{T}_{1}, \mathscr{T}_{2}$ in $\mathscr{R}$ - Triples $(X)$, denote by $\operatorname{Hom}\left(\mathscr{T}_{1}, \mathscr{T}_{2}\right)$ the set of morphisms in $R_{R}$ - Triples $(X)$ between these two objects. If $\mathscr{T}_{1}, \mathscr{T}_{2}$ are objects of $\mathscr{R}$ int-Triples $(X)$. denote by $\operatorname{Hom}_{\text {int }}\left(\mathscr{T}_{1}, \mathscr{T}_{2}\right) \subset \operatorname{Hom}\left(\mathscr{T}_{1}, \mathscr{T}_{2}\right)$ the set of integrable morphisms between them. The category $\mathscr{R}$ int-Triples $(X)$ is abelian.

The adjunction functor is an equivalence in $\mathscr{R}$ int-Triples $(X)$. There is a notion of sesquilinear duality, which has to be a morphism in $\mathscr{\mathscr { R }}$ int-Triples $(X)$ between $\mathscr{T}$ and $\mathscr{T}^{*}$.

We note that the Tate twist is compatible with integrability: if (7.1.2) is satisfied by $C$. it is satisfied by $(i z)^{-2 k} C$ for $k \in \frac{1}{2} \mathbb{Z}$ if we change the choice of the $\bar{\partial}_{z}$-action on $\mathscr{U}^{\prime}$ and $\cdot \mathscr{U}^{\prime \prime}$. and replace it with the action of $\bar{\partial}_{z}-k: z$ and $\bar{\partial}_{z}+k z$ respectively.

Example 7.1.3. - Let $\mathscr{T}$ be integrable. Then its adjoint $\mathscr{T}^{*}$ is also integrable. Let $w \in \mathbb{Z}$ and let $\mathscr{S}$ be a sesquilinear duality of weight $w$ on $\mathscr{T}$, i.e., a morphism $\mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$ in $\mathscr{R}$ - Triples $(X)$. We say that $\mathscr{S}$ is integrable if $\mathscr{S}$ is a morphism in $\operatorname{Hom}_{\text {int }}\left(\cdot \mathscr{T}, \mathscr{T}^{*}\left(-w^{*}\right)\right)$.

Let $\mathscr{T}$ be integrable and equipped with a sesquilinear duality $\mathscr{S}$ of weight $w$. There is a family. parametrized by $\mathbb{R}$. of $\bar{\partial}_{z}$-actions for which ( $\left.\mathscr{T} . \mathscr{S}\right)$ satisfies the same properties: for any $\lambda \in \mathbb{R}$. consider the action by $\bar{\partial}_{z}-\lambda z$ on $\mathscr{M}^{\prime}$ and the action of $\bar{\partial}_{z}-\lambda z$ on $\cdot \mathscr{U}^{\prime \prime}$

7．1．d．Integrability and direct images．－Let $f: X \rightarrow Y$ be a holomorphic map．The direct image functor for shatmodules is defined in 1．4．a．mimicking the
 is defined in § 1．6．d of loc．cit．Integrability is well－hehaved with respect to the direct image functor of（right）© 2 ，modules or triples：

Proposition 7．1．4．Let．II be a right sh，，－module which is（right）integrable．Then each right SMy－module $R^{j} f_{\uparrow} \cdot \mathbb{Z}$ is right integrable．If $\left(. \mathbb{I}^{\prime} . . \|^{\prime \prime} . C\right)$ is an object of $\mathscr{S}$ int－Triples $(X)$ ，then $\mathscr{H}^{j} f_{\uparrow}\left(\cdot \mathscr{U}^{\prime} . . \mathscr{U}^{\prime \prime}, C\right)$ is an object of 次 int－Triples $(Y)$ for any $j \in \mathbb{Z}$ ．
 transformations for $\boldsymbol{R}^{2}$ ，modules also transforms right integrability into left integra－ bility．

Proof．Remark first that 织， $\boldsymbol{y}$ is an integrable left ，Sh，module．The left action of $\bar{\partial}_{z}$ is locally defined by

$$
\bar{\partial}_{z}\left(\sum_{a} a_{a}(x, z) \partial_{x}^{\alpha}\right)=\sum_{a}\left(z^{2} \partial a / \partial z+z|\alpha| a\right) \partial_{x}^{\alpha} .
$$

On the other hand．the sheaf $\Theta$, ．（vector fields relative to the projection $y^{\circ} \rightarrow \Omega_{0}$ which vanish along $z=0$ ）is equipped with a left action of $\bar{\partial}_{z}$ ：simply put，in some local coordinate system $\left(r_{1} \ldots \ldots r_{n}\right)$ on $X . \bar{\partial}_{z}\left(\mathscr{O}_{r_{i}}\right)=\approx \mathscr{\partial}_{r_{i}}$ ．Similarly．the exterior product is equipped with such an action．such that

$$
\bar{\partial}_{z}\left(\partial_{r_{i}, 1} \wedge \cdots \wedge \partial_{r_{i_{k}}}\right)=k \approx \partial_{x, 1} \wedge \cdots \wedge \partial_{r_{k},} .
$$

 module．One checks that the differential $\delta$ commutes with the sh，$\left\langle\bar{\partial}_{z}\right\rangle$－action．

 action of $\bar{\partial}_{z}$ defined by

$$
(m n) \cdot \bar{\partial}_{z}=m \bar{\partial}_{z} r n-m<\bar{\partial}_{z} n .
$$

 is a complex of left $\mathscr{R}$ ，$\left\langle\bar{\partial}_{z}\right\rangle$－modules and right $f^{-1}$ ，$h_{\text {s }}$－modules．
 with a right $f^{-1}$ 织，module structure and a right action of $\bar{\partial}_{z}$ ．It is in fact a complex of right 次：乡 $\left\langle\bar{\partial}_{z}\right\rangle$－modules．

These properties remain true after taking a Godement resolution．Therefore，the action of $\bar{\partial}_{z}$ is compatible with the construction of direct images given in § 1．4．a，hence the first part of the proposition．

The integrability of the various $f_{\dagger}^{j} C^{\prime}: \mathscr{H}^{-j} f_{\dagger} \cdot \mathscr{I}^{\prime}<\sigma_{\mathrm{S}} \overline{\mathscr{H}^{j} f_{\dagger} \cdot \mathscr{U}^{\prime \prime}} \rightarrow \mathfrak{D} b_{Y=\times \mathrm{S} / \mathrm{s}}$ is then easy to get．

Remark 7.1.5 (Integrability of the Lefschetz morphism). Let us consider the situation of §1.6.e. We have a Lefschetz morphism $\mathscr{L}_{\text {: }}: f_{\dagger}^{j} \mathscr{T} \rightarrow f_{\dagger}^{j+2} \mathscr{T}(1)$. By the previous proposition we know that, if $\mathscr{T}$ is integrable, $f_{\dagger}^{j} \mathscr{T}$ and $f_{\dagger}^{j+2}, \mathscr{T}$ are so. We claim that $\mathscr{L}_{c} \in \operatorname{Hom}_{\mathrm{int}}\left(f_{\dagger}^{j} \cdot \mathscr{T} . f_{\dagger}^{j+2} \cdot \mathscr{T}(1)\right)$ : in the case of a projection. for instance. $\mathscr{L}_{c}:\left(-L_{\omega}, L_{\omega}\right)$, where $L_{\omega}$ is $z^{-1} \omega \wedge$ and $\omega$ is a closed real (1.1) form on $X$ with class $c$; use that $z^{-1}\left(\bar{\partial}_{z}-z\right)=\bar{\partial}_{z} z^{-1}$.

### 7.2. Integrable smooth twistor structures

7.2.a. Preliminary remark. - We assume that $X=$ pt and that ( $\mathscr{U}^{\prime} . \mathscr{U}^{\prime \prime} . C$ ) defines a twistor structure of weight 0 , that is. . $\mathbb{K}^{\prime}$. . $\mathscr{U}^{\prime \prime}$ are locally free $\mathscr{O}_{\Omega_{1},}$-modules of finite rank and $C$ takes values in $\varrho_{\mathrm{S}}$ (cf. $\$ 2.1 . \mathrm{b}$ ). Saying that $\mathscr{M}^{\prime}$.. $\mathscr{U}^{\prime \prime}$ are integrable means that they are equipped with a connection having a pole of order $\leqslant 2$ at 0 , and no other pole, or equivalently, that they are equipped with a $\bar{\partial}_{z}$-action. Then, saying that $C$ is integrable means that (7.1.2) is satisfied when $C$ is regarded as taking values in $\mathscr{C}_{\mathbf{S}}^{\infty}$. via the restriction $\mathscr{O}_{\mathrm{S}} \rightarrow \mathscr{C}_{\mathbf{S}}^{x}$.

The matrix of $C$ in local bases of $\mathscr{U}^{\prime} . . \mathscr{U}^{\prime \prime}$ which are horizontal with respect to $\bar{\partial}_{z}$ is therefore constant when restricted to $\mathbf{S}$. As it is assumed to be holomorphic in some neighbourhood of $\mathbf{S}$. it is constant, and $C$ satisfies (7.1.2) in $\mathscr{O}_{\mathbf{S}}$. In other words, if we regard $C$ as a gluing between the dual bundle $\mathscr{U}^{\prime \vee}$ and the conjugate bundle $\overline{\mathscr{M}^{\prime \prime}}$ on some neighbourhood of $\mathbf{S}, C$ is integrable if and only if the previous isomorphism is compatible with the comections. Conversely, such a property clearly implies integrability of $C$.

We say that $\left(\mathscr{U}^{\prime} . \mathscr{U}^{\prime \prime} . C\right)$ is an integrable twistor structure of weight 0 if it is a twistor structure of weight 0 , if $. \mathscr{U}^{\prime} . . \mathscr{U}^{\prime \prime}$ are integrable. and $C$ is integrable.

We say that $\left(\mathscr{K}^{\prime} \ldots \mathscr{K}^{\prime \prime}, C\right)$ is an integrable twistor structure of weight $w$ if it is obtained by a Tate twist $(-w / 2)$ from one with weight $0(c f . \S 1.6$. a for the definition of the Tate twist in this context).

Example. Let us show that a complex Hodge structure defines an integrable twistor structure. We take notation of $\S 2.1 . d$, and we assume for simplicity that $w=0$. We define the $\bar{\partial}_{z}$-action on $\mathbb{C}\left[z, z^{-1}\right] \otimes \mathbb{C} \bar{H}$ as the one induced by the natural one on $\mathbb{C}\left[z, z^{-1}\right]$. Let us show for instance that $\mathscr{H}^{\prime \prime}$ is stable under this action. For $m_{q} \in F^{\prime \prime q}$, we have $\bar{\partial}_{z} m_{q} z^{-q}=-q m_{q} z^{-q+1}$ and we have to show that $m_{q} \in F^{\prime \prime q-1}$, which follows from the fact that $F^{\prime \prime \bullet}$ is decreasing. The other compatibilities with the $\bar{\partial}_{z}$-action are verified similarly.
7.2.b. Characterization of integrable twistor structures. - We assume that $X=$ pt. Recall ( $c f . \S 2.1 . \mathrm{b})$ that a twistor structure $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ of weight 0 defines a vector bundle $\widetilde{\mathscr{H}}$ on $\mathbb{P}^{1}$ which is isomorphic to the trivial bundle, obtained by gluing $\mathscr{H}^{\prime V}$ with $\overline{\mathscr{C}^{\prime \prime}}$ using $C$ in some neighbourhood of $\mathbf{S}$. There is an equivalence between
the category of twistor structures of weight 0 and the category of finite dimensional $\mathbb{C}$-vector spaces; one functor is

$$
\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right) \longmapsto \widetilde{\mathscr{H}} \longmapsto H \stackrel{\text { def }}{=} \overline{\Gamma\left(\mathbb{P}^{1},, \tilde{\mathscr{C}}\right)}
$$

and the quasi-inverse functor is

$$
H \longmapsto \widetilde{\mathscr{H}} \stackrel{\text { def }}{=} \bar{H} \otimes \mathbb{C}^{\mathscr{O}_{\mathbb{P}^{1}} \longmapsto\left(\widetilde{\mathscr{H}}_{\Omega_{\Omega_{0}}}^{v}, \overline{\mathscr{H}_{\Omega_{2}}}, C\right), ~, ~, ~}
$$

where $C$ comes from the identity Id $: \widetilde{\mathscr{H}}_{\mathbf{S}} \rightarrow \widetilde{\mathscr{H}}_{\mathbf{S}}$.
Lemma 7.2.1. - The twistor structure $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ of weight 0 is integrable if and only if the corresponding bundle $\widetilde{\mathscr{H}}$ is equipped with a meromorphic connection $\widetilde{\nabla}$ having a pole of Poincaré rank at most one at 0 and at infinity, and no other pole.

Proof. - Indeed, if $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ is integrable, the bundles $\mathscr{H}^{\prime}$ and $\mathscr{H}^{\prime \prime}$ are equipped with a meromorphic connection having a pole of Poincaré rank at most one at 0 and no other pole. Therefore so has $\mathscr{H}^{\prime V}$. Similarly. $\overline{\mathscr{H}^{\prime \prime}}$ has a connection with a pole of Poincaré rank at most one at infinity. Integrability means that, via the gluing, both connections coincide on some neighbourhood of $\mathbf{S}$. The converse is also clear.

Let $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ be an integrable twistor structure of weight 0 . By the correspondence above, we have $\mathscr{H}^{\prime}=H \otimes \mathbb{C} \mathscr{O}_{\Omega_{0}}$. Integrability means that there exist endomorphisms $U_{0}, Q, U_{\infty}$ of $H$ such that. for any element $m$ of $H$, we have

$$
\bar{\partial}_{z} m=\left(U_{0}-z Q-z^{2} U_{\infty}\right) m \in \mathscr{H}^{\prime} .
$$

In $\mathscr{H}^{\prime \prime}=H^{\vee} \otimes \mathbb{C} \mathscr{O}_{\Omega_{0}}$ we have, for any $\mu \in H^{\vee}$.

$$
\bar{\partial}_{z} \mu=\left({ }^{t} U_{x}-z^{t} Q-z^{2 t} U_{0}\right) \mu \in \mathscr{H}^{\prime \prime} .
$$

The category of integrable twistor structures of weight 0 is therefore equivalent to the category of tuples ( $H, U_{0}, Q, U_{\infty}$ ) and the morphisms are the homomorphisms of vector spaces which are compatible with $\left(U_{0}, Q . U_{\infty}\right)$.

We assume that $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime \prime}, C\right)$ is equipped with a Hermitian duality $\mathscr{S}$. We will suppose that $\mathscr{H}^{\prime}=\mathscr{H}^{\prime \prime}$ and $\mathscr{S}=$ (Id. Id). This defines a Hermitian pairing $h$ : $H \otimes \bar{H} \rightarrow \mathbb{C}$. The compatibility of $\mathscr{S}$ with the $\bar{\partial}_{z}$-action means that $Q$ is self-adjoint with respect to $h$ and $U_{\infty}$ is the $h$-adjoint of $U_{0}$.

If $\mathscr{S}$ is a polarization, i.e., if $h$ is positive definite, the eigenvalues of $Q$ are real, and $Q$ is semisimple. We decompose $H$ as

$$
H=\underset{\alpha \in[0,1[p \in \mathbb{Z}}{\oplus} \oplus_{\alpha+p}
$$

with respect to the eigenvalues $\alpha+p$ of $Q$. If we put $H^{p,-p}=\oplus_{\alpha \in[0,1[ } H_{\alpha+p}$, we get a polarized complex Hodge structure of weight 0 on $H$.

Remark 7.2.2. $\quad$ According to Example 7.1.3, if we change $Q$ in $Q+\lambda$ Id with $\lambda \in \mathbb{R}$, we get an equivalent $\bar{\partial}_{z}$-action on $\left(\left(\mathscr{K}^{\prime} \ldots \mathscr{U}^{\prime \prime} . C\right) . \mathscr{S}\right)$.

## 7.2.c. Characterization of integrable smooth polarizable twistor structures

Let $\left(H, D_{V}, h\right)$ be a harmonic flat bundle, with a positive Hermitian metric $h$ and a flat connection $D_{V}=D_{E}+\theta_{E}$, where $\theta_{E}$ is the Higgs field. It corresponds to a smooth polarized twistor structure $\left(\mathscr{H}^{\prime}, \mathscr{H}^{\prime}, C\right)$ of weight 0 with polarization $\mathscr{S}=(\mathrm{Id}, \mathrm{Id})$ by the following rule: consider the $\mathscr{C}_{\mathscr{X}}^{\infty}$.an -module $\mathscr{H}=\mathscr{C}_{\mathscr{X}}^{\infty, \text { an }} \otimes_{\pi^{-1} \mathscr{C} X} \pi^{-1} H$, equipped with the $d^{\prime \prime}$ operator

$$
\begin{equation*}
D_{\mathscr{H}}^{\prime \prime}=D_{E}^{\prime \prime}+z \theta_{E}^{\prime \prime} \tag{7.2.3}
\end{equation*}
$$

This defines a holomorphic subbundle $\mathscr{H}^{\prime}=\operatorname{Ker} D_{\mathscr{H}}^{\prime \prime}$. Moreover, it has the natural structure of $\mathscr{R}_{\mathscr{X}}$-module, using the flat connection

$$
\begin{equation*}
D_{\mathscr{H}}^{\prime}=D_{E}^{\prime}+z^{-1} \theta_{E}^{\prime} . \tag{7.2.4}
\end{equation*}
$$

The integrability property means that the connection on $\mathscr{H}^{\prime}$ comes from an integrable absolute connection, that we denote with the same letter, which has a pole of Poincaré rank at most one along $X \times\{0\}$. The connection thus takes the form

$$
\begin{aligned}
D_{\mathscr{C}}^{\prime} & =D_{E}^{\prime}+d_{z}^{\prime}+z^{-1} \theta_{E}^{\prime}+\left(\frac{U_{0}}{z^{2}}-\frac{Q}{z}-U_{\infty}\right) d z \\
D_{\mathscr{H}}^{\prime \prime} & =D_{E}^{\prime \prime}+d_{z}^{\prime \prime}+z \theta_{E}^{\prime \prime}
\end{aligned}
$$

where $U_{0}, U_{\infty}, Q$ are endomorphisms of the $C^{\infty}$ bundle $H$ and $d_{z}$ means the differential with respect to $z$ only. The compatibility with the polarization means that $U_{\infty}$ is the $h$-adjoint of $U_{0}$ and $Q$ is self-adjoint. Knowing that the relative connection $D_{E}+z^{-1} \theta_{E}^{\prime}+z \theta_{E}^{\prime \prime}$ is integrable, the integrability condition is equivalent to the following supplementary conditions:

$$
\left\{\begin{align*}
{\left[\theta_{E}^{\prime}, U_{0}\right] } & =0,  \tag{7.2.5}\\
D_{E}^{\prime \prime}\left(U_{0}\right) & =0, \\
D_{E}^{\prime}\left(U_{0}\right)-\left[\theta_{E}^{\prime}, Q\right]+\theta_{E}^{\prime} & =0, \\
D_{E}^{\prime}(Q)+\left[\theta_{E}^{\prime}, U_{\infty}\right] & =0,
\end{align*}\right.
$$

as the other conditions are obtained by adjunction. In particular. $U_{0}$ is an endomorphism of the holomorphic bundle $E$, which commutes with the holomorphic Higgs field $\theta_{E}^{\prime}$.

Corollary 7.2.6.-. Let $\left(H, D_{V}, h\right)$ be a harmonic flat bundle. Then it is integrable if and only if there exist endomorphisms $U_{0}, Q$ of $H, Q$ being self-adjoint with respect to $h$, satisfying Equations (7.2.5), where $U_{\infty}$ denotes the h-adjoint of $U_{0}$.

Remarks 7.2.7
(1) Equations (7.2.5) are the equations defining a CV-structure in [30], if one forgets the real structure, i.e., if one forgets Equations (2.50-52) and (2.59) in loc. cit.
(2) For an integrable smooth twistor structure, the various local systems $\operatorname{Ker}\left(D_{E}+z_{o}^{-1} \theta_{E}^{\prime}+z_{o} \theta_{E}^{\prime \prime}\right) \subset H$, for $z_{o} \in \mathbb{C}^{*}$, are all isomorphic to $\mathscr{L} \stackrel{\text { def }}{=} \operatorname{Ker} D_{V}$.
(3) It is a consequence of the equations for a flat harmonic bundle that the Higgs field $\theta_{E}$ satisfies

$$
D_{V}\left(\theta_{E}^{\prime}-\theta_{E}^{\prime \prime}\right)=0 .
$$

and therefore defines a class in $H^{1}(X$. End $(\mathscr{L}))$. We note now that Equations (7.2.5) imply in particular that, putting $A=-\left(U_{0}-Q-U_{\infty}\right)$. we have

$$
\theta_{E}^{\prime}-\theta_{E}^{\prime \prime}=D_{V}(A)
$$

i.e.. the class of $\theta_{E}^{\prime}-\theta_{E}^{\prime \prime}$ in $H^{1}(X, \operatorname{End}(\mathscr{L}))$ is zero. Moreover, $Q$ is the self-adjoint part of $A$ and $-U_{0}+U_{\infty}$ is its skew-adjoint part.
(4) For instance, if the polarized smooth twistor structure is associated to a variation of polarized complex Hodge structures of weight 0 , we have $U_{0}=0=U_{\infty}$, and $Q$ is the endomorphism equal to $p \mathrm{Id}$ on $H^{p,-p}$.

Corollary 7.2.8 (Rigidity on a compact Kähler manifold). - Let $\left(H, D_{V}, h\right)$ be an integrable flat harmonic bundle on a compact Kähler manifold $X$. Then the corresponding $U_{0}$ is constant, and $Q$ defines a grading, so that (H. $\left.D_{V} . h\right)$ corresponds to a variation of polarized complex Hodge structures of weight 0 .

Proof. -- We know that $U_{0}$ is an endomorphism of the holomorphic Higgs bundle $\left(E . \theta_{E}^{\prime}\right)$. By the equivalence of $[63$. Cor. 1.3]. it corresponds to an endomorphism of the flat bundle Ker $D_{V}$. This bundle is semi-simple, hence can be written as $\oplus_{j}\left(V_{j}, D_{V_{j}}\right)^{p_{j}}$, with $p_{j} \in \mathbb{N}$, where each $\left(V_{j}, D_{V_{j}}\right)$ is simple and $\left(V_{j}, D_{V_{j}}\right) \not 千\left(V_{k}, D_{V_{k}}\right)$ for $j \neq k$. Then, any morphism $\left(V_{j} . D_{V_{j}}\right) \rightarrow\left(V_{k} . D_{l_{k}}\right)$ is zero for $j \neq k$ and equal to cst $\cdot \mathrm{Id}$ for $j=k$. By the correspondence quoted above, the same property holds for $U_{0}$ on the stable summands of the polystable Higgs bundle ( $E, \theta_{E}^{\prime}$ ). In particular. $U_{0}$ is constant, and so is $U_{x}$.

Equations (7.2.5) reduce then to

$$
D_{E}(Q)=0, \quad \text { and } \quad\left[\theta_{E}^{\prime}, Q\right]=\theta_{E}^{\prime}
$$

The eigenvalues of $Q$ are thus constant and the eigenspace decomposition of $Q$ is stable by $D_{E}$. Let $H_{\alpha+p}$ be the eigenspace corresponding to the eigenvalue $\alpha+p$ of $Q$, $\alpha \in\left[0,1\left[, p \in \mathbb{Z}\right.\right.$. Then $\theta_{E}^{\prime}\left(H_{\alpha+p}\right) \subset H_{\alpha+p-1} \otimes \Omega_{X}^{1}$. If we put $H^{p,-p}=\oplus_{\alpha \in[0,1[ } H_{\alpha+p}$, we get a variation of polarized complex Hodge structures of weight 0 .

Conjecture 7.2.9. - Let $X$ be a compact Riemann surface, let $P \subset X$ be a finite set of points, and let $\left(V, \nabla_{V}\right)$ be a semisimple holomorphic flat bundle on $X \backslash P$. Let us denote by $\left(H . D_{V}, h\right)$ the tame harmonic flat bundle associated with it as in $[62,4]$. Then, if $\left(H, D_{V}, h\right)$ is integrable, the endomorphism $U_{0}$ is compatible with the parabolic filtration defined by $h$ near each puncture.

With the same argument as in Proposition 7.2 .8 we get:

Corollary 7.2.10 (Rigidity on a punctured Riemann surface). If Conjecture 7.2.9 is true. the corresponding integrable tame harmonic flat bundle corresponds to a variation of polarized complex Hodge structures of weight 0 on $X \backslash P$.

### 7.3. Integrability and specialization

Let $X^{\prime}$ be a complex manifold. let $X$ be an open set in $\mathbb{C} \times X^{\prime}$. and let $t$ be the coordinate on $\mathbb{C}$. Put. $X_{0}=t^{-1}(0) \cap X$. We use definitions of $\S 3.3$.

## 7.3.a. Specialization of integrable $x$-modules

Proposition 7.3.1.-Let.Ul be a $\mathscr{R}_{\boldsymbol{x}}$-module which is strictly specializable along $\mathscr{\mathscr { O }}_{0}$. We assume that $\mathscr{M}$ is integrable. Then, for any $a \in \mathbb{R}$ and any $z_{0} \in \Omega_{0}$, we have $\bar{\partial}_{z} V_{a}^{\left(z_{o}\right)} \mathscr{U} \subset V_{a}^{\left(z_{o}\right)} \cdot \mathscr{U}$ and, for any $\left(\in \mathbb{C}\right.$ such that $\ell_{z_{,},}(\alpha)=a$. we have $\bar{\partial}_{z} \psi_{t, \alpha} \mathscr{M} \subset$ $\bar{\partial}_{z} \psi_{t, \alpha} \cdot \mathbb{I I}$. where $\bar{\partial}_{z}$ is regarded as acting on $\operatorname{gr}_{a}^{V^{(2,0)}} \cdot \mathscr{I I}:$ in other words. each $\psi_{\text {t.a. }}$ II is an integrable Mo-module.

Proof. We will need the following lemma:
Lemma 7.3.2. - A local section $m$ of . II near $\left(x, z_{o}\right)$ is in $V_{a}^{\left(z_{0}\right)} \cdot \mathscr{M}$ iff is satisfies a relation

$$
B_{a}\left(-ذ_{t} t\right) m=n
$$

where $n$ is a local section of $V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}$ and $B_{a}(s)=\prod_{\gamma}(s-\gamma \star z)^{\nu_{\gamma}}$, the product being taken on a finite set of $\gamma$ such that $\ell_{z_{0}}(\gamma) \leqslant a$.

Proof. The "only if" part is clear. We assume that $m$ is a local section $V_{b}^{\left(z_{o}\right)} \cdot \mathscr{M}$ for some $b>a$ satisfying such a relation with the polynomial $B_{a}(s)$. Then the class of $m$ in $\operatorname{gr}_{b}^{V^{\left(z_{0}\right)}} \mathscr{M}$ is killed by $B_{a}\left(-\partial_{t} t\right)$ and $B_{b}\left(-\partial_{t} t\right)$, where $B_{b}(s)=\prod_{\beta}(s-\beta \star z)^{\nu_{\beta}}$. the product being taken on a finite set $\beta$ such that $\ell_{z_{0}}(\beta)=b$. Therefore, the class of $m$ is killed by a nonzero polynomial in $z$, and by strictness, the class of $m$ is zero in $\operatorname{gr}_{b}^{V^{\left(\theta_{0}\right)}} \cdot \mathscr{M}$.

Let $m$ be a local section of $V_{a}^{\left(z_{0}\right)}$. $\not$. and let $b_{m}(s)$ be the minimal polynomial such that $b_{m}\left(-\partial_{t} t\right) m=t P m$ where $P$ is a section of $V_{0} \mathscr{M}_{x}$. We know that $b_{m}$ is a product of terms $s-\gamma \star z$ with $\ell_{z_{0}}(\gamma) \leqslant a$.

The following lemma is easy to prove:
Lemma 7.3.3. - Let $k \in \mathbb{Z}$ and let $P$ be a local section of $V_{k}: \mathscr{R}_{\mathscr{X}}$. Then $\left[\bar{\partial}_{z}, P\right]$ is a local section of $V_{k: K}$. (and does not depend on $\bar{\partial}_{z}$ ).

We then have

$$
\begin{aligned}
b_{m}\left(-\partial_{t} t\right) \bar{\partial}_{z} m & =\bar{\partial}_{z} b_{m}\left(-\partial_{t} t\right) m+Q m \quad Q \in V_{0} \mathscr{R} \mathscr{X} \\
& =\bar{\partial}_{z} t P m+Q m \\
& =t P \bar{\partial}_{z} m+R m \quad R \in V_{0} \mathscr{R}, \mathscr{P} .
\end{aligned}
$$

Therefore, there exists $k \geqslant 0$ such that, if we put $B_{k}(s)=\prod_{\ell=0}^{k} b_{m}(s-\ell z)$, we have $B_{k}\left(-\partial_{t} t\right) \bar{\partial}_{z} m \in V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}$. Apply then Lemma 7.3 .2 to get that $\bar{\partial}_{z} m$ is a local section of $V_{a}^{\left(z_{o}\right)} \cdot \mathscr{M}$. This gives the first part of Proposition 7.3.1.

Let us denote by $\bar{\partial}_{z}$ the induced operator on $\operatorname{gr}_{a}^{V^{(=0)}} \cdot \mathscr{M}$. We now want to show that, for any $\alpha \in \mathbb{C}$ with $\ell_{z_{0}}(\alpha)=a, \cup \cup_{n} \operatorname{Ker}\left[\left(\partial_{t} t+\alpha \star z\right)^{n}: \operatorname{gr}_{a}^{V^{\left(z_{0}\right)}} \cdot \mathscr{M} \rightarrow \operatorname{gr}_{a}^{V^{\left(z_{0}\right)}}, \mathscr{M}\right]$ is stable by $\bar{\partial}_{z}$. The point is that $\bar{\partial}_{z}$ does not commute with $\partial_{t} t+\alpha \star z$, but $\left[\bar{\partial}_{z},\left(\partial_{t} t+\alpha \star z\right)^{n}\right]$ is a polynomial in $\tilde{\sigma}_{t} t+\alpha \star z$ with polynomial coefficients in $z$, and therefore commutes with $\partial_{t} t+\alpha \star z$. Let $m$ be a local section of $\operatorname{gr}_{a}^{V^{\left(z_{0}\right)}} \cdot \mathscr{U}$ killed by $\left(\partial_{t} t+\alpha \star z\right)^{n}$. Then

$$
\left(\partial_{t} t+\alpha \star z\right)^{n} \bar{\partial}_{z} m=-\left[\bar{\partial}_{z} \cdot\left(\partial_{t} t+\alpha \star z\right)^{n}\right] m=\sum_{j} p_{j}(z)\left(\partial_{t} t+\alpha \star z\right)^{j} m
$$

and certainly $\left(\partial_{t} t+\alpha \star z\right)^{2 n} \bar{\partial}_{z} m=0$.
Corollary 7.3.4. Let $\widetilde{\mathscr{M}}$ be a strictly specializable $\mathscr{R}_{\mathbb{R}}\left[t^{-1}\right]$-module (as defined in $\S 3.4)$ which is integrable. Then the minimal extension $\mathscr{M}$ of $\tilde{\mathscr{M}}$ across $\mathscr{X}_{0}$ is integrable.

Proof. By definition. we have $V_{<0}^{\left(z_{0}\right)} \cdot \widetilde{I}=V_{<0}^{\left(z_{0}\right)} \cdot \mathscr{M}$. therefore this is stable by the $\bar{\partial}_{z}$-action, according to the proposition. One shows similarly that all $V_{a}^{\left(z_{0}\right)}$, $\mathcal{M}$, defined in loc. cit., are stable under the $\bar{\partial}_{z}$-action.

Remark 7.3.5 (S-decomposability). We assume that $\mathscr{M}$ is strictly specializable along $\mathscr{X}_{0}$ and integrable. Then the morphism var of Remark 3.3.6(6) commutes with the $\bar{\partial}_{z}$-action, but the morphism can does not. However, Inn can is stable by the $\bar{\partial}_{z}$-action, because $\bar{\partial}_{z} \partial_{t}=\partial_{t}\left(\bar{\partial}_{z}+z\right)$. Similarly. if $\mathscr{M}$ is strictly decomposable along $\mathscr{X}_{0}$, its strict components are integrable, as can be seen from the proof of Proposition 3.3.11(e). As a consequence, if $\mathscr{M}$ is integrable and strictly S-decomposable, its strict components are integrable.

Remark 7.3.6 (Local unitarity). - When working with twistor $\mathscr{2}$-modules, we are led to consider the graded modules $\mathrm{gr}_{\ell}^{\mathrm{M}} \psi_{t, \ldots} \mathscr{M}$ with respect to the monodromy filtration M. (N) of the nilpotent endomorphism $\mathrm{N}=-\left(\partial_{t} t+\alpha \star z\right)$. A priori, $\bar{\partial}_{z}$ is not compatible with the monodromy filtration, therefore we would need a new assumption to insure that this compatibility is satisfied. However. we will see below that when $\operatorname{dim} X=1$ and if all $\operatorname{gr}_{\ell}^{\mathrm{M}} \psi_{t . \alpha} \mathscr{M}$ are strict, this compatibility is automatically satisfied, as a consequence of the fact that the complex numbers $\alpha$ to be considered in the
various Bernstein polynomials are real. We will see in §7.4.b that this property extends to integrable twistor $\mathscr{D}$-modules. We call it local unitarity.

When a strictly specializable $\mathscr{R} \mathscr{X}^{-m o d u l e}$ is locally unitary, the various $V^{\left(z_{0}\right)}$ filtrations glue together when $z_{0}$ varies in $\Omega_{0}$ and we forget the exponent $z_{0}$. Moreover, if $\alpha=a$ is real, we then have $\operatorname{gr}_{\alpha}^{V} \cdot \mathscr{M}=\psi_{t, \alpha} \cdot \mathscr{M}$. Last, we have $\ell_{z_{0}}(\alpha)=\alpha$ and $\alpha \star z=z \alpha$.
Lemma 7.3.7.-We assume that $X$ is a disc with coordinate t. If . M is an integrable strictly specializable $\mathscr{R}_{X}$-module such that each $\mathrm{gr}_{\ell}^{\mathrm{M1}} \psi_{t, \alpha} \mathscr{M}$ is strict, it is locally unitary.

Proof. Fix $\alpha \in \mathbb{C}$. As each gr $r_{\ell}^{\mathrm{N}} \psi_{t, \alpha} \mathscr{M}$ is $\vartheta_{\Omega_{0}-}$ free, there exists a basis $\boldsymbol{e}$ of $\psi_{t, \alpha} \mathscr{M}$ for which the matrix Y of N has the Jordan normal form, in particular is constant and nilpotent. Let us denote by $A(z)$ the matrix of $\bar{\partial}_{z}$ in this basis. Then

$$
\bar{\partial}_{z} \boldsymbol{e}=\boldsymbol{e} \cdot A(z), \quad-\oint_{t} t \boldsymbol{e}=\boldsymbol{e} \cdot[(\alpha \star z) \mathrm{Id}+\mathrm{Y}]
$$

Therefore.

$$
\begin{aligned}
-\bar{\partial}_{z} \partial_{t} t \boldsymbol{e} & =\boldsymbol{e} \cdot\left[(\alpha \star z) A(z)+A(z) \mathrm{Y}+z^{2} \partial(\alpha \star z) / \partial z \mathrm{Id}\right] . \\
-\coprod_{t} t\left(\bar{\partial}_{z}+z\right) \boldsymbol{e} & =\boldsymbol{e} \cdot[(\alpha \star z) \mathrm{Id}+\mathrm{Y}][A(z)+z \mathrm{Id}] .
\end{aligned}
$$

As the operators $\bar{\partial}_{z}$ and $\partial_{t} t$ satisfy the commutation relation $\bar{\partial}_{z} \partial_{t} t=\partial_{t} t\left(\bar{\partial}_{z}+z\right)$, we must have

$$
z[z \partial(\alpha \star z) / \partial z-\alpha \star z] \operatorname{Id}=[\mathrm{Y}, A(z)]+z \mathrm{Y}
$$

thus, taking the trace, we get that $\alpha$ must be such that, for any $z \in \mathbb{C}, z \partial(\alpha \star z) / \partial z=$ $\alpha \star z$. But $z \dot{\partial}(\alpha \star z) / \partial z=\alpha \star z+i \alpha^{\prime \prime}\left(z^{2}-1\right) / 2$. Therefore, if $\psi_{t, \alpha} \mathscr{M} \neq 0, \alpha$ must be such that $\alpha^{\prime \prime}=0$. i.e.. $\alpha$ must be real.

Let us now go back to $\operatorname{dim} X \geqslant 1$.
Lemma 7.3.8. - If $\mathscr{M}$ is strictly specializable along $t=0$ and locally unitary, then, if M is integrable, so is each $\operatorname{gr}_{\ell}^{\mathrm{MI}} \psi_{t, \alpha} \cdot \mathbb{M}$.
Proof. We now have $\bar{\partial}_{z} \mathrm{~N}=\mathrm{N}\left(\bar{\partial}_{z}+z\right)$, hence the kernel filtration Ker $\mathrm{N}^{k}$ and the image filtration Im $\mathrm{N}^{k}$ of N are stable by $\bar{\partial}_{z}$. As the monodromy filtration M. (N) is obtained by convolution of these two filtrations (cf. [67, Remark (2.3)]) it is also stable by $\bar{\partial}_{z}$.
7.3.b. Specialization of sesquilinear pairings. - The definition of specialization of a sesquilinear pairing involves the residue of a distribution depending meromorphically on a complex variable $s$ along a set having equation $s=\alpha \star z / z$. for a fixed complex number $\alpha$ and for $z$ varying in $\mathbf{S}$. In general, the compatibility of taking the residue along such a set and the action of $\bar{\partial}_{z}$ is not clear. However, as soon as we assume local unitarity, i.e., $\alpha \in \mathbb{R}$, then $\alpha \star z / z=\alpha$ does not depend on $z$ and the compatibility is clearly satisfied. We therefore obtain:

Proposition 7.3.9. Let $\mathscr{T}$ be an object of Gint-Triples $(X)$. We assume that the components $\mathscr{U}^{\prime}, \mathscr{U}^{\prime \prime}$ are strictly specializable and locally unitary along $t=0$. Then $\psi_{t, \alpha \mathscr{T}}$ is integrable for any $\alpha \in \mathbb{R}$. Moreover. the morphism . $\mathcal{V}: \psi_{t, \ldots} \mathscr{T} \rightarrow$ $\psi_{t, \alpha} \cdot \mathscr{T}(-1)$ is integrable.

Proof. It remains to explain the integrability of $\mathcal{Y}$ defined by (3.6.2). We have $\mathscr{N}^{\prime}=\left(\mathrm{N}^{\prime}, \mathrm{N}^{\prime \prime}\right)$ with $\mathrm{N}^{\prime \prime}=i z\left(\partial_{t} t+\alpha\right)=-\mathrm{N}^{\prime}$. Then we argue as in Remark 7.1.5. using that $z\left(\bar{\partial}_{z}+z\right)=\bar{\partial}_{z z}$.

### 7.4. Integrable polarizable regular twistor $/$-modules

7.4.a. A preliminary lemma on twistor -modules. - Let (. $\mathscr{K}^{\prime}$.. $\mathscr{U}^{\prime \prime}$. $C$ ) be an object in $\mathrm{MT}_{\leqslant d}\left(X, w^{\prime}\right)$. Put. $\mathbb{I \prime}=, \|^{\prime}$ or $\mathbb{Z}^{\prime \prime}$. Let $f$ be holomorphic functions on some open set $U$ of $X$. Then $\mathscr{M}$ is strictly specializable along $f=0$ and, for any $\alpha \in \mathbb{C}$, $\psi_{\text {f.a. }} / \mathbb{L}$ is equipped with a nilpotent endomorphism N. Let us denote by
 by definition of MTT. cach $\mathrm{gr}_{f}^{\mathrm{Nd}} \psi_{f . \alpha} / \mathbb{U}$ is also strict.

Let $g$ be another holomorphic function. By definition. cach gry ${ }_{f}^{\text {M }}{ }^{\prime}$ f.a. $/ / /$ is strictly specializable along $g=0$. By induction on $\ell$. this implies that cach $M_{\ell} \psi_{f . c x} \cdot / /$ is so. and, for any $\beta \in \mathbb{C}$. we have exact sequences

Let us denote by M. ( $4 g .3 \mathrm{~N})$ the monodromy filtration of the nilpotent endomorphism on $\psi^{\prime}$ g.s $\psi_{\text {f.a. }} / 1$. Then. according to the previons exact sequence and to the miqueness of the monodromy filtration. we have

Let now $f_{1} \ldots \ldots f_{p}$ be holomorphic functions and let $\alpha_{1} \ldots \ldots \alpha_{p}$ be complex numbers. Under the same assmmption on th we obtain similarly:
 is strict and strictly specializable, and we have

## 7.4.b. Integrable twistor $/$-modules

Proposition 7.4.2. Let $\left(. \mathbb{K}^{\prime} . \mathbb{M}^{\prime \prime} . C\right)$ be an object in $\mathrm{MT}_{\leqslant d}(X . w)$. We assume that it is integrable. i.e., is also an object of 绝 int-Triples( $X$ ). Then $\mathscr{K}^{\prime}$ and $\mathbb{K}^{\prime \prime}$ are locally unitary.

Proof. - Let $f$ be a holomorphic function defined in some open set $U \subset X$. We assume that there exists $\alpha \in \mathbb{C} \backslash \mathbb{R}$ such that $\psi_{f \ldots} \cdot \mathscr{M} \neq 0$ for $\cdot \mathbb{M}=\mathscr{M}^{\prime}$ or $\cdot \mathbb{M}=\mathscr{M}^{\prime \prime}$. Let $\ell \in \mathbb{Z}$. By assumption, gr $_{\ell}^{\mathrm{MI}} \psi_{f, \alpha} \cdot \mathscr{M}$ is strictly S -decomposable. For any strict
component $Z$ of its support. let $\left(\operatorname{gr}_{f}^{\mathrm{N}} \psi_{f, \alpha} \cdot \mathscr{M}\right)_{Z}$ be the corresponding direct summand. It is enough to show that each $\left(\mathrm{gr}_{\ell}^{\mathrm{NI}} \psi_{\text {f.o }} \cdot \mathscr{M}\right)_{Z}$ is zero, and also that its restriction to dense open set of $Z$ is zero. We can assume that the characteristic variety of $\left(\mathrm{gr}_{\ell}^{\mathrm{M}} \psi_{f, \alpha} \mathscr{M}\right)_{Z}$ is cqual to $T_{Z}^{*} X \times \Omega_{0}$ near a gencral point $x_{o}$ of $Z$. Therefore, near such a point. by Kashiwara's equivalence Cor.3.3.12 and Prop.1.2.8, $\left(\operatorname{gr}_{\ell}^{\mathrm{N}} \psi_{f . \alpha} \cdot \mathscr{M}\right)_{Z}$ is the direct image by the inclusion $Z \hookrightarrow X$ of a locally free $O, z$-module.

Let $f_{1}, \cdots, f_{p}$ be holomorphic functions near $x_{o}$ inducing a local coordinate system on $Z$. By induction on $p$. using Lemma 7.4.1 and Proposition 7.3.1, one shows that the $\mathscr{R} \mathscr{R}_{\boldsymbol{Y}}$-module $\cdot \mathscr{N} \stackrel{\text { def }}{=} \psi_{f_{p}, \alpha_{p}} \cdots \psi_{f_{1}, \alpha_{1}, \psi_{f, \ldots}} \mathscr{M}$ (with $\mathscr{K}=\mathscr{M}^{\prime}$ or $\mathscr{M}^{\prime \prime}$ ) is integrable. By Lemma 7.4.1. for any $\ell \in \mathbb{Z}, \mathrm{gr}_{\ell}^{\mathrm{NI}} \cdot \mathcal{N}$ is strict and is supported on $x_{o}$. By Kashiwara's equivalence Cor.3.3.12, we can apply the same argument as in Lemma 7.3.7 to conclude that $\mathrm{gr}_{\ell}^{\mathrm{MI}} \cdot \mathcal{Y}=0$ for any $\ell$, as we assume $\alpha \notin \mathbb{R}$. Therefore, applying once more Lemma 7.4.1. we obtain that $\psi_{f_{p}, \alpha_{p}} \cdots \psi_{f_{1}, \alpha_{1}}\left(\mathrm{gr}_{f}^{\mathrm{If}} \psi_{f_{, \alpha} \cdot \mathscr{M}}\right)_{Z}=0$. Near $x_{o}, \psi_{f_{j}}$ is nothing but the usual restriction to $f_{j}=0$. therefore the restriction of $\left(\operatorname{gr}_{\ell}^{\mathrm{N}} \psi_{f_{. K}} \mathscr{M}\right)_{Z}$ at $x_{o}$ is zero. But $\left(\operatorname{gr}_{\ell}^{\mathrm{N}_{1}} \psi_{f \ldots} \cdot \mathscr{U}\right)_{Z}$ is (the direct image of $)$ a locally frec $\mathscr{O}_{z} \neq$-module. hence. by Nakayama. $\left(\mathrm{gr}_{f}^{\mathrm{M}} \psi_{f, \alpha}, \mathscr{H}^{\prime}\right)_{Z}=0$ near $x_{o}$, a contradiction.

From Lemma 7.3.8 and Proposition 7.3.9 we get:
Corollary 7.4.3. - Let $\left(\mathscr{U}^{\prime}, . \mathscr{U}^{\prime \prime} . C\right)$ be an object of $\mathrm{MT}_{\leqslant d}(X, w)$ and let $f$ be a holomorphic function on some open set $U$ of $X$. Then, for any $\alpha \in[-1,0[$ and any $\ell \in \mathbb{Z}$, the object $\mathrm{gr}_{\ell}^{\mathrm{N}} \psi^{\prime} f . \Omega\left(\mathscr{U}^{\prime} \ldots \mathscr{U}^{\prime \prime} . C\right)$ of $\mathrm{MT}_{\leqslant d}(U, u+\ell)$ is integrable.

We note that, according to Proposition 7.4.2 we do not have to consider $\psi_{f, \alpha}$ for $\alpha \in \mathbb{C} \backslash \mathbb{R}$, and that the two functors $\psi$, and $\Psi(c f$. Definition 3.4.3) coincide.

We define the category of integrable twistor $\mathscr{D}$-modules $\operatorname{MT}_{\text {int } \leqslant d}(X, w)$ as the subcategory of $\mathrm{MT}_{\leqslant d}(X, w)$ having integrable oljects and integrable morphisms. By the previons corollary. it is stable by taking $\operatorname{gr}_{\ell}^{\mathrm{M}} \Psi_{f, \alpha}$. It shares many properties of $\mathrm{MT}_{\leqslant d}\left(X . w^{\prime}\right)(c f . \S 4.1)$ : it is abelian. it is local. it satisfics Kashiwaras equivalence, it is stable by direct summand in $\mathscr{R}$ int-Triples $(X)$. However, it is a priori not stable by direct summand in $\mathscr{R}$ - $\operatorname{Triples}(X)$ or in $\mathrm{MT}_{\leqslant d}(X, w)$.

The subcategory $\operatorname{MT}_{\text {int }}^{(r)}(X . w)$ of regular objects is defined similarly. Last, the category $\operatorname{MLT}_{\text {int }}^{(\mathrm{r})}(X, w)$ of graded Lefischetz objects is defined as in §4.1.f.
7.4.c. Integrable polarizable regular twistor $\mathscr{A}$-modules. - Let $\mathscr{T}$ be an integrable twistor $\mathcal{A}$-module of weight $u$ as defined above. We say that a polarization of $\mathscr{T}$ is integrable if it is an integrable morphism $\mathscr{T} \rightarrow \mathscr{T}^{*}(-w)$.

It is now clear that the two main theorems of Chapter 6 have the following integrable counterpart:

Theorem 7.4.4. - Let $f: X \rightarrow Y$ be a projective morphism between complex analytic manifolds and let $(\mathscr{T} . \mathscr{S})$ be an object of $\operatorname{MT}_{\text {int }}^{(r)}(X, w)^{(p)}$. Let c be the first Chern
class of a relatively ample line bundle on $X$ and let $\mathscr{L}_{c}$ be the corresponding Lefschetz operator. Then $\left(\oplus_{i} f_{\dagger}^{i} \mathscr{T}, \mathscr{L}_{c}, \oplus_{i} f_{\dagger}^{i} \mathscr{S}\right)$ is an object of $\operatorname{MLT}_{\text {int }}^{(\mathrm{r})}(Y, w ; 1)^{(\mathrm{p})}$.
Theorem 7.4.5. Let $X$ be a complex manifold and let $(\mathscr{T}, \mathscr{S})$ be an integrable smooth polarized twistor structure of weight $w$ on $X$, in the sense of $\S 7.2 . c$. Then $(\mathscr{T} . \mathscr{S})$ is an object of $\operatorname{MT}_{\text {int }}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$.

## Appendix

## MONODROMY AT INFINITY AND PARTIAL FOURIER LAPLACE TRANSFORM

In this appendix, we sketch an application of the results of the main text to partial Fourier-Laplace transform. More precisely, we analyze the behaviour of polarized regular twistor $\mathscr{D}$-modules under a partial (one-dimensional) Fourier-Laplace transform. We generalize to such objects the main result of [52], comparing, for a given function $f$, the nearby cycles at $f=\infty$ and the nearby or vanishing cycles for the partial Fourier-Laplace transform in the $f$-direction (Theorem A.4.1).

Fourier-Laplace transform can be seen as a way to produce non regular singularities from regular ones. Moreover, if a general theory of polarizable twistor $\mathscr{D}$-modules, including non regular ones, would exist, then Fourier-Laplace transform in dimension one should be an involution (up to sign). Here, we only analyze the regular part in the partial Fourier-Laplace transform.

The complete proofs can be found in [55].

## A.1. Exponential twist

A.1.a. Exponential twist of an object of $\mathscr{R}$ - Triples. - Let $t: X \rightarrow \mathbb{C}$ be a holomorphic function on the complex manifold $X$. If $\mathscr{M}$ is a left $\mathscr{R}_{\mathscr{X}}$-module, i.e., a $\mathscr{O}_{\mathscr{X}}$-module with a flat relative meromorphic connection $\nabla_{\mathscr{X}} / \Omega_{0}$, the twisted $\mathscr{K}_{\mathfrak{X}}$ module ${ }^{F} \mathscr{U}=\mathscr{M} \otimes \mathcal{E}^{-t / z}$ is defined as the $\mathscr{O} \mathscr{\mathscr { F }}$-module $\cdot \mathscr{U}$ equipped with the twisted commection $e^{t / z} \circ \nabla_{\mathscr{J} / \Omega_{0}} \circ e^{-t / z}$. If $\mathscr{M}$ is integrable (cf. Chapter 7), then so is $F \mathscr{M}$ : just twist the absolute connection $\nabla$. We note that. if $\nabla$ has Poincaré rank one. so has the twisted connection.

Let $C: \mathscr{M}_{\mid \mathbf{S}}^{\prime} \otimes_{\mathscr{O}_{\mathscr{X} \mid \mathbf{S}}} \overline{\mathscr{M}_{\mathbf{S}}^{\prime \prime}} \rightarrow \mathfrak{D b}_{X_{\mathrm{E}} \times \mathbf{S} / \mathbf{S}}$ be a sesquilinear pairing. Then ${ }^{F_{C}} \stackrel{\text { def }}{=}$ $\exp (z \bar{t}-t / z) C$ is a sesquilinear pairing ${ }^{F} \mathscr{M}_{\mid \mathbf{S}}^{\prime} \otimes \mathscr{O}_{, \mid \mathbf{S}} \cdot \overline{F_{M}} \mathscr{M}_{\mathbf{S}}^{\prime \prime} \rightarrow \mathfrak{D b}_{X ; \times \mathbf{S} / \mathbf{S}}$, i.e., is $\mathscr{R}_{(X . \bar{X}) . \mathbf{S}^{-}}$ linear.

If $\mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{U}^{\prime \prime}, C\right)$ is an object of $\mathscr{R}$ int-Triples $(X)$, then so is $F \mathscr{T} \stackrel{\text { def }}{=}$ $\left({ }^{F} \mathscr{K}^{\prime},{ }^{F} \mathscr{K}^{\prime \prime},{ }^{F} C\right)$. Exponential twist is compatible with Tate twist and adjunction (as $z \bar{t}-t / z=z \bar{t}+\bar{z} t$ is "real").

If $\varphi: \mathscr{T}_{1} \rightarrow \mathscr{T}_{2}$ is a morphism, then $\varphi$ induces a morphism $\varphi: F_{\mathscr{T}_{1}} \rightarrow F_{\mathscr{T}_{2}}$. In particular, if $\mathscr{S}$ is a sesquilinear duality of weight $w$ on $\mathscr{T}$, then $\mathscr{S}$ induces a sesquilinear duality of the same weight on $F_{\mathscr{T}}$.
A.1.b. Exponential twist of flat and Higgs bundles. - We will now give an explicit description of the exponential twist in the case of smooth triples, using the language of Higgs bundles. Let $H$ be a $C^{\infty}$-bundle on $X$ equipped with a flat connection $D_{V}=D_{V}^{\prime}+d^{\prime \prime}$ and a Hermitian metric $h$. Let us denote by $V=\operatorname{Ker} d^{\prime \prime}$ the corresponding holomorphic bundle, equipped with the holomorphic connection $\nabla_{1}$. Using the function $t$ we twist the comection $D_{1}$ and define

$$
\begin{aligned}
{ }^{F} D_{V} & =e^{t} \circ D_{V} \circ e^{-t}, \quad \text { i.e.. }{ }^{F} D_{V}^{\prime}=D_{V}^{\prime}-d t .{ }^{F} D_{V}^{\prime \prime}=d^{\prime \prime} . \\
{ }^{F} h & =e^{2 \operatorname{Ret} t} h .
\end{aligned}
$$

Using definitions in $[62,63]$. we have:
Lemma A.1.1. - If the triple $\left(H . D_{V} . h\right)$ is harmonic on $X$, then so is the triple (H. ${ }^{F} D_{V} .{ }^{F} h$ ).

The Higgs field is given by the formulas

$$
{ }^{F} \theta_{E}^{\prime}=\theta_{E}^{\prime}-d t, \quad{ }^{F} \theta_{E}^{\prime \prime}=\theta_{E}^{\prime \prime}-d \bar{t} .
$$

and the metric comection ${ }^{F} D_{E}={ }^{F} D_{E}^{\prime}+{ }^{F} D_{E}^{\prime \prime}$ by

$$
{ }^{F} D_{E}=e^{-\bar{t}} \circ D_{E} \circ e^{\bar{t}}, \quad \text { i.e., }{ }^{F} D_{E}^{\prime}=D_{E}^{\prime},{ }^{F} D_{E}^{\prime \prime}=D_{E}^{\prime \prime}+d \bar{t} .
$$

Lemma A.1.2. - If (. М..ИI.C) denotes the smooth polarized twistor structure of weight 0 corresponding to the harmonic bundle $\left(H, D_{V}, h\right)$ then. using notation of §A.1.a, the triple ( $F / \mathbb{M}, F_{\|} \|{ }^{F} C$ ) is the smooth polarized twistor structure of weight 0 corresponding to the harmonic bundle ( $\left.H .{ }^{\circ} D_{1},{ }^{\digamma} h\right)$, via the correspondence of §2.2.a.
 $d^{\prime \prime}$ operator

$$
\begin{equation*}
{ }^{F} D_{\mathscr{H}}^{\prime \prime}={ }^{F} D_{E}^{\prime \prime}+z^{F} \theta_{E}^{\prime \prime} . \tag{A.1.3}
\end{equation*}
$$

We get a holomorphic subbundle $F_{\mathscr{Y}}{ }^{\prime}=\operatorname{Ker}^{F} D_{\mathscr{H}}^{\prime \prime} \subset \mathscr{X}$ equipped with a $\mathscr{R}_{\mathscr{X}}-$ action. i.e.. a relative connection ${ }^{F} \nabla_{\mathscr{X} / \Omega_{1}}$. obtained from the comnection ${ }^{F} D_{\mathscr{K}}^{\prime}=$ ${ }^{F} D_{E}^{\prime}+z^{-1} F_{\theta_{E}^{\prime}}^{\prime}$. We have by definition

$$
\begin{align*}
& { }^{F} D_{\mathscr{K}}^{\prime}=\exp (t / z) \circ D_{\mathscr{K}}^{\prime} \circ \exp (-t / z) \\
& { }^{{ }^{\prime}} D_{\mathscr{K}}^{\prime \prime}=\exp ((z-1) \bar{t}) \circ D_{\mathscr{H}}^{\prime \prime} \circ \exp ((1-z) \bar{t}) . \tag{A.1.4}
\end{align*}
$$

We have an isomorphism

$$
\left(\mathscr{H}^{\prime}, e^{t / z} \circ \nabla \cdot \mathscr{X}^{\cdot / \Omega_{01}} \circ e^{-t / z}\right) \xrightarrow{\cdot \exp ((z-1) \bar{t})}\left(F_{\mathscr{H}^{\prime},},{ }^{F} \nabla_{\mathscr{X}} \cdot / \Omega_{10}\right)
$$

 $e^{z \bar{t}+\bar{z} t} C$.

## A.2. Partial Fourier-Laplace transform of

A.2.a. The setting. - We consider the product $\mathbb{A}^{1} \times \widehat{\mathbb{A}}^{1}$ of two affine lines with coordinates $(t, \tau)$, and the compactification $\mathbb{P}^{1} \times \widehat{\mathbb{P}}^{1}$. covered by four affine charts. with respective coordinates $(t, \tau),\left(t^{\prime}, \tau\right) .\left(t, \tau^{\prime}\right)$. $\left(t^{\prime}, \tau^{\prime}\right)$. where we put $t^{\prime}=1 / t$ and $\tau^{\prime}=1 / \tau$. We denote by $\propto$ the divisor $\{t=\infty\}$ in $\mathbb{P}^{1}$. deffined by the equation $t^{\prime}=0$. as well as its inverse image in $\mathbb{P}^{1} \times \widehat{\mathbb{P}}^{1}$, and similarly we consider the divisor $\widehat{\infty} \subset \widehat{\mathbb{P}}^{1}$. We will use the picture described below.


Let $Y$ be a complex manifold. We put $X=Y \times \mathbb{P}^{1}, \widehat{X}=Y \times \widehat{\mathbb{P}}^{1}$ and $Z=Y \times \mathbb{P}^{1} \times \widehat{\mathbb{P}}^{1}$. The manifolds $X$ and $Z$ are equipped with a divisor (still denoted by) $\infty$, and $\widehat{X}$ and $Z$ are equipped with $\widehat{x}$. We have projections

 Then $p^{+}$. $\mathscr{I I}$ is a left $\mathscr{S}_{y}[* \infty]$-module. We consider its localization

$$
p^{+} \cdot \widetilde{\mathscr{M}}[* \widehat{x}]=\mathscr{M}: y[*(\infty \cup \widehat{x})] \otimes_{\mathscr{n}}[* x] \text { p } p^{+} \cdot \widetilde{\mathscr{M}}
$$

We denote by $p^{+} \cdot \widetilde{\mathscr{M}}[* \widehat{x}] \otimes \mathcal{E}^{-t \tau / \tau}$ the $\mathscr{O}_{z}[*(\infty \cup \widehat{x})]$-module $p^{+} \cdot \widetilde{\mathscr{M}}[* \widehat{x}]$ equipped with the twisted action of $\mathscr{K} \neq$ described by the exponential factor: the $\mathscr{K} y$-action is unchanged, and, for any local section $m$ of $\mathscr{M}$.
in the chart $(t, \tau)$.

$$
\begin{align*}
\partial_{t}\left(m \otimes \mathcal{E}^{-t \tau / z}\right) & =\left[\left(\partial_{t}-\tau\right) m\right] \otimes \mathcal{E}^{-t \tau / z} \\
\partial_{\tau}\left(m \otimes \mathcal{E}^{-t \tau / z}\right) & =-t m \otimes \mathcal{E}^{-t \tau / z}, \tag{A.2.2}
\end{align*}
$$

in the chart $\left(t^{\prime}, \tau\right)$,

$$
\begin{align*}
& \partial_{t^{\prime}}\left(m \otimes \mathcal{E}^{-t \tau / z}\right)=\left[\left(\partial_{t^{\prime}}+\tau / t^{\prime 2}\right) m\right] \otimes \mathcal{E}^{-t \tau / z}, \\
& \partial_{\tau}\left(m \otimes \varepsilon^{-t \tau / z}\right)=-m / t^{\prime} \otimes \mathcal{E}^{-t \tau / z}, \tag{A.2.3}
\end{align*}
$$

in the chart $\left(t, \tau^{\prime}\right)$,

$$
\begin{align*}
\partial_{t}\left(m \oslash \mathcal{E}^{-t \tau / z}\right) & =\left[\left(\partial_{t}-1 / \tau^{\prime}\right) m\right] \otimes \mathcal{E}^{-t \tau / z},  \tag{A.2.4}\\
\partial_{\tau^{\prime}}\left(m \otimes \mathcal{E}^{-t \tau / z}\right) & =t m / \tau^{\prime 2} \otimes \mathcal{E}^{-t \tau / z} .
\end{align*}
$$

in the chart $\left(t^{\prime}, \tau^{\prime}\right)$,

$$
\begin{align*}
& \partial_{t^{\prime}}\left(m \otimes \varepsilon^{-t \tau / z}\right)=\left[\left(\partial_{t^{\prime}}+1 / \tau^{\prime} t^{\prime 2}\right) m\right] \otimes \varepsilon^{-t \tau / z} . \\
& \partial_{\tau^{\prime}}\left(m \otimes \varepsilon^{-t \tau / z}\right)=m / t^{\prime} \tau^{\prime 2} \& \varepsilon^{-1 \tau / z} . \tag{A.2.5}
\end{align*}
$$

Definition A.2.6. - The partial Fourier-Laplace transform $\widehat{\mathscr{M}}$ of $\mathscr{M}$ is the complex of $\mathscr{R}_{\widehat{X}}[* \widehat{\infty}]$-modules

$$
\widehat{p}_{+}\left(p^{+}, \widetilde{\mathscr{M}}[* \widehat{x}] \otimes \mathcal{E}^{-t \tau / z}\right) .
$$

A.2.b. Coherence properties. - We will give a criterion for the $\mathscr{R} \vec{X}[* \widehat{x}]-$ coherence of . $\widehat{\mathscr{M}}$ when $\mathscr{M}$ is S S-coherent. As $\widehat{p}$ is proper. it is enough to give a coherence criterion for $\mathscr{M} \mathscr{M} \stackrel{\text { def }}{=} p^{+}, \widetilde{\mathbb{M}}[* \widehat{x}] \propto \mathcal{E}^{-t \tau / z}$.

Proposition A.2.7. Let. M be a coherent M. Module. Then $\mathscr{H} \nmid$ is $\mathscr{R} \notin[* \widehat{x}]-$ coherent. If moreover. II is good, then so is W. and therefore . $\widehat{\mathbb{I}}=\widehat{p}+\mathbb{M}$ is $\mathscr{R}_{\widehat{x}}[* \widehat{x}]$-coherent.

Proof. - Coherence is a local question near $t^{\prime}=0$ (otherwise it is clearly satisfied) and it is enough to show that $\mathscr{M}$ is locally finitely generated over $\mathscr{R} y[* \widehat{x}]$. Choose local generators $m_{j}$ of . Mt as a $\mathscr{R}_{x}$, -module. It is a matter of proving that, for any $k \in \mathbb{N} .\left(\partial_{t^{\prime}}^{k} m_{j}\right) \otimes \mathcal{E}^{-t \tau / z}$ and $t^{\prime-k} m_{j} \otimes \mathcal{E}^{-t \tau / z}$ belong to $\mathscr{R}_{\boldsymbol{z}}[* \widehat{\infty}] \cdot\left(m_{j} \otimes \mathcal{E}^{-i \tau / z}\right)$.

Let us first compute in the chart $\left(t^{\prime}, \tau\right)$. We will use Formula (A.2.3). Up to a sign, the second term above is $\partial_{\tau}^{k}\left(m_{j} \propto \mathcal{E}^{-t \tau / z}\right)$. The first one can be written as $\left(\partial_{t^{\prime}}^{k} m_{j}\right) \otimes \mathcal{E}^{-t \tau / z}=\left(\mathscr{\partial}_{t^{\prime}}-\tau \partial_{\tau}^{2}\right)^{k}\left(m_{j} \otimes \mathcal{E}^{-1 \tau / z}\right)$. The computation in the chart $\left(t^{\prime}, \tau^{\prime}\right)$ is similar, using (A.2.5), as $\tau^{\prime}$ acts in an invertible way.

The functor $\mathscr{U} \mapsto \mathscr{K}$ is exact and, for the property of being good. it is enough to show that if $\mathscr{L}$ is a $\mathscr{O}$, -coherent submodule generating $\mathscr{U}$ on a compact set $\mathscr{K} \subset \mathscr{X}$, then $p^{*} \mathscr{L}[* \widehat{\infty}] \otimes \mathcal{E}^{-t \tau / z}$ generates $\mathscr{\mathscr { W }} / \mathbb{I}$ on $p^{-1}(\mathscr{K})$ : this follows from the previous computation.

Remark A.2.8. When $\mathscr{M}$ is good. we can compute the Fourier-Laplace transform in an algebraic way with respect to $t$ and $\tau$ : we regard $q_{*} \widetilde{\mathscr{U}}$ as a coherent module over $q_{*} \mathscr{R}, \cdot[* \infty]=\mathscr{R}_{\mathscr{Y}}[t]\left\langle\partial_{t}\right\rangle$. Then $\widehat{q}_{*} \cdot \widehat{\mathbb{M}}$ is the complex

$$
q_{*} \cdot \tilde{\mathscr{M}}[\tau] \xrightarrow{\partial_{t}-\tau} q_{*} \cdot \tilde{\mathscr{M}}[\tau] .
$$

where the right-hand term is in degree (). In particular, the cohomology modules of this complex are $\mathscr{S}_{\boldsymbol{R}, y}[\tau]\left\langle\partial_{\tau}\right\rangle$-coherent. ( $C f$. for instance [23. Appendix A] for an argument). Moreover, this complex has cohomology in degree 0 only. and the cohomology is identified with $q_{*} \widetilde{\mathscr{M}}$ as a $\mathscr{R}_{n y}$-module; the action of $\tau$ is induced by that of $\partial_{t}$, and that of $\partial_{\tau}$ by that of $-t$.

## Remark A.2.9 (Integrability of the Fourier-Laplace transform)

Let. UI be a coherent ©, -module. We assume that . II is integrable (cf. §7.1.a).
 using part of Proposition 7.1.4. we obtain the integrability of $\widehat{\mathbb{I}}$ as a M M-module.
A.2.c. Fourier-Laplace transform of a sesquilinear pairing. - We will now forget the $\widehat{x}$ divisor on $Z$ or $\widehat{X}$, and still denote by $Z$ or $\widehat{X}$ the sets $X \times \widehat{\mathbb{A}}^{1}$ and $Y \times \widehat{\mathbb{A}}^{1}$.

We assume that $\mathscr{U}^{\prime}, \mathscr{U}^{\prime \prime}$ are good $\mathscr{K}_{\mathscr{g}}$-modules. Let $C: \mathscr{M}_{\mid \mathbf{S}}^{\prime} \otimes_{\mathscr{O}_{\mathbf{s}}} \overline{\mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \rightarrow$ $\mathfrak{D b}_{\mathrm{X} \times \mathbf{S} / \mathrm{s}}$ be a sesquilinear pairing. We will define a sesquilincar pairing between the corresponding Fourier-Laplace transforms:

$$
\widehat{C}:{\widehat{M_{\mid}^{\prime}}}_{\mathbf{S}}^{\prime} \otimes_{\sigma_{\mathrm{s}}} \overline{{M_{1}^{\prime \prime}}_{\prime \prime}} \longrightarrow \mathfrak{D b}_{\widehat{X}_{=\times \mathbf{S}} / \mathbf{s}}
$$

Firstly, define the sesquilinear pairing $p^{+} C: p^{+}, \mathscr{M}_{\mathbf{S}}^{\prime} \otimes_{\theta_{\mathbf{S}}} \overline{p^{+} \cdot \mathscr{M}_{\mid \mathbf{S}}^{\prime \prime}} \rightarrow \mathfrak{D b}_{Z_{\text {E }} \times \mathbf{S} / \mathbf{S}}$ in the following way: local sections $m^{\prime}, m^{\prime \prime}$ of $p^{+} \cdot \mathscr{M}_{\mid \mathrm{S}}^{\prime}, p^{+}$. $\mathbb{M}_{\mathrm{S}}^{\prime \prime}$ can be written as $m^{\prime}=$ $\sum_{i} \phi_{i} \otimes m_{i}^{\prime} \cdot m^{\prime \prime}=\sum_{j} \psi_{j} \otimes m_{j}^{\prime \prime}$ with $\phi_{i}, \psi_{j}$ holomorphic functions on $\mathscr{Z}$ and $m_{i}^{\prime} \cdot m_{j}^{\prime \prime}$ local sections of $\mathbb{M}_{\mid \mathrm{S}}^{\prime} \cdots M_{\mathrm{S}}^{\prime \prime}$; put then

$$
\begin{equation*}
\left\langle p^{+} C\left(m^{\prime} \cdot \overline{m^{\prime \prime}}\right) \cdot \varphi\right\rangle \stackrel{\text { def }}{=} \sum_{i, j}\left\langle C\left(m_{i}^{\prime} \cdot \overline{m_{j}^{\prime \prime}}\right) \cdot \int_{p} \phi_{i} \overline{\psi_{j}} \varphi\right\rangle \tag{A.2.10}
\end{equation*}
$$

for any $C^{\infty}$ (relative to $\mathbf{S}$ ) form $\varphi$ on $Z \times \mathbf{S}$ of maximal degree with compact support contained the open set of where $m^{\prime} \cdot m^{\prime \prime}$ are defined. That the previous expression does not depend on the decomposition of $m^{\prime} \cdot m^{\prime \prime}$ and defines a sesquilinear pairing is easily verified: it is enough to show that, if $\sum_{i} \phi_{i} \otimes m_{i}^{\prime}=0$, then the right-hand term in (A.2.10) vanishes; but, by flatness of $\mathscr{O}$ y over $p^{-1} \mathscr{O}_{x}$, the vector $\phi=\left(\phi_{i}\right)_{i}$ can be written as $\sum_{k} a_{k} \cdot \eta_{k}$, where each $\eta_{k}=\left(\eta_{k, i}\right)_{i}$ is a vector of $\theta_{x}$-relations between the $m_{i}^{\prime}$ in $\mathscr{U}^{\prime}$ and $a_{k}$ are local sections of $\mathscr{O}_{z}$; use then the $\mathscr{O}_{\mathscr{y}}$-linearity of $C$.

Secondly, extend $C$ as a sesquilinear pairing $\widetilde{C}$ on $\widetilde{\mathbb{K}_{\mid \mathbf{S}}^{\prime}} \otimes_{f_{\mathbf{s}}} \cdot{\widetilde{\Pi_{\mid S}^{\prime \prime}}}^{\prime \prime}$ with values in the sheaf of tempered distributions, that is, with poles along $\infty$. Define similarly $\widetilde{p^{+} C}$ (which is nothing but $p^{+} \widetilde{C}$ ). Such a distribution can be evaluated on forms $\varphi$ which are infinitely flat along $x$.

Remark that, for $z \in \mathbf{S}$, we have $\left|e^{z \overline{t \tau}-t \tau / z}\right|=1$. The following lemma is standard (it is proved in the same way as one proves that the Fourier transform of a $C^{\infty}$ function with compact support is in the Schwartz class):

Lemma A.2.11. Let $\varphi$ be a $C^{\infty}$ relative form of marimal degree on $Z \times \mathbf{S}$ with compact support. Then $\int_{p} e^{z \bar{\tau}-t \tau / \approx} \varphi$ is $C^{\infty}$ with compact support on $X \times \mathbf{S}$ and is infinitely flat along $\infty$.

For local sections $m^{\prime}, m^{\prime \prime}$ of $p^{+}, \widetilde{\mathscr{M}}_{\mid \mathrm{S}}^{\prime}, p^{+}, \widetilde{\mathscr{M}}_{\mathbf{S}}^{\prime \prime}$ written as above and for $\varphi$ as in the lemma, it is meaningful to put

$$
\left\langle{ }^{\mathscr{F}} C\left(m^{\prime}, \overline{m^{\prime \prime}}\right), \varphi\right\rangle \stackrel{\mathrm{def}}{=} \sum_{i, j}\left\langle\widetilde{C}\left(m_{i}^{\prime} \cdot \overline{m_{j}^{\prime \prime}}\right) \cdot \int_{p} e^{, \bar{\tau}-\mid \tau / z} \phi_{i} \overline{\psi_{j}} \varphi\right\rangle .
$$

This defines a sesquilinear pairing ${ }^{\pi} C: \mathbb{F}_{\mathbf{S}}^{\prime} \pi_{\mathbf{s}} \overline{M_{\mid S}^{\prime \prime}} \rightarrow \mathfrak{D b}_{Z: \times \mathbf{S} / \mathbf{S}}$. We can now define $\widehat{C}=\widehat{p}_{\dagger}^{0 . \widehat{F}} C$.

Remark A.2.12 (Behaviour with respect to adjunction). The formula above clearly implies that $\left({ }^{\mathscr{F}} C\right)^{*}={ }^{\mathscr{*}}\left(C^{*}\right)$. We hence have $(\widehat{C})^{*}=\widehat{C^{*}}$.

It is possible to define $\widehat{C}$ at the algebraic level considered in Remark A.2.8. We note first that $C$ defines a sesquilinear pairing $q_{*} \widetilde{C}$ on

$$
q_{*} \cdot \tilde{M}_{\mid \mathrm{S}}^{\prime} \otimes_{\mathrm{S}} \overline{q_{*} \cdot \tilde{M}_{\mid \mathrm{S}}^{\prime \prime}}
$$

which takes values in the sheaf on $Y_{\mathbb{R}} \times \mathbf{S}$ of distributions on $Y_{\mathbb{R}} \times \mathbb{A}^{1} \times \mathbf{S}$ which are tempered with respect to the $t$-variable. Recall that $q_{*} \cdot \widetilde{\Pi^{\prime}} \cdot q_{*} \cdot \widetilde{\mathscr{I}^{\prime \prime}}$ are $\operatorname{sh}$, $[t]\left\langle\partial_{t}\right\rangle$ modules and that their Fourier-Laplace transforms are the same objects regarded as $\mathscr{R}_{\boldsymbol{n}}[\tau]\left\langle\partial_{\tau}\right\rangle$-modules via the correspondence

$$
\begin{equation*}
\tau \longleftrightarrow \partial_{t} . \quad \partial_{\tau} \longleftrightarrow-t \tag{A.2.13}
\end{equation*}
$$

Let us denote by $F$ the usual Fourier transform with kernel $\exp (z \overline{t \tau}-t \tau / z) \cdot \frac{i}{2 \pi} d t \wedge d \bar{t}$. for $z \in \mathbf{S}$. sending $t$-tempered distributions on $Y_{E} \times \mathbb{A}^{1} \times \mathbf{S}$ which are continuous with respect to $z$ to $\tau$-tempered distributions on $Y \times \widehat{\mathbb{A}}^{1} \times \mathbf{S}$ which are continnons with respect to $z$.

We define then $\widehat{q}_{*} \widehat{C}$ on

$$
\widehat{q_{*} \cdot \widetilde{M}_{\mid \mathrm{S}}^{\prime}} \alpha_{\sigma_{\mathrm{S}}} \overline{\overline{q_{*} \cdot \tilde{M}_{\mathrm{S}}^{\prime \prime}}}
$$

as the composition $F \circ q_{*} \widetilde{C}$. That $\widehat{q}_{*} \widehat{C}$ is $\mathscr{R}_{\boldsymbol{R}}[\tau]\left\langle\partial_{\tau}\right\rangle \overline{X_{n}, y}[\tau]\left\langle\partial_{\tau}\right\rangle$-linear follows from the fact that (A.2.13) and its conjugate are the transformations that $F$ does.

Lemma A.2.14. The analytization of $\widehat{q}_{*} \widehat{C}$ is equal to $\widehat{C}$ defined as $\widehat{p}_{\uparrow}^{0, \widehat{F}} C$.
Remark A.2.15 (Integrability of the Fourier-Laplace transform of a sesquilinear pairing)
Let $\mathscr{U}^{\prime} . . \mathscr{U}^{\prime \prime}$ be good $\mathscr{B}_{\mathscr{X}}$-modules which are integrable. We assume that the sesquilinear pairing $C$ is integrable (cf. §7.1.b). Then ${ }^{\mathscr{F}} C$ is integrable and, by Proposition 7.1.4, the pairing $\widehat{C}$ is also integrable.

## A.3. Partial Fourier-Laplace transform and specialization

As we are only interested in $\tau \neq \infty$, we continue to forget the divisor $\widehat{\infty}$ and still denote by $Z$ or $\boldsymbol{Z}$ the complement of this divisor.

A priori, Proposition A.2.7 does not restrict well to $\tau=\tau_{o}$ (of course, the problem is at $\left.t^{\prime}=0\right)$. Indeed. we do not have a relation like $\partial_{\tau}\left(m \otimes \mathcal{E}^{-t \tau / z}\right)=-m / t^{\prime} \otimes \mathcal{E}^{-t \tau / z}$ to recover the polar part of $\widetilde{\mathscr{M}} \otimes \mathcal{E}^{-t \tau_{0} / z}$ from the action of $\mathscr{R} \mathscr{X}$. For instance, taking $\tau_{o}=0$, even with nice assumptions, $\tilde{\mathscr{H}}$ is not known to be $\mathscr{R} \mathscr{X}_{x}$-coherent. We will introduce below an assumption which implies the $\mathscr{R} \mathscr{X}^{-c o h e r e n c e ~ o f ~} \widetilde{\mathscr{M}} \otimes \mathcal{E}^{-t \tau_{0} / z}$ when $\tau_{o} \neq 0$. For the coherence at $\tau=0$, we will need to consider the specialization at $\tau=0$ of $\mathscr{T} \mathscr{M}$. and hence to prove first its strict specializability along $\tau=0$; for that, we will also need the same assumption. Let us introduce some notation.

Let us denote by $i_{\infty}$ the inclusion $Y \times\{\infty\} \hookrightarrow X$. We will consider the functors $\psi_{\tau . \alpha}$ and $\psi_{t^{\prime}, \alpha}$ introduced in Lemma 3.3 .4 , as well as the functors $\Psi_{\tau, \alpha}$ and $\Psi_{t^{\prime}, \alpha}$ of Definition 3.4.3. We will denote by $\mathrm{N}_{\tau} . \mathrm{N}_{t^{\prime}}$ the natural nilpotent endomorphisms on the corresponding nearby cycles modules. We denote by M. (N) the monodromy filtration of the nilpotent endomorphism N and by $\operatorname{grN}: \mathrm{gr}_{\bullet}^{\mathrm{MI}} \rightarrow \mathrm{gr}_{\bullet-2}^{\mathrm{M}}$ the morphism induced by $N$. For $\ell \geqslant 0$. $\operatorname{Pgr}_{\ell}^{M}$ denotes the primitive part $\operatorname{Ker}(\operatorname{grN})_{\left.\right|_{\operatorname{gr}} ^{\ell 1}}^{\ell+1}$ of $\mathrm{gr}_{\ell}^{M 1}$ and $P \mathrm{M}_{\ell}$ the inverse image of $P \mathrm{gr}_{\ell}^{\mathrm{MI}}$ by the natural projection $\mathrm{M}_{\ell} \rightarrow \mathrm{gr}_{\ell}^{\mathrm{M}}$. Recall that, in an abelian category, the primitive part $P \operatorname{grg}_{0}^{\mathrm{MI}}$ is equal to $\operatorname{Ker} \mathrm{N} /(\operatorname{Ker} \mathrm{N} \cap \operatorname{Im} \mathrm{N})$. We will also denote by $\widetilde{\mathscr{M}}_{\text {min }}$ the minimal extension of $\widetilde{\mathscr{M}}$ (cf. 3 3.4.b).

Proposition A.3.1. - We assume that. II is strictly specializable and regular along $t^{\prime}=0$ (cf. Definition 3.3.8 and §3.1.d). Then,
(i) for any $\tau_{o} \neq 0$, the $\mathscr{R}_{2}$-module $\widetilde{\mathscr{M}} \otimes \mathcal{E}^{-t \tau_{o} / z}$ is $\mathscr{R}^{-c o h e r e n t ; ~ i t ~ i s ~ a l s o ~ s t r i c t l y ~}$ specializable (but not regular in general) along $t^{\prime}=0$, with a constant $V$-filtration, so that all $\psi^{\prime} t^{\prime}, \alpha\left(\widetilde{\not \subset} \times \mathcal{E}^{-t \tau_{0} / z}\right)$ are identically 0.
Assume moreover that. $\mathscr{M}$ is strict. Then.
(ii) the $\mathscr{R} z^{-m o d u l e} \mathbb{M} \stackrel{\text { def }}{=} p^{+} \cdot \widetilde{\mathscr{U}} \otimes \mathcal{E}^{-t \tau / z}$ is strictly specializable and regular along $\tau=\tau_{o}$ for any $\tau_{0} \in \widehat{\mathbb{A}}^{1}$ : it is equal to the minimal extension of its localization along $\tau=0$;
(iii) if $\tau_{o} \neq 0$, the $V$-filtration of $\mathbb{F}$ along $\tau-\tau_{o}=0$ is given by

$$
V_{k}: \mathscr{H}= \begin{cases}\mathscr{F} \mathbb{U} & \text { if } k \geqslant-1 \\ \left(\tau-\tau_{o}\right)^{-k+1} \cdot \mathbb{M} & \text { if } k \leqslant-1\end{cases}
$$

we have

$$
\psi_{\tau-\tau_{0}, . \alpha} \cdot \mathscr{H} \mathbb{M}= \begin{cases}0 & \text { if } \alpha \notin-\mathbb{N}-1 \\ \widetilde{\mathbb{M}} \otimes \mathcal{E}^{-t \tau_{\omega} / z} & \text { if } \alpha \in-\mathbb{N}-1\end{cases}
$$

(iv) If $\tau_{0}=0$, we have:
(a) for any $\alpha \neq-1$ with $\operatorname{Re} \alpha \in[-1,0[$, a functorial isomorphism on some neighbourhood of $\mathbf{D} \stackrel{\text { def }}{=}\{|z| \leqslant 1\}$,

$$
\left(\Psi_{\tau, \alpha} \mathscr{F}_{\mid \mathbf{D}}, \mathrm{N}_{\tau}\right) \xrightarrow{\sim} i_{\chi .+}\left(\psi_{t^{\prime}, \alpha} \widetilde{\mathscr{M}( }\left(-D_{\alpha}\right)_{\mid \mathbf{D}}, \mathrm{N}_{t^{\prime}}\right),
$$

where $D_{\alpha}$ is the divisor $1 \cdot i$ if $\alpha^{\prime}=-1$ and $\alpha^{\prime \prime}>0$, the divisor $1 \cdot(-i)$ if $\alpha^{\prime}=-1$ and $\alpha^{\prime \prime}<0$, and the empty divisor otherwise;
(b) for $\alpha=0$, a functorial isomorphism

$$
\left(\psi_{\tau, 0} \mathscr{F}_{\mathscr{U}} \cdot \mathrm{N}_{\tau}\right) \xrightarrow{\sim} i_{x++}\left(\psi_{t^{\prime},-1} \cdot \widetilde{\mathbb{M}} \cdot \mathrm{~N}_{t^{\prime}}\right)
$$

(c) for $\alpha=-1$, two functorial exact sequences

$$
\begin{gathered}
0 \longrightarrow i_{\infty .+} \operatorname{Ker} \mathrm{N}_{t^{\prime}} \longrightarrow \operatorname{Ker~}_{\tau} \longrightarrow \widetilde{\mathscr{M}}_{\min } \longrightarrow 0 \\
0 \longrightarrow \widetilde{\mathscr{M}}_{\text {min }} \longrightarrow \operatorname{Coker} \mathrm{N}_{\tau} \longrightarrow i_{\infty .+} \text { Coker } \mathrm{N}_{t^{\prime}} \longrightarrow 0
\end{gathered}
$$

inducing isomorphisms

$$
\begin{aligned}
i_{\infty,+} \operatorname{Ker} \mathrm{N}_{t^{\prime}} & \sim \operatorname{Ker} \mathrm{N}_{\tau} \cap \operatorname{Im} \mathrm{N}_{\tau} \subset \operatorname{Ker} \mathrm{N}_{\tau} \\
\widetilde{\mathscr{U}}_{\text {min }} & \sim \operatorname{Ker} \mathrm{N}_{\tau} /\left(\operatorname{Ker} \mathrm{N}_{\tau} \cap \operatorname{Im} \mathrm{N}_{\tau}\right) \subset \operatorname{Coker} \mathrm{N}_{\tau},
\end{aligned}
$$

such that the natural morphism $\mathrm{Ker} \mathrm{N}_{\tau} \rightarrow$ Coker $\mathrm{N}_{\tau}$ induces the identity on
$\widetilde{\mathscr{M}}_{\text {min }}$. Proof. See [55].

## A.4. Partial Fourier-Laplace transform of regular twistor $\mathscr{D}$-modules

The main result of this appendix is:
Theorem A.4.1...Let $(\mathscr{T} . \mathscr{S})=\left(\mathscr{K}^{\prime} \ldots \mathscr{K}^{\prime \prime} . C . \mathscr{S}\right)$ be an object of $\operatorname{MT}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$. Then, along $\tau=0, \widehat{\mathbb{M}}^{\prime}$ and $\widehat{\mathbb{M}}^{\prime \prime}$ are strictly specializable, regular and $S$-decomposable (cf. Definition 3.5.1). Moreover, $\Psi_{\tau, \alpha}(\widehat{\mathscr{T}}, \widehat{\mathscr{S}})$. with $\operatorname{Re} \alpha \in\left[-1,0\left[\right.\right.$, and $\phi_{\tau, 0}(\widehat{\mathscr{T}}, \widehat{\mathscr{S}})$ induce, by grading with respect to the monodromy filtration $\mathrm{M} .\left(\mathrm{N}_{\tau}\right)$, an object of $\operatorname{MLT}^{(\mathrm{r})}(\widehat{X}, w ;-1)^{(\mathrm{p})}$.
( $C f$. Chapter 4 for the definition of the categories $\mathrm{MT}^{(\mathrm{r})}$ and $\mathrm{MLT}^{(\mathrm{r})}$.) In particular, all conditions of Definition 4.1.2 are satisfied along the hypersurface $\tau=0$.

This theorem is a generalization of $[\mathbf{5 2}$. Th. 5.3]. without the $\mathbb{Q}$-structure however. In fact, we give a precise comparison with nearby cycles of $(\mathscr{T}, \mathscr{S})$ at $t=\infty$ as in [52, Th. 4.3].

In order to prove Theorem A.4.1, we need to extend the results of Proposition A.3.1 to objects with sesquilinear pairings.

Let $. \mathscr{T}=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C\right)$ be an object of $\mathscr{R}$ - Triples $(X)$. We have defined the object $\mathscr{F} \mathscr{T}=\left(\mathscr{F} \mathscr{U}^{\prime}, \mathscr{F} \mathscr{U}^{\prime \prime},{ }^{\mathscr{F}} C\right)$ of $\mathscr{R}$ - Triples $(Z)$. If we assume that $\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}$ are strict and strictly specializable along $t^{\prime}=0$, then $\mathscr{O}^{\prime} \mathscr{U}^{\prime}, \mathscr{U}^{\prime \prime}$ are strictly specializable along $\tau=0$. Then, for $\operatorname{Re} \alpha \in\left[-1,0\left[, \Psi_{\tau . \alpha} \mathscr{F} \mathscr{T}\right.\right.$ is defined as in $\S 3.6$. Recall (cf. (3.6.2)) that we
denote by $\mathscr{N}_{\tau}: \Psi_{\tau, \alpha} \mathscr{\mathscr { F } \mathscr { T }} \rightarrow \Psi_{\tau, \alpha} \mathscr{F} \mathscr{T}(-1)$ the morphism $\left(-i \mathrm{~N}_{\tau}, i \mathrm{~N}_{\tau}\right)$. If $\alpha=-1$ (more generally if $\alpha$ is real) we have $\Psi_{\tau, \alpha} \mathscr{F}_{\mathscr{T}}=\psi_{\tau, \alpha} \mathscr{F} \mathscr{T}$. We also consider, as in §3.6.b, the vanishing cycle object $\phi_{\tau .0}{ }^{\mathscr{F}} \mathscr{T}$.

It will be convenient to assume, in the following, that $\mathscr{M}^{\prime}=\mathscr{M}_{\min }^{\prime}$ and $\mathscr{M}^{\prime \prime}=$ $\mathscr{M}_{\text {min }}^{\prime \prime}$ : with such an assumption, we will not have to define a sesquilinear pairing on the minimal extensions used in Proposition A.3.1(iv), as we can use $C$.

Proposition A.4.2. For $\mathscr{T}$ as above, we have isomorphisms in $\mathscr{R}$ - Triples $(X)$ :

$$
\begin{aligned}
\left(\Psi_{\tau, \alpha} \mathscr{\mathscr { F }} \mathscr{T}, \mathscr{N}_{\tau}\right) \xrightarrow{\sim} i_{\infty,+}\left(\Psi_{t^{\prime}, \alpha} \mathscr{T}, \mathscr{N}_{t^{\prime}}\right), \quad \forall \alpha \neq-1 \text { with } \operatorname{Re} \alpha \in[-1,0[, \\
\left(\phi_{\tau .0} \mathscr{F}^{(\mathscr{T}}, \mathscr{N}_{\tau}\right) \xrightarrow{\sim} i_{\infty,+}\left(\psi_{t^{\prime},-1} \mathscr{T}, \mathscr{N}_{t^{\prime}}\right),
\end{aligned}
$$

and an exact sequence

$$
0 \longrightarrow i_{\infty,+} \text { Ker } \mathscr{N}_{t^{\prime}} \longrightarrow \operatorname{Ker} \mathscr{N}_{\tau} \longrightarrow \mathscr{T} \longrightarrow 0
$$

inducing an isomorphism $\operatorname{Pgr}_{0}^{\mathrm{M}} \psi_{\tau,-1} \mathscr{F}_{\mathscr{T}} \xrightarrow{\sim} \mathscr{T}$.
Corollary A.4.3. We assume that $\mathscr{T}$ is an object of $\mathrm{MT}^{(\mathrm{r})}(X, w)$ (resp. $(\mathscr{T}, \mathscr{S})$ is an object of $\left.\operatorname{MT}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}\right)$. Then, for any $\alpha \in \mathbb{C}$ with $\operatorname{Re} \alpha \in[-1,0[$, $\left(\Psi_{\tau, \alpha} \mathscr{F} \mathscr{T}, \mathscr{N}_{\tau}\right)$ induces by gradation an object of $\operatorname{MLT}^{(r)}(X, w ;-1)$ (resp. an object of $\left.\operatorname{MLT}^{(\mathrm{r})}(X, w ;-1)^{(\mathrm{p})}\right)$.

Proof of Proposition A.4.2 and Corollary A.4.3. See [55].
For the proof of Theorem A.4.1, we first reduce to weight 0 , and assume that $w=0$. It is then possible to assume that $(\mathscr{T}, \mathscr{S})=(\mathscr{M}, \mathscr{M}, C, I d)$. We may also assume that $\mathscr{M}$ has strict support. Then, in particular. we have $\mathscr{M}=\widetilde{\mathscr{M}}_{\text {min }}$, as defined above.

According to Corollary A.4.3 (and to Proposition A.4.2 for $\phi_{\tau, 0}$ ), we can apply the arguments given in $\S 6.3$ to the direct image by $q$.

Notice that we also get:
Corollary A.4.4. Let $(\mathscr{T}, \mathscr{S})=\left(\mathscr{M}^{\prime}, \mathscr{M}^{\prime \prime}, C, \mathscr{S}\right)$ be an object of $\operatorname{MT}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}$. Then, we have isomorphisms in $\mathscr{R}$ - Triples $(X)$ :

$$
\begin{aligned}
\left(\Psi_{\tau, \alpha} \widehat{\mathscr{T}}, \mathscr{N}_{\tau}\right) & \sim\left(\Psi_{t^{\prime}, \alpha} \mathscr{T}, \mathscr{N}_{t^{\prime}}\right), \quad \forall \alpha \neq-1 \text { with } \operatorname{Re} \alpha \in[-1.0[, \\
\left(\phi_{\tau, 0} \widehat{\mathscr{T}}, \mathscr{N}_{\tau}\right) & \xrightarrow{\sim}\left(\psi_{t^{\prime},-1}, \mathscr{T}, \mathscr{N}_{t^{\prime}}\right) .
\end{aligned}
$$
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## NOTATION

$A_{\beta}(t, z), 125,135$
$\alpha \star z, 17$
$b_{m}, 64,67$
$b_{U}, 64,67$
$C$（sesquilinear pairing），30， 40
${ }^{\mathscr{F}} C .196$
$C^{*}, 32$
coan， 93
can． 72
${ }^{F} C, 191$
$\mathfrak{C}_{X=\times \mathrm{S}} / \mathbf{s} \cdot 13$
Char．Il， 20
（conjugation）， 29
$\widehat{C}, 195$
fi $\begin{gathered}x=\times \Omega \\ X=14\end{gathered}$
$D_{E}, 23,48$
${ }^{F} D_{E}, 192$
D． $\mathscr{H}$ ，24， 48
$D_{V}, 23$
${ }^{F} D_{V}, 192$
$\bar{\partial}_{z}, 178$
ð， 12
D． 198
$\mathfrak{D b}_{X_{T} \times \mathbf{S} / \mathbf{S}}, 13$
$\mathfrak{D b}_{X=\times \Omega}^{a n}, 14$
$\mathcal{D}_{0}, \mathcal{D}_{x}, \mathcal{D}_{z}, 51$
$\operatorname{DR}(M), 19$
$\operatorname{DR}\left(. \widetilde{\mathscr{I}}_{(2)}, 157\right.$
$\operatorname{DR}\left(\widetilde{M}_{z_{0}}\right)_{(2)} \cdot 158$
DR（．／／）， 20
（ $\mathrm{X}, 11$
$e^{\left(z_{0}\right)}, 135$
$e^{\prime\left(z_{0}\right)}, 135$
$\varepsilon, 11$
$\varepsilon^{-t / z} .191$
$\mathcal{E}^{-t \tau / z}, 193$
$f_{+} \not \Perp, 26$
$f_{\dagger} C, f_{\dagger} \cdot \mathcal{T}, 35$

$f^{+}, \not 11,28$
$f^{+} C, f^{+}, \boldsymbol{T}, f^{+} \not \subset, 33$
God， 11
$F_{h, 192}$
ザ， 24
$\mathscr{H}^{\prime}, 40,47$

$\left(H, D_{V}\right), 23,48$
$h_{\mathrm{S}}, 41,48$
，（rescaling）， 51
$\mathscr{L}_{(2)}^{\bullet}\left(\mathscr{H}, \mathcal{D}_{z}\right), 160$
$\mathscr{L}_{(2)}^{\bullet}\left(H, \mathcal{D}_{z_{o}}\right), 159$
$\Lambda, \operatorname{Sing}(\Lambda), 17$
$L_{c}, \mathscr{L}_{c}, \mathscr{L}_{w}, 37$
$\mathrm{L}(t), 17$
F／1， 191
身荘， 194
． $\mathbb{Z}^{l}, \cdot \mathbb{U}^{r}, 15$
． 11.81
．$\widehat{11}, 194$
$M_{z_{0}}, 79$
$\mathrm{M}(\mathrm{N}) \bullet, 71$
$\operatorname{MT}_{\leqslant d}(X, w), \mathrm{MT}_{\leqslant d}^{(\mathrm{r})}(X, w), 107$
$\operatorname{MLT}_{\leqslant d}(X, w ; \varepsilon), \operatorname{MLT}_{\leqslant d}^{(r)}(X, w ; \varepsilon), 114$
$\operatorname{MT}_{\leqslant d}(X, w)^{(\mathrm{p})}, \mathrm{MT}_{\leqslant d}^{(\mathrm{r})}(X, w)^{(\mathrm{p})}, 117$
$\operatorname{MTW}^{(r)}(X, w), 111$
N， 71
1． 88
$\Omega_{0}, 12$
$\Omega_{x}, 12$
$\omega_{X}, 11$
$\omega_{\text {．}}, 13$
$\Omega^{1}, 12$
$\Omega_{0}^{k}, 12$
$O_{S}, 13$
$0_{\mathrm{X}}, 11$
（）． 2,12
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[^0]:    ${ }^{(1)}$ I thank O. Biquard for explaining me his proof and the referee for noticing a missing point in a previous proof.

[^1]:    ${ }^{(2)}$ I thank the referee for indicating that a previous proof was not complete.

[^2]:    (1) "CV" is for Cecotti-Vafa.

