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RANDOM TREES, LEVY PROCESSES
AND SPATIAL BRANCHING PROCESSES

Thomas Duquesne, Jean-Francois Le Gall

Abstract. — We investigate the genealogical structure of general critical or subcritical
continuous-state branching processes. Analogously to the coding of a discrete tree by
its contour function, this genealogical structure is coded by a real-valued stochastic
process called the height process, which is itself constructed as a local time functional
of a Lévy process with no negative jumps. We present a detailed study of the height
process and of an associated measure-valued process called the exploration process,
which plays a key role in most applications. Under suitable assumptions, we prove
that whenever a sequence of rescaled Galton-Watson processes converges in distribu-
tion, their genealogies also converge to the continuous branching structure coded by
the appropriate height process. We apply this invariance principle to various asymp-
totics for Galton-Watson trees. We then use the duality properties of the exploration
process to compute explicitly the distribution of the reduced tree associated with
Poissonnian marks in the height process, and the finite-dimensional marginals of the
so-called stable continuous tree. This last calculation generalizes to the stable case a
result of Aldous for the Brownian continuum random tree. Finally, we combine the
genealogical structure with an independent spatial motion to develop a new approach
to superprocesses with a general branching mechanism. In this setting, we derive
certain explicit distributions, such as the law of the spatial reduced tree in a domain,
consisting of the collection of all historical paths that hit the boundary.
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Résumé (Arbres aléatoires, processus de Lévy et processus de branchement spatiaux)

Nous étudions la structure généalogique de processus de branchement critiques ou
sous-critiques & espace d’états continu. De maniére analogue au codage d’un arbre dis-
cret par son contour, cette structure généalogique est codée par un processus aléatoire
appelé le processus des hauteurs, qui est lui-méme construit comme une fonctionnelle
de type temps local d’un processus de Lévy sans saut négatif. Nous présentons une
étude détaillée du processus des hauteurs et d’un processus & valeurs mesures associé
appelé le processus d’exploration. Sous des hypothéses convenables, nous montrons
que si une suite de processus de Galton-Watson convenablement changés d’échelle
converge en loi, leurs généalogies convergent aussi vers la structure de branchement
codée par le processus des hauteurs. Nous appliquons ce principe d’invariance a di-
vers théorémes limites pour les arbres de Galton-Watson. A ’aide des propriétés de
dualité du processus d’exploration, nous calculons la loi de 'arbre réduit associé a
des marques poissonniennes dans le processus des hauteurs, et les lois marginales de
dimension finie de I’arbre continu stable. Ce dernier calcul généralise au cas stable
un résultat d’Aldous pour ’arbre brownien continu. Finalement, en combinant la
structure généalogique avec un déplacement spatial, nous développons une nouvelle
approche des superprocessus avec un mécanisme de branchement général. Dans ce
cadre, nous obtenons certaines distributions explicites, dont celle de ’arbre spatial
réduit dans un domaine, qui décrit toutes les trajectoires historiques ayant atteint la
frontiére.
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INTRODUCTION

The main goal of this work is to investigate the genealogical structure of continuous-
state branching processes in connection with limit theorems for discrete Galton-
Watson trees. Applications are also given to the construction and various properties
of spatial branching processes including a general class of superprocesses.

Our starting point is the recent work of Le Gall and Le Jan [32] who proposed a cod-
ing of the genealogy of general continuous-state branching processes via a real-valued
random process called the height process. Recall that continuous-state branching pro-
cesses are the continuous analogues of discrete Galton-Watson branching processes,
and that the law of any such process is characterized by a real function 1 called the
branching mechanism. Roughly speaking, the height process is a continuous analogue
of the contour process of a discrete branching tree, which is easy to visualize (see
Section 0.1, and note that the previous informal interpretation of the height process
is made mathematically precise by the results of Chapter 2). In the important spe-
cial case of the Feller branching diffusion ((u) = u?), the height process is reflected
linear Brownian motion: This unexpected connection between branching processes
and Brownian motion, or random walk in a discrete setting has been known for long
and exploited by a number of authors (see e.g. [3], [11], [18], [39], [42]). The key
contribution of [32] was to observe that for a general subcritical continuous-state
branching process, there is an explicit formula expressing the height process as a
functional of a spectrally positive Lévy process whose Laplace exponent 1) is precisely
the branching mechanism. This suggests that many problems concerning the geneal-
ogy of continuous-state branching processes can be restated and solved in terms of
spectrally positive Lévy processes, for which a lot of information is available (see e.g.
Bertoin’s recent monograph [5]). It is the principal aim of the present work to develop
such applications.

In the first two sections below, we briefly describe the objects of interest in a discrete
setting. In the next sections, we outline the main contributions of the present work.



2 INTRODUCTION

0.1. Discrete trees

Let

where N = {1,2,...} and by convention N° = {@}. If u = (u1,...,u,) € N, we
set |u| = n, so that |u| represents the “generation” of u. If u = (uy,...un) and v =
(v1,...,vn) belong to U, we write uv = (uy,...Um,v1,...,v,) for the concatenation
of u and v. In particular u® = Gu = u.

A (finite) rooted ordered tree 7 is a finite subset of U such that:

(i) oeT.

(ii) fveT and v =wuj forsomeu €YY and j €N, then u € 7.

(iii) For every u € T, there exists a number k,(7) > 0 such that uj € 7 if and
only if 1 < j < k(7).

We denote by T the set of all rooted ordered trees. In what follows, we see each
vertex of the tree 7 as an individual of a population whose 7 is the family tree. The
cardinality #(7) of T is the total progeny.

If 7 is a tree and u € 7, we define the shift of 7 at u by 6,7 ={ve U :uw e T}.
Note that 6,7 € T.

We now introduce the (discrete) height function associated with a tree 7. Let us
denote by u(0) = @,u(1),u(2),...,u(#(7) — 1) the elements of 7T listed in lexico-
graphical order. The height function H(7) = (H,(7);0 < n < #(7)) is defined
by

Ho(T) = Ju(n), 0<n<#(T).

The height function is thus the sequence of the generations of the individuals of
7T, when these individuals are visited in the lexicographical order (see Fig.1 for an
example). It is easy to check that H(7) characterizes the tree 7.

The contour function gives another way of characterizing the tree, which is easier
to visualize on a picture (see Fig. 1). Suppose that the tree is embedded in the half-
plane in such a way that edges have length one. Informally, we imagine the motion of
a particle that starts at time ¢t = 0 from the root of the tree and then explores the tree
from the left to the right, moving continuously along the edges at unit speed, until it
comes back to its starting point. Since it is clear that each edge will be crossed twice
in this evolution, the total time needed to explore the tree is (7)) := 2(#(7) — 1).
The value C; of the contour function at time ¢ is the distance (on the tree) between
the position of the particle at time ¢ and the root. By convention C; = 0 if t > (7).
Fig. 1 explains the definition of the contour function better than a formal definition.

ASTERISQUE 281



0.2. GALTON-WATSON TREES 3
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FIGURE 1

0.2. Galton-Watson trees

Let u be a critical or subcritical offspring distribution. This means that u is a
probability measure on Z, such that

o0
> ku(k) < 1.
k=0

We exclude the trivial case where p(1) = 1.

There is a unique probability distribution Q, on T such that

(1) Qulke =3j) = u(4), Jj€Zs.

(ii) For every j > 1 with p(j) > 0, the shifted trees 6,7,...,0;7 are independent
under the conditional probability Q.(- | kg = j) and their conditional distribution
is Q.

A random tree with distribution Q, is called a Galton-Watson tree with offspring
distribution p, or in short a u-Galton-Watson tree.

Let 77,75, ... be a sequence of independent p-Galton-Watson trees. We can asso-
ciate with this sequence a height process obtained by concatenating the height func-
tions of each of the trees 77,75, .... More precisely, for every k > 1, we set

Hy = Hy (1) 4 42Tao) (Te) i #(T1) 4+ +#(To1) < n < #(T1)+ -+ #(Ty).

The process (H,,n > 0) codes the sequence of trees.
Similarly, we define a contour process (C¢,t > 0) coding the sequence of trees by
concatenating the contour functions

(Ct(ﬂ)’t € [O’C(,Tl) + 2])’ (Ct(7—2)7t € [07<('T2) + 2])5 etc.

SOCIETE MATHEMATIQUE DE FRANCE 2002



4 INTRODUCTION

Note that Cy(7,) = 0 for t € [{(75),¢(7n) + 2], and that we are concatenating the
functions (C¢(7,),t € [0,{(7,) + 2]) rather than the functions (C¢(7,),t € [0,¢(7»)]).
This is a technical trick that will be useful in Chapter 2 below. We may also observe
that the process obtained by concatenating the functions (C¢(7,), ¢t € [0,¢(7,)]) would
not determine the sequence of trees.

There is a simple relation between the height process and the contour process: See
Section 2.4 in Chapter 2 for more details.

Although the height process is not a Markov process, except in very particular
cases, it turns out to be a simple functional of a Markov chain, which is even a
random walk. The next lemma is taken from [32], but was obtained independently
by other authors: See [7] and [4].

Lemma. — Let T1,73,... be a sequence of independent w-Galton- Watson trees, and
let (Hp,n > 0) be the associated height process. There exists a random walk V on Z
with initial value Vo = 0 and jump distribution v(k) = p(k+1), for k =-1,0,1,2,...,
such that for every n > 0,
€] H, =Card{k € {0,1,...,n -1} : Vi = inf V;}.
k<j<n

A detailed proof of this lemma would be cumbersome, and we only explain the
idea. By definition, H,, is the generation of the individual visited at time n, for a
particle that visits the different vertices of the sequence of trees one tree after another
and in lexicographical order for each tree. Write R,, for the quantity equal to the
number of younger brothers (younger means greater in the lexicographical order) of
the individual visited at time n plus the number of younger brothers of his father,
plus the number of younger brothers of his grandfather etc. Then the random walk
that appears in the lemma may be defined by

Va=Ro—(G—1) i #(T)++#(To1) <n < #T) + -+ #(T)).

To verify that V is a random walk with jump distribution v, note that because of
the lexicographical order of visits, we have at time n no information on the fact that
the individual visited at that time has children or not. If he has say ¥ > 1 children,
which occurs with probability u(k), then the individual visited at time n + 1 will
be the first of these children, and our definitions give R,11 = R, + (k — 1) and
Vie1 = Vi + (k — 1). On the other hand if he has no child, which occurs with
probability 1(0), then the individual visited at time n + 1 is the first of the brothers
counted in the definition of R, (or the ancestor of the next tree if R, = 0) and we
easily see that V, 11 = V;, — 1. We thus get exactly the transition mechanism of the
random walk with jump distribution v.

Let us finally explain formula (1). From our definition of R,, and V,,, it is easy to see
that the condition n < inf{j > k : V; < V4} holds iff the individual visited at time n is
a descendant of the individual visited at time k (more precisely, inf{j > k : V; < V. }

ASTERISQUE 281



0.3. THE CONTINUOUS HEIGHT PROCESS 5

is the time of the first visit after k of an individual that is not a descendant of
individual k). Put in a different way, the condition Vi = infrg;j<n V; holds iff the
individual visited at time k is an ascendant of the individual visited at time n. It is
now clear that the right-hand side of (1) just counts the number of ascendants of the
individual visited at time n, that is the generation of this individual.

0.3. The continuous height process

To define the height process in a continuous setting, we use an analogue of the
discrete formula (1). The role of the random walk V in this formula is played by a
Lévy process X = (X, t > 0) without negative jumps. We assume that X does not
drift to 4+o0o (this corresponds to the subcriticality of p in the discrete setting), and
that the paths of X are of infinite variation a.s.: The latter assumption implies in
particular that the process X started at the origin will immediately hit both (0, c0)
and (—o00,0). The law of X can be characterized by its Laplace functional v, which
is the nonnegative function on R, defined by

Elexp(=AX;)] = exp(tp(X))-

By the Lévy-Khintchine formula and our special assumptions on X, the function v
has to be of the form

P(A) = ad + A2 + /w(dr) (€™ — 14 M),

where , 3 > 0 and 7 is a o-finite measure on (0, c0) such that [ m(dr)(r Ar?) < oo.
We write
St = sup X , I; = inf X, .

s<t s<t
By analogy with the discrete case, we would like to define H; as the “measure” of
the set
2) {sgt:Xs=sé1:f<tXr}.
However, under our assumptions on X, the Lebesgue measure of this set is always
zero, and so we need to use some sort of local time. The key idea is to introduce for
every fixed ¢t > 0 the time-reversed process

)?gt)th—X(t_s)_ 9 Ogsgtv

and its associated supremum
S = sup X,

[ ]

We observe that via time-reversal s — t — s, the set (2) corresponds to {s < ¢ :
SW =X §t)}. This leads to the rigorous definition of H: H is defined as the local time
at level 0, at time t of the process S®) — X This definition makes sense because
S® — X® has the same law over [0,t] as the so-called reflected process S — X for

SOCIETE MATHEMATIQUE DE FRANCE 2002



6 INTRODUCTION

which 0 is a regular point under our assumptions. Note that the normalization of
local time has to be specified in some way: See Section 1.1. The process (Hg,t > 0)
is called the 1-height process, or simply the height process.

Why is the 1-height process H an interesting object of study? In the same way as
the discrete height process codes the genealogy of a sequence of independent Galton-
Watson trees, we claim that the continuous height process represents the genealogical
structure of continuous-state branching processes, which are the continuous analogues
of Galton-Watson processes. This informal claim is at the heart of the developments
of the present work. Perhaps the best justification for it can be found in the limit
theorems of Chapter 2 that relate the discrete and continuous height processes (see
Section 0.4 below). Another justification is the Ray-Knight theorem for the height
process that will be discussed below.

The goal of Chapter 1 is to present a self-contained construction and to derive
several new properties of the 1-height process. Although there is some overlap with
[32], our approach is different and involves new approximations. It is important
to realize that H; is defined as the local time at time t of a process which itself
depends on t. For this reason, it is not clear whether the paths of H have any
regularity properties. Also H is not Markov, except in the very special case where
X has no jumps. To circumvent these difficulties, we rely on the important tool of
the exploration process: For every ¢ > 0, we define a random measure p; on Ry by
setting

(3) (pe, f) = dsI7 f(H,)
[0,¢]
where
I = inf X,
s<r<t

and the notation dsI7 refers to integration with respect to the nondecreasing function
s — I$. The exploration process (ps,t > 0) is a Markov process with values in the
space M;(R4) of finite measures on R . It was introduced and studied in [32], where
its definition was motivated by a model of a LIFO queue (see [35] for some applications
to queueing theory).

The exploration process has several interesting properties. In particular it is cadlag
(right-continuous with left limits) and it has an explicit invariant measure in terms
of the subordinator with Laplace exponent 9(\)/X (see Proposition 1.2.5). Despite
its apparently complicated definition, the exploration process is the crucial tool that
makes it possible to answer most questions concerning the height process. A first
illustration of this is the choice of a “good” lower-semicontinuous modification of Hy,
which is obtained by considering for every ¢ > 0 the supremum of the support of the
measure p; (beforehand, to make sense of the definition of p;, one needs to use a first
version of H that can be defined by suitable approximations of local times).

ASTERISQUE 281



0.3. THE CONTINUOUS HEIGHT PROCESS 7

An important feature of both the height process and the exploration process is the
fact that both H; and p; depend only on the values of X, or of X — I, on the excursion
interval of X — I away from 0 that straddles ¢. For this reason, it is possible to define
and to study both the height process and the exploration process under the excursion
measure of X — I away from 0. This excursion measure, which is denoted by N,
plays a major role throughout this work, and many results are more conveniently
stated under N. Informally, the height process under N codes exactly one continuous
tree, in the same way as each excursion away from 0 of the discrete height process
corresponds to one Galton-Watson tree in the sequence (cf. Section 0.2).

As a typical application of the exploration process, we introduce and study the local
times of the height process, which had not been considered in earlier work. These
local times play an important role in the sequel, in particular in the applications to
spatial branching processes. The local time of H at level @ > 0 and at time ¢ is
denoted by L and these local times can be defined through the approximation

8_1/0 1{a<Hr<a+6}dT - LZ ] =0

(Proposition 1.3.3). The proof of this approximation depends in a crucial way on
properties of the exploration process derived in Section 1.3: Since H is in general not
Markovian nor a semimartingale, one cannot use the standard methods of construction
of local time.

The Ray-Knight theorem for the height process states that if

lim F [ sup

e—0 S<t

T,=inf{t >0: Xy = —r}, forr >0,

the process (L%, ,a > 0) is a continuous-state branching process with branching mech-
anism ¥ (in short a 1-CSBP) started at r. Recall that the ¢-CSBP is the Markov
process (Ya,a > 0) with values in Ry whose transition kernels are characterized by
their Laplace transform: For A > 0 and b > a,

Elexp —)\Y, | Y,] = exp(—Y, up—a(N)),

where ut(X), t > 0 is the unique nonnegative solution of the differential equation

P~ p), wo) =

By analogy with the discrete setting, we can think of L7, as “counting” the number
of individuals at generation a in a Poisson collection of continuous trees (those trees
coded by the excursions of X — I away from 0 before time T,). The Ray-Knight
theorem corresponds to the intuitive fact that the population at generation a is a
branching process.

The previous Ray-Knight theorem had already been derived in [32] although in a
less precise form (local times of the height process had not been constructed). An
important consequence of the Ray-Knight theorem, also derived in [32], is a criterion

SOCIETE MATHEMATIQUE DE FRANCE 2002



8 INTRODUCTION

for the path continuity of H: H has continuous sample paths iff
® dA

(4) oy <>
This condition is in fact necessary and sufficient for the a.s. extinction of the 1-CSBP.
If it does not hold, the paths of H have a very wild behavior: The values of H over
any nontrivial interval (s, t] contain a half-line [a,00). On the other hand, (4) holds
if 3 > 0, and in the stable case ¥()\) = cA7, 1 < v < 2 (the values v € (0,1] are
excluded by our assumptions).

In view of applications in Chapter 4, we derive precise information about the Holder
continuity of H. We show that if

v =sup{r >0: /\lim ATTY(A) = 400},
—00

then the height process H is a.s. Holder continuous with exponent r for any
r € (0,1 —~71), and a.s. not Holder continuous with exponent r if 7 > 1 — 1.

0.4. From discrete to continuous trees

Chapter 2 discusses limit theorems for rescaled Galton-Watson trees. These re-
sults demonstrate that the 1-height process is the correct continuous analogue of the
discrete height process coding Galton-Watson trees.

It is well known [27] that continuous-state branching processes are the only possible
scaling limits of discrete-time Galton-Watson branching processes. One may then ask
for finer limit theorems involving the genealogy. Precisely, starting from a sequence of
rescaled Galton-Watson processes that converge in distribution towards a continuous-
state branching process, can one say that the corresponding discrete Galton-Watson
trees also converge, in some sense, towards a continuous genealogical structure? The
results of Chapter 2 show that the answer is yes.

To be specific, consider a sequence (pp) of (sub)critical offspring distributions.
For every p > 1, let Y? be a (discrete-time) Galton-Watson process with offspring
distribution p, started at Y = p. Suppose that the processes Y? converge after
rescaling towards a ¥-CSBP, where 1) satisfies the conditions introduced in Section
0.3. Precisely, we assume that there is a sequence <y, T oo such that

— (d)
(5) (p lY[si,,t]’t 2 0) pjog (Y;vt 2 0)’

where Y is a ¥-CSBP, and the symbol (d) indicates convergence in distribution in
the Skorokhod space. Let HP be the discrete height process associated with i, in the

sense of Section 0.2. Then Theorem 2.2.1 shows that

(6) (v HE oot > 0) S (Hy e > 0),

[pvpt]? p—00
where H is the 1-height process and (fd) indicates convergence of finite-dimensional
marginals. A key ingredient of the proof is the observation due to Grimvall [21] that
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0.4. FROM DISCRETE TO CONTINUOUS TREES 9

the convergence (5) implies the convergence in distribution (after suitable rescaling)
of the random walks V? with jump distribution v,(k) = pp(k + 1), k = -1,0,1,...,
towards the Lévy process with Laplace exponent . The idea is then to pass to the
limit in the formula for H? in terms of VP, recalling that the -height process is given
by an analogous formula in terms of the Lévy process X. In the special case § = 0
and under more restrictive assumptions, the convergence (6) had already appeared in
(32].

In view of applications, the limiting result (6) is not satisfactory because the con-
vergence of finite-dimensional marginals is too weak. In order to reinforce (6) to a
functional convergence, it is necessary to assume some regularity of the paths of H.
We assume that condition (4) ensuring the path continuity of H holds (recall that if
this condition does not hold, the paths of H have a very wild behavior). Then, we can
prove (Theorem 2.3.1) that the convergence (6) holds in the sense of weak convergence
on the Skorokhod space, provided that the following condition is satisfied: For every
6 >0,

(7) liminf PV, | = 0] > 0.

Roughly speaking this means that the rescaled Galton-Watson process (p‘lY[f” . t])t>0
may die out at a time of order 1, as its weak limit Y does (recall that we are assuming
(4)). The technical condition (7) is both necessary and sufficient for the reinforcement
of (6) to a functional convergence. Simple examples show that this condition cannot
be omitted in general.

However, in the important special case where p, = p for every p, we are able to
show (Theorem 2.3.2) that the technical condition (7) is always satisfied. In that
case, 1 must be of the form 9 (u) = cu” with 1 < v < 2, so that obviously (4) also
holds. Thus when u, = p for every p, no extra condition is needed to get a functional
convergence.

In Section 2.4, we show that the functional convergence derived for rescaled discrete
height processes can be stated as well in terms of the contour processes (cf. Section
0.1). Let C? = (C?,t > 0) be the contour process for a sequence of independent pp-
Galton-Watson trees. Under the assumptions that warrant the functional convergence
in (6), Theorem 2.4.1 shows that we have also

(v, 1Ch, st = 0) 9, (Hyjz,t > 0).
P p—oo
Thus scaling limits are the same for the discrete height process and for the contour
process.

In the remaining part of Chapter 2, we give applications of (6) assuming that the
functional convergence holds. In particular, rather than considering a sequence of
pp-Galton-Watson trees, we discuss the height process associated with a single tree
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conditioned to be large. Precisely, let HP be the height process for one pu,-Galton-
Watson tree conditioned to non-extinction at generation [y,T], for some fixed T > 0.
Then, Proposition 2.5.2 gives

(d)

(v B, >0) = (Bt >0),

;’)’p tP t
where the limiting process is an excursion of the -height process conditioned to hit
level T. This is of course reminiscent of a result of Aldous [3] who proved that in
the case of a critical offspring distribution p with finite variance, the contour process
of a u-Galton-Watson tree conditioned to have exactly p vertices converges after a
suitable rescaling towards a normalized Brownian excursion (see also [19] and [36]
for related results including the convergence of the height process in Aldous’ setting).
Note that in Aldous’ result, the conditioning becomes degenerate in the limit, since
the “probability” that a Brownian excursion has length exactly one is zero. This
makes it more difficult to derive this result from our approach, although it seems very
related to our limit theorems. See however Duquesne [10] for an extension of Aldous’
theorem to the stable case using the tools of the present work (a related result in the
stable case was obtained by Kersting [26]).

The end of Chapter 2 is devoted to reduced trees. We consider again a single
Up-Galton-Watson tree conditioned to non-extinction at generation [y,T]. For every
k < [7,T), we denote by ZP"1"] the number of vertices at generation k that have
descendants at generation [y,7]. Under the assumptions and as a consequence of
Proposition 2.5.2, we can prove that
@ (ZzF,0<t<T)

p—00

(zP M o<t <)

where the limit Z7 has a simple definition in terms of H: ZT is the number of
excursions of H above level t that hit level T. Thanks to the properties of the
height process and the exploration process that have been derived in Chapter 1, it
is possible to calculate the distribution of the time-inhomogeneous branching process
(ZT,t > 0). This distribution is derived in Theorem 2.7.1. Of course in the stable
case, corresponding to u, = p for every p, the distribution of Z T had been computed
previously. See in particular Zubkov [50] and Fleischmann and Siegmund-Schultze
7.

0.5. Duality properties of the exploration process

In the applications developed in Chapters 3 and 4, a key role is played by the
duality properties of the exploration process p. We first observe that formula (3)
defining the exploration process can be rewritten in the following equivalent way

pi(dr) = Bl g (r)dr+ Y (I — Xs_)dm,(dr)

s<t, X <If
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0.6. MARGINALS OF TREES CODED BY THE HEIGHT PROCESS 11

where g, is the Dirac measure at H,, and we recall that I} = infy<r<¢ Xr. We then
define another measure 7; by setting
ne(dr) = Bl (r)dr+ > (Xe—I})dm,(dr).
s<t, X <If

To motivate this definition, we may come back to the discrete setting of Galton-
Watson trees. In that setting, the value at time n of the discrete height process
H,, is the generation of the n-th visited vertex by a “particle” that visits vertices in
lexicographical order one tree after another, and the analogue of p; gives for every
k < H,, the number of younger (i.e. coming later in the lexicographical order) brothers
of the ancestor at generation k of the n-th visited vertex. Then the analogue of n;
gives for every k < H,, the number of older brothers of the ancestor at generation k
of the n-th visited vertex.

It does not seem easy to study directly the Markovian properties or the regularity
of paths of the process (n:,t > 0). The right point of view is to consider the pair
(pt,m¢), which is easily seen to be a Markov process in M(R;)2. The process (p¢, 7¢)
has an invariant measure M determined in Proposition 3.1.3. The key result (Theorem
3.1.4) then states that the Markov processes (p,n) and (7, p) are in duality under M.
A consequence of this is the fact that (n;,t > 0) also has a cadlag modification. More
importantly, we obtain a crucial time-reversal property: Under the excursion measure
N of X — I, the processes (ps,75;0 < s < 0) and (No—s)—; P(oc—s)—;0 < 8 < 0)
have the same distribution (here o stands for the duration of the excursion under
N). This time-reversal property plays a major role in many subsequent calculations.
It implies in particular that the law of H under N is invariant under time-reversal.
This property is natural in the discrete setting, if we think of the contour process of
a Galton-Watson tree, but not obvious in the continuous case.

0.6. Marginals of trees coded by the height process

Let us explain more precisely how an excursion of the 1-height process codes a
continuous branching structure. We consider first a deterministic continuous function
e : Ry — Ry such that e(t) > 0iff 0 < ¢t < o, for some 0 = o(e) > 0. For any
s,8 >0, set

AN .
me(s’ s ) - s/\s’gtlisv.s’ e(t)'

Then e codes a continuous genealogical structure via the following simple prescrip-
tions:

(i) To each s € [0, 0] corresponds a vertex at generation e(s).

(ii) Vertex s is an ancestor of vertex s’ if e(s) = m.(s,s’). In general, m.(s,s’) is
the generation of the last common ancestor to s and s'.

(iil) We put d(s,s’) = e(s) + e(s’) — 2me(s,s’) and identify s and s’ (s ~ s') if
d(s,s’) =0.
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Formally, the tree coded by e can be defined as the quotient set [0, 0]/ ~, equipped
with the distance d and the genealogical relation specified in (ii).

With these definitions, the line of ancestors of a vertex s is isometric to the segment
[0,e(s)]. If we pick two vertices s and &, their lines of ancestors share a common
part isometric to [0, me(s,s’)], and then become distinct. In general, if we consider
p instants t;,...,tp, with 0 < ¢, < --- < ¢, < o0, we can associate with these p
instants a genealogical tree 6(e, t1,...,t,), which consists of a discrete rooted ordered
tree with p leaves, denoted by 7 (e, t1,...,tp) and marks h,(e,t1,...,t,) = 0 for
v € T(e,t1,...,tp), that correspond to the lifetimes of vertices in 7 (e, t1,...,¢p). See
subsection 3.2.1 for a precise definition.

In the second part of Chapter 3, we use the duality results proved in the first part
to calculate the distribution of the tree 8(H,m,...,7,) under certain excursion laws
of H and random choices of the instants 7,...,7,. We assume that the continuity
condition (4) holds. We first consider Poissonnian marks with intensity A, and the
height process H under the excursion measure N of X —I. Let 71,...,7a be the marks
that fall into the duration interval [0, o] of the excursion. Theorem 3.2.1 shows that
under the probability measure N(- | M > 1), the tree 0(H,m1,...,7n) is distributed
as the family tree of a continuous-time Galton-Watson process starting with one
individual at time 0 and where

— lifetimes have an exponential distribution with parameter ¥’(=*()));
— the offspring distribution is the law of the variable £ with generating function

P =)y~ (V)
YW (= (N)

In the quadratic case, we get a critical binary branching E[ré] = %(1 +72). The
result in that case had been obtained by Hobson [22].

We finally specialize to the stable case ¥(\) = A7, v € (1, 2]. By scaling arguments,
we can then make sense of the law N3y = N(- | o = 1) of the normalized excursion
of H. Using the case of Poissonnian marks, we compute explicitly the law of the tree
6(H,t1,...,tp) under N(y), when (t1,...,t,) are chosen independently and uniformly
over [0,1]7. In the quadratic case ¥ (u) = u?, H is under N(1y a normalized Brownian
excursion, and the corresponding tree is called the continuum random tree (see Aldous
[1],12],[3]). By analogy, in our more general case ¥(u) = u?, we may call the tree
coded by H under N(;) the stable continuum random tree. Our calculations give what
Aldous calls the finite-dimensional marginals of the tree. In the case v = 2, these
marginals were computed by Aldous (see also Le Gall [31] for a different approach
closer to the present work). In that case, the discrete skeleton 7(H,t1,...,tp) is
uniformly distributed over all binary rooted ordered trees with k leaves. When v < 2,
things become different as we can get nonbinary trees (the reason why we get only
binary trees in the Brownian case is the fact that local minima of Brownian motion
are distinct). Theorem 3.3.3 shows in particular that if 7 is a tree with p leaves

E[rf]=r+
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0.7. THE LEVY SNAKE 13

such that k,(7) # 1 for every v € 7 (this condition must be satisfied by our trees
T(e,t1,...,tp)) then the probability that 7 (H,t1,...,tp,) =T is
p! 11 =D =2)--- (v = ko + 1|
— 1 ((p— — 1
(=-D2y=1)-- (- =1) 2y, ky!
where N7 = {v € T : k, > 0} is the set of nodes of 7. It would be interesting to
know whether this distribution on discrete trees has occurred in other settings.

0.7. The Lévy snake

Chapters 1 — 3 explore the continuous genealogical structure coded by the 1-height
process H. In Chapter 4, we examine the probabilistic objects obtained by combining
this branching structure with a spatial motion given by a cadlag Markov process
& with state space E. Informally, “individuals” do not only reproduce themselves,
but they also move in space independently according to the law of £&. The (&,v)-
superprocess is then a Markov process taking values in the space of finite measures
on E, whose value at time ¢ is a random measure putting mass on the set of positions
of “individuals” alive at time ¢. Note that the previous description is very informal
since in the continuous branching setting there are no individual particles but rather a
continuum of infinitesimal particles. Recent accounts of the theory of superprocesses
can be found in Dynkin [13], Etheridge [15] and Perkins [40].

Our coding of the genealogy by the height process leads to introducing a Markov
process whose values will give the historical paths followed by the “individuals” in the
population. This a generalization of the Brownian snake introduced in [28] and stud-
ied in particular in [31]. To give a precise definition, fix a starting point = € E, con-
sider the y-height process (H,,s > 0) and recall the notation mg (s, s’) = infs o Hy
for s < s’. We assume that the continuity condition (4) holds. Then conditionally
on (Hs, s > 0) we consider a time-inhomogeneous Markov process (Ws, s > 0) whose
distribution is described as follows:

— For every s = 0, W, = (W,(t),0 < t < Hy) is a path of £ started at z and with
finite lifetime H,.

— If we consider two instants s and s’, the corresponding paths W, and W,/ are
the same up to time mg(s,s’) and then behave independently.

The latter property is consistent with the fact that in our coding of the genealogy,
vertices attached to s and s’ have the same ancestors up to generation mg(s,s’). See
Section 4.1 for a more precise definition.

The pair (ps, Ws) is then a Markov process with values in the product space
Ms(R4+) x W, where W stands for the set of all finite cadlag paths in E. This
process is called the Lévy snake (with initial point z). It was introduced and studied
in [33], where a form of its connection with superprocesses was established. Chapter 4
gives much more detailed information about its properties. In particular, we prove
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the strong Markov property of the Lévy snake (Theorem 4.1.2), which plays a crucial
role in several applications.

We also use the local times of the height process to give a nicer form of the connec-
tion with superprocesses. Write Ws for the left limit of W, at its lifetime H, (which
exists a.s. for each fixed s), and recall the notation T, = inf{t > 0: X; = —r}. For
every t > 0, we can define a random measure Z; on F by setting

T, .
(Ze, ) = /O d,Lt £(W,).

Then (Z;,t > 0) is a (&,1)-superprocess with initial value 76,. This statement is
in fact a special case of Theorem 4.2.1 which constructs a (£, )-superprocess with
an arbitrary initial value. For this more general statement, it is necessary to use
excursion measures of the Lévy snake: Under the excursion measure N, the process
(ps,s = 0) is distributed according to its excursion measure N, and (W,,s > 0) is
constructed by the procedure explained above, taking z for initial point.

As a second application, we use local time techniques to construct exit measures
from an open set and to establish the integral equation satisfied by the Laplace func-
tional of exit measures (Theorem 4.3.3). Recall that exit measures of superprocesses
play a fundamental role in the connections with partial differential equations studied
recently by Dynkin and Kuznetsov (a detailed account of these connections can be
found in the book [13]).

We then study the continuity of the path-valued process W, with respect to the
uniform topology on paths. This question is closely related to the compact support
property for superprocesses. In the case when ¢ is Brownian motion in R?, Theorem
4.5.2 shows that the condition

/100 (/Ot Y(u) du>—1/2dt < 00

is necessary and sufficient for W; to be continuous with respect to the uniform topology
on paths. The proof relies on connections of the exit measure with partial differential
equations and earlier work of Sheu [45], who was interested in the compact support
property for superprocesses. In the case of a general spatial motion, assuming only
that & has Holder continuous paths, we use the continuity properties of H derived
in Chapter 1 to give simple sufficient conditions ensuring that the same conclusion
holds.

Although we do not develop such applications in the present work, we expect that
the Lévy snake will be a powerful tool to study connections with partial differential
equations, in the spirit of [30], as well as path properties of superprocesses (see [34]
for a typical application of the Brownian snake to super-Brownian motion).

In the last two sections of Chapter 4, we compute certain explicit distributions
related to the Lévy snake and the (£,1))-superprocess, under the excursion measures
N,;. We assume that the path-valued process W is continuous with respect to the
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0.7. THE LEVY SNAKE 15

uniform topology on paths, and then the value W (H,) can be defined as a left limit
at the lifetime, simultaneously for all s > 0. If D is an open set in E such that z € D,
we consider the first exit time

Tp =inf{s 2 0: 7(W;) < oo}

where 7(W,) = inf{t € [0, H,] : W,(t) ¢ D}. Write u(y) = Ny(Tp < 00) < oo for
every y € D. Then the distribution of Wy, under N;(- N {Tp < oo}) is characterized
by the function v and the distribution Il of £ started at = via the formula: For every
a 20,

N, (1{TD<00}1{G<HTD}F(WTD t),0<t< a))
~ I L&) (6,0 < 7 < exp (~ [ Flutear)].

where 7 stands for the first exit time of £ from D, and 9(r) = ¢(r)/r. Theorem 4.6.2
gives more generally the law of the pair (Wr,,, prp,) under N, (- N {Tp < oo}). In the
special case when ¢ is Brownian motion in R?, the function v can be identified as the
maximal nonnegative solution of %Au = 1¢(u) in D, and the law of W, is that of
a Brownian motion with drift Vu/u up to its exit time from D. This considerably
extends a result of [29] proved in the quadratic branching case by a very different
method.

The last section of Chapter 4 investigates reduced spatial trees, again under the
assumption that the path-valued process W is continuous with respect to the uniform
topology on paths. We consider a spatial open set D with x € D, and the Lévy snake
under its excursion measure N, (in the superprocess setting this means that we are
looking at all historical paths corresponding to one given ancestor at time 0). We
condition on the event that {Tp < oo}, that is one at least of the paths W, exits D,
and we want to describe the spatial structure of all the paths that exit D, up to their
respective exit times. This is an analogue (and in fact a generalization) of the reduced
tree problem studied in Chapter 2. In the spatial situation, all paths W that exit D
will be the same up to a certain time mp at which there is a branching point with
finitely many branches, each corresponding to an excursion of the height process H
above level mp during which the Lévy snake exits D. In each such excursion the
paths W, that exit D will be the same up to a level strictly greater than mp, at
which there is another branching point, and so on.

To get a full description of the reduced spatial tree, one only needs to compute the
joint distribution of the path WP = Wx, (. A mp), that is the common part to all
paths that do exit D, and the number Np of branches at the first branching point.
Indeed, conditionally on the pair (WL, Np), the “subtrees of paths” that originate
from the first branching point will be independent and distributed according to the
full reduced tree with initial point /WOD = WP (mp) (see Theorem 4.7.2 for more
precise statements). Theorem 4.7.2 gives explicit formulas for the joint distribution
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of (WP, Np), again in terms of the function u(y) = Ny (Tp < 00) < co. Precisely,
the law of the “first branch” WP is given by

Nz (1{rp<co} F(WP))
00 b
= /0 dbnm[l{m}u(gb)e(u(éb)) exp(— /0 w’(u@r))dr)F(»:r,osr<b)],

where 6(r) = 9/ (r) —(r). Furthermore the conditional distribution of Np given wP
depends only on the branching point /WOD and is given by
¥(U) = 1(U, (1 = 1))
Y'(U) = 1 (U,0)
where U = u(/WOD) and yy(a,b) = ﬂ%};ﬂﬂ. In the stable case ¥(u) = u?, the variable
Np is independent of W and its generating function is (y — 1)~((1 — 7)Y — 1 +~7).
In the special case ¥(u) = u?, the previous result was used by Mselati [38] to
investigate absolute continuity properties of the law of the exit measure of super-
Brownian motion, in view of applications to the semilinear partial differential equation
Au = u?. Again in the quadratic branching case, our description of the reduced spatial
tree is reminiscent of the recent work of Salisbury and Verzani [43],[44] who study exit
measures of super-Brownian motion conditioned to hit a number of specified points
on the boundary. This conditioning leads to a spatial tree described by a branching
particle backbone process with immigration of mass along the paths of the particles.

N [rN? | Tp < 00, WP =1 0<r<i,
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CHAPTER 1

THE HEIGHT PROCESS

1.1. Preliminaries on Lévy processes

1.1.1. Basic assumptions. — In this section, we introduce the class of Lévy pro-
cesses that will be relevant to our study and we record some of their basic properties.
For almost all facts about Lévy processes that we need, we refer to the recent book
of Bertoin [5] (especially Chapter VII).

We consider a Lévy process X on the real line. It will be convenient to as-
sume that X is the canonical process on the Skorokhod space D(Ry,R) of cadlag
(right-continuous with left limits) real-valued paths. Unless otherwise noted, the un-
derlying probability measure P is the law of the process started at 0. We denote
by (Gt,t € [0,00]) the canonical filtration, completed as usual by the class of all P-
negligible sets of Go.

We assume that the following three properties hold a.s.:

(H1) X has no negative jumps.

(H2) X does not drift to +oc.

(H3) The paths of X are of infinite variation.

Thanks to (H1), the “Laplace transform” Elexp —AX;] is well defined for every
A>0andt >0, and can be written as

Elexp —AXi] = exp(tp(V)),
with a function 1 of the form
Y =aod+ BN+ [ () (€~ 1 Lpa o),
(0,00)
where ap € R, 8 > 0 and the Lévy measure 7 is a Radon measure on (0, 00) such
that [, (1A r?) 7(dr) < oo.
Assumption (H2) then holds iff X has first moments and F[X;] < 0. The first
moment assumption is equivalent to saying that m satisfies the stronger integrability
condition

/ (r Ar?)m(dr) < oo.
(0,00)
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Then 9 can be written in the form

(8) P(A) = aX + B2 +/ m(dr) (€7 — 1+ \r),
(0,00)
Note that 1 is then convex and that we have F[X;] = —t¢/(0) = —ta. The condition
E[X4] < 0 thus holds iff @ > 0. The process X is recurrent or drifts to —oco according
asa=0or a>0.
Finally, according to [5] (Corollary VIL5), assumption (H3) holds iff at least one
of the following two conditions is satisfied: 3 > 0, or

/ ra(dr) = oo.
(0,1)

Summarizing, we assume that X is a Lévy process with no negative jumps, whose
Laplace exponent % has the form (8), where a > 0, 8 > 0 and 7 is a o-finite measure
on (0,00) such that [(r A r?)m(dr) < co, and we exclude the case where both 8 =0
and [ )7 m(dr) < oo.

Remark. — Only assumption (H1) is crucial to the connections with branching pro-
cesses that are presented in this work. Assumption (H2) means that we restrict our
attention to the critical or subcritical case. We impose assumption (H3) in order to
concentrate on the most interesting cases: A simpler parallel theory can be developed
in the finite variation case, see Section 3 of [32].

We will use the notation T,, = inf{t > 0 : X; = —y} for y € R. By convention
inf @ = 4o00.

Under our assumptions, the point 0 is regular for (0, 00) and for (—o0, 0), meaning
that inf{¢ > 0: X; > 0} = 0 and inf{t > 0: X; < 0} = 0 a.s. (see [5], Theorem
VII.1 and Corollary VIL.5). We sometimes use this property in connection with the
so-called duality property: For every t > 0, define a process X = (X 0 < s <t)
by setting

X® =Xy~ Xpog)-, HO0<s<t,

and X’t(t) = X;. Then ()?ﬁt),o < s < t) has the same law as (X,,0 < s < t).

Let S and I be respectively the supremum and the infimum process of X, defined
by

St———Slles s It—:ianS.
s<t s<t

If we combine the duality property with the regularity of 0 for both (0,00) and
(—00,0), we easily get that the set

{s>0:X;_=1I;0r Xs_ =855}

almost surely does not intersect {s > 0 : AX, # 0}. This property will be used
implicitly in what follows.
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1.1.2. Local times at the maximum and the minimum. — Both processes
X — S and X — I are strong Markov processes, and the results recalled at the end
of the previous subsection imply that the point 0 is regular for itself with respect to
each of these two Markov processes. We can thus define the corresponding Markovian
local times and excursion measures, which both play a fundamental role in this work.

Consider first X — S. We denote by L = (Lt,t > 0) a local time at 0 for X — S.
Observe that L is only defined up to a positive multiplicative constant, that will
be specified later. Let N* be the associated excursion measure, which is a o-finite
measure on D(R4,R). It will be important for our purposes to keep track of the final
jump under N*. This can be achieved by the following construction. Let (aj,b;),
Jj € J, be the excursion intervals of X — S away from 0. In the transient case (a > 0),
there is exactly one value j € J such that b; = +00. For every j € J let w’/ € D(R4,R)
be defined by

WI(s) = X(aj+s)nb; — Xaj s>0.
Then the point measure
D (L, i)
jeJ

is distributed as 1y<,)N (dldw), where N denotes a Poisson point measure with in-
tensity dl N*(dw), and n = inf{l : N([0,]] x {o = +o0}) > 1}, if

o(w) =inf{t > 0: w(r) = w(t) for every r >t}

stands for the duration of the excursion w. This statement characterizes the excursion
measure N*, up to the multiplicative constant already mentioned. Note that Xy =0
and X; = X, >0fort > o, N* a.e.

Consider then X — I. It is easy to verify that the continuous increasing process
—1I is a local time at O for the Markov process X — I. We will denote by N the
associated excursion measure, which can be characterized in a way similar to N*
(with the difference that we have always —I, = +oc0 a.s., in contrast to the property
Lo < o0 a.s. in the transient case). We already noticed that excursions of X — I
cannot start with a jump. Hence, Xo = 0, IV a.e. It is also clear from our assumptions
on X that o < oo, X; > 0 for every t € (0,0) and X,_ =0, N a.e.

We will now specify the normalization of N*, or equivalently of L. Let m denote
Lebesgue measure on R.

Lemma 1.1.1. — We can fix the normalization of L, or equivalently of N*, so that,
for every Borel subset B of (—o0,0),
©) N* < / ds IB(XS)) — m(B).

0
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Proof. — For every x € R, write P, for the law of the Lévy process started at z. Also
set 7 = inf{s > 0 : X; > 0} and recall that (X;,t > 0) is Markovian under N* with
the transition kernels of the underlying Lévy process stopped when hitting [0, c0).
Thanks to this observation, it is enough to prove that, for every € > 0, there exists a
constant c(g) such that for every Borel subset B of (—oo, —¢),

B /0 " ds 15(X,)] = cle)m(B).

Consider first the transient case. By applying the strong Markov property at hitting
times of negative values, it is easy to verify that the measure on (—oo, —¢) defined by

B-—E._, [/Ooo ds 1B(Xs)]

must be a multiple of Lebesgue measure. However, writing 7§ = 0,T7,...,T;, etc.
for the successive visits of —¢ via [0, 00), we have

E.| /O b ds 1p(X,)] = iE_e [L7e <o) /T ::;“ ds1p(X,)] = E‘i{“}fiiﬁ”l
i=0 i €

The desired result follows.
In the recurrent case, the ergodic theorem gives

1 Tﬁ as. T
- ds lB(Xs) — E—s[ ds 1B(Xs)]a
n Jo n—oo o

whereas the Chacon-Ornstein ergodic theorem implies

Jirds1p(Xs)  as. m(B)
Te —_ :
Jordsl(oe—)(Xs) "m0 €

The conclusion easily follows. O

In what follows we always assume that the normalization of L or of N* is fixed as
in Lemma 1.1.1.

Let L~!(t) = inf{s,Ls > t}. By convention, Xy-14sy = 400 if t > L. The
process (Xp-1(4),t > 0) is a subordinator (the so-called ladder height process) killed
at an independent exponential time in the transient case.

Lemma 1.1.2. — For every A > 0,
Elexp =AX 1] = exp(~t(})),
where
(4G

T = —aspr [Ta-ea(nooar
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Proof. — By a classical result of fluctuation theory (see e.g. [6] Corollary p.724), we
have _
Elexp —AXp-1()] = exp(—cty(N)),
where c is a positive constant. We have to verify that ¢ = 1 under our normalization.
Suppose first that 7 # 0. Then notice that the Lévy measure cm([r,00))dr of
Xp-1() is the “law” of X, under N*(- N {X, > 0}). However, for any nonnegative
measurable function f on [0,00)2, we get by a predictable projection

N* (f(AXo»XU) 1{X,>0}) = N*( Z f(AX,, Xs) 1{Xs>0}>

0<s<o

= N*(/OU ds/ﬂ'(dx) flz, Xs— +w)1{xs_+z>o})

0
- / dy / 7(dz) £(,9 + ) Liyrosop,

using Lemma 1.1.1 in the last equality. It follows that

(10) N*(f(AXU,XU)l{XG>O}) = /W(d:v) /OI dz f(, 2),

and we get ¢ = 1 by comparing with the Lévy measure of X;-1(y).
In the case m = 0, X is a scaled linear Brownian motion with drift, and the same
conclusion follows from direct computations. a

Note that we have in particular P[L~!(¢) < oo] = e~**, which shows that L has
an exponential distribution with parameter « in the transient case.

When 8 > 0, we can get a simple expression for L;. From well-known results on
subordinators, we have a.s. for every u > 0,

m({Xp-11);t <u,L7(t) < 00}) = B(u A Leo).

Since the sets {Xp-1(4);t < u,L7(t) < oo} and {Sy;r < L™ (u)} coincide except
possibly for a countable set, we have also

(11) m({Sr;7r <t}) =0 L

for every t > 0 a.s.
The next lemma provides a useful approximation of the local time L;.

Lemma 1.1.3. — For every x > 0,

1 L@
lim — 1ia _ _
slf(r)1 e Jo {Ss Xs<e}d3 T A Lo
in the L%-norm. Consequently, for everyt >0,
1 t
lim - 1ra _
e J, s X,<e}ds = Ly

in probability.
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Proof. — It is enough to prove the first assertion. Let N be as previously a Poisson
point measure on Ry x D(R4,R) with intensity dl N*(dw), and

= inf{l : N([0,!] X {o = +00}) > 1}.

For every z > 0 set

o(w)
1) = ¢ [ N@ido) ey [ 1ccelo)ds
Then,
BU@) = I8 ([ 1cco(Xds) = o
by (9). Furthermore,
EJ.(2)?] = (BlJ@))? + 22N (( /0 "1ceq(Xads)),

and

N*((/Oa 1(_5,01(Xs)d3)2) _ 2N*(/O<s$t@ 1(—e,0](Xs)1(_e,01(Xt)dsdt)
= 2N*(/Oo ds 1(_5,0]()(.5)EX.‘a [/OT dt 1(—5,0](Xt)])

< 2e  sup Ey[/ dtl(_EYO](Xt)],
02y>—¢ ]

using the same notation 7 = inf{t > 0 : X; > 0} as previously. We then claim that

(12) sup E, [/OT dt1(_cq (Xt)] = o(g)

0Z2y>—¢

as ¢ — 0. Indeed, by applying the strong Markov property at T, we have for y > 0,

N*(T < o0 E_y / dtl( 60](Xt < / dtl( 50](Xt)> =&,

and the claim follows since N*[T,, < 0o] 1 +o0 as y | 0. From (12) and the preceding
calculations, we get

lim E[(Je(z) — z)?] = 0.
e—
By Doob’s inequality (or a monotonicity argument), we have also

hm E[ sup (Je(2) = 2)?] = 0.

0Lz

The lemma now follows, since the pair

1 L™ (=)
(g A 1{Ss—Xs<s}d3,Loo)

has the same distribution as (J.(z A7), 7). O
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As a consequence of Lemma 1.1.3, we may choose a sequence (e, k = 1,2,...) of
positive real numbers decreasing to 0, such that

t

. 1
(13) Lt = leIl;lo -g; , 1{5',9—X5<Ek}d3 s P as.

Using monotonicity arguments and a diagonal subsequence, we may and will assume
that the previous convergence holds simultaneously for every ¢t > 0 outside a single
set of zero probability. In particular, if we set for w € D([0, ¢],R),

N B
(Dt(UJ) = llkn_l’{gfa/o‘ I{SUP[O,s] w(r)—w(s)<5k}ds7

we have Ly = ®,(X,,0 < s < t), for every t > 0, P a.s.
Recall the notation X ® for the process X time-reversed at time ¢.

Proposition 1.1.4. — For any nonnegative measurable functional F' on the Skorokhod
space D(R4,R),

N(/OU dFXD, s> 0)) = E[/OLm 4z F(X np-1(a), § > 0)].

Proof. — We may assume that F' is bounded and continuous. Fix ¢ > 0 and if
w € D([0,¢],R), set Tmax(w) = inf{s € [0,] : supp w(r) = suppw(r)} and let
fw € D(R4,R) be defined by w(t) = w(t A Tmax(w)). Let z > 0. Excursion theory
for X — I shows that, for every € > 0,

Te

7 S(t) 1 ~
N(/O 1 (g, g0y FEGhs > 0) = 28] RELATENE DI Fop(X®)].

In deriving this equality, we also apply to the time-reversed process X® the fact that
the local time L, does not increase after the (first) time of the maximum over [0, t].
Then,

Lol [ 4 @
z [/0 t1(a,(R0)<zy F 00X )]
= lE[/ooaltl{, lig. 2 Foa()?(t>)]
z A t>—e} 1{&,(X 1))z}
1 o0
= E/O th[l{St—X¢<€} 1{Lt<z} Fo 0(Xsa s < t)]

1 L@
- E[—/ dtl{SC_Xt<E}FO G(Xs,s < t)] .
€ Jo

We then take ¢ = &) and pass to the limit k¥ — oo, using the L? bounds provided by
Lemma 1.1.3. Note that the measures

1
= Lio,o-1())(t) 1{s,—x, <&} At
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converge weakly to the finite measure 1jg ;-1(,))(t)dL¢. Furthermore, 6(X;,s <t) =
(Xsat, s = 0),dL; a.e., a.s., and it is easy to verify that the mapping t — Fof(Xs,s < t)
is continuous on a set of full dL;-measure. We conclude that

o =R L™Y(2)
N( dt 1, zwycay FX Q05 > 0)) = E[/ F(Xsnt,s > 0) st]
0 0

2AL o
- E[/O F(Xanr-1(2), 8 > 0) dx],

and the desired result follows by letting z — oo. O

1.2. The height process and the exploration process
We write §§t) = SUPJg,4] )?ﬁt) (0 < s < t) for the supremum process of X®,

Definition 1.2.1. — The height process is the real-valued process (H;,t > 0) defined
as follows. First Hy = 0 and for every ¢t > 0, H; is the local time at level O at time ¢
of the process X(®) — S(®),

The normalization of local time is of course that prescribed by Lemma 1.1.1.

Note that the existence of a modification of the process (H;,t > 0) with good
continuity properties is not clear from the previous definition. When 8 > 0 however,
we can use (11) to see that

1
(14) Hy = 3 m({I{;s < t}),
where for 0 < s < ¢,
I = inf X,.

s<r<t
Clearly the right-hand side of (14) gives a continuous modification of (Hy,t > 0).
When § = 0, this argument does not apply and we will see later that there may exist
no continuous (or even cadlag) modification of (Hy,t > 0).
At the present stage, we will use the measurable modification of (Hy,t > 0) with
values in [0, co] obtained by taking

S .1t
(15) Hg = @t(X§t)’O <8< t) = hl?—l}cgf a A 1{X3<If+ak} ds,

where the e;’s are as in (13). The liminf in (15) is a limit (and is finite) a.s. for every
fixed t > 0. The following lemma shows that more is true.

Lemma 1.2.1. — Almost surely for every t > 0, we have
1
Hg = kll»r{olo a /0 1{Xr<I§+€k} dr < 00,
for every s <t such that Xs_ < If, and for s =t if AX; > 0.
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Proof. — Let s and t be as in the statement. Then there must exist a rational
u € (8,00) such that X;_ < I5. We can then apply to the time-reversed process X
the approximation result (13) at times u and w — s respectively. The desired result
follows. O

We denote by M;(R,) the space of all finite measures on R, which is equipped
with the topology of weak convergence.

Definition 1.2.2. — The exploration process is the process (p:,t > 0) with values in
M (R, ) defined as follows. For every nonnegative measurable function f,
(16) (e f) = /[ Al F)

0,

where the notation dsI; refers to integration with respect to the nondecreasing func-
tion s — I}.

Since we did not exclude the value +oo for HY (as defined by (15)), it may not be
obvious that the measure p; is supported on [0, 00). However, this readily follows from
the previous lemma since the measure d,I7 is supported on the set {s < ¢ : X,_ < I}
(to which we need to add the point ¢ if AX; > 0).

Notice that if u and v belong to the set {s < t: X;_ < I7}, and if u < v, then for
every 7 € [0, u) the condition X, < I}, + ¢ implies X, < I} + ¢, and by construction
it follows that HS < H?. Using the previous remark on the support of the measure
dsIf, we see that the measure p; is supported on [0, HY], for every t > 0, a.s.

The total mass of p; is
(o, 1) =If = I} = X; — I.
In particular p, =0 iff X; = I;.
It will be useful to rewrite the definition of p; in terms of the time-reversed process
X®. Denote by L® = (L{?,0 < s < t) the local time at 0 of X® — S® (in particular

HY = Eﬁt)). Note that for t > 0 fixed, we have H? = IO — IO for every s € [0,1]
such that X,_ < I, a.s. (compare (13) and (15)). Hence, for every ¢ > 0,

(17) (pe, ) = / dS® f(LP —LY),  as.
t

If 4 is a nonzero measure in M¢(R;), we write supp u for the topological support
of p and set H(u) = sup(supp p). By convention H(0) = 0. By a preceding remark,
H(p:) < H? for every t > 0, a.s.

Lemma 1.2.2. — For every t > 0, P[H(p:) = Hf] = 1. Furthermore, almost surely
for every t > 0, we have
(i) p:({0}) = 0;

(ii) supp pe = [0, H(ps)] if pt # 0;
(i) H(ps) = H? for every s € [0,t) such that X, < If and for s =t if AX; > 0.
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Proof. — It is well known, and easy to prove from the strong Markov property, that
the two random measures dSs and dLs have the same support a.s. Then (17) implies
that supp p: = [0, H?] a.s. for every fixed ¢t > 0. In particular, P[H? = H(p:)] = 1.
Similarly (17) implies that P[p;({0}) > 0] = 0 for every fixed ¢ > 0. However, if we
have p:({0}) > 0 for some ¢t > 0, our definitions and the right-continuity of paths
show that the same property must hold for some rational r > t. Property (i) follows.

Let us now prove (ii), which is a little more delicate. We already noticed that (ii)
holds for every fixed t, a.s., hence for every rational outside a set of zero probability.
Let t > 0 with X; > I, and set

ve =sup{s < t:I; < X;}.

We consider two different cases.
(a) Suppose first that X,,_ < X, which holds in particular if AX; > 0. Then note
that

oo, f) = / 4T3 F(HO) + (Xe — Xoo_) F(HP).
3Vt

Thus we can find a rational r > ¢ sufficienty close to ¢, so that p, and p; have the
same restriction to [0, H?). The fact that property (ii) holds for r implies that it holds
for t, and we see also that HY = H(p;) in that case.

(b) Suppose that X.,— = X;. Then we set for every € > 0,

o5 ) = /[ 8ol Lgcximay S,

From the remarks following the definition of py, it is clear that there exists some a > 0
such that pf is bounded below by the restriction of p; to [0, a), and bounded above
by the restriction of p; to [0, a]. Also note that p, =lim T pf as e | 0. Now, for every
€ > 0, we can pick a rational r > t so that I! > X; — ¢, and we have by construction

p; = ptXr—Xe,
From the rational case, the support of pS**~ =Xt must be an interval [0, a], and thus
the same is true for p§. By letting e | 0, we get (ii) for ¢.

We already obtained (iii) for s = ¢ when AX; > 0 (see (a) above). If s € (0,t)
is such that Xs— < I, we will have also X;_ < I? for any rational r € (s,t). Then
H? < H? = H(pr), and on the other hand, it is clear that the measures p, and p,
have the same restriction to [0, H?). Thus (ii) implies that the support of p, contains
[0, H?), and so H(ps) > H?. This gives the desired result since the reverse inequality
always holds. O

Proposition 1.2.3. — The process (pt,t > 0) is a cdadlag strong Markov process in
M¢(Ry). Furthermore, (pt,t > 0) is cadlag with respect to the variation distance on
finite measures.
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Proof. — We first explain how to define the process p started at an arbitrary initial
value p € M¢(Ry). To this end, we introduce some notation. Let u € M¢(R;) and
a>0. Ifa < (u,1), we let kgu be the unique finite measure on Ry such that, for
every r > 0,
kapu([0,7]) = p([0,7]) A ({1, 1) — ).

In particular, (kopt, 1) = (p, 1) — a. If a > (u, 1), we take kopu = 0.

If p € M¢(R,) has compact support and v € Mf(R. ), we define the concatenation
[, V] € M¢(Ry) by the formula

Jnsoitar) s60) = [ tar) 5603+ [ wtar) 5(210) + ).

With this notation, the law of the process p started at u € My(Ry) is the distri-
bution of the process p* defined by

(18) pi = lk-r.p,pt),  t>0.

Note that this definition makes sense because k_j, 1 has compact support, for every
t>0a.s.

We then verify that the process p has the stated properties. For simplicity, we
consider only the case when the initial value is 0, that is when p is defined as in
Definition 1.2.2. The right-continuity of paths is straightforward from the definition
since the measures 1, (s)dsI;, converge to 1 4(s)dsI7 in the variation norm as
t' | t. Similarly, we get the existence of left-limits from the fact that the measures
Ljo,¢(8)ds I converge to 1p 4 (s)dsIf in the variation norm as t' T ¢, t' < t. We see
in particular that p and X have the same discontinuity times and that

(19) Pt = Pt— + AXt 5Hf

We now turn to the strong Markov property. Let T be a stopping time of the
canonical filtration. We will express pr4; in terms of pr and the shifted process
Xt(T) = X714t — X7. We claim that a.s. for every ¢t > 0

(20) PT+t = [k_IfT) oT, piT)]
where pgT) and It(T) obviously denote the analogues of p; and I; when X is replaced
by X(T). When we have proved (20), the strong Markov property of the process p
follows by standard arguments, using also our definition of the process started at a
general initial value.

For the proof of (20), write

(1t ) = / duIt, f(H?) + / Ao Iy (D).
[0,T] +t]

)

We consider separately each term in the right-hand side. Introduce

u=sup{r € (0,T]: X,_ < IZ,,},
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with the usual convention sup@ = 0. We have I3, = I} for s € [0,u) and I3, =
IZ.,, for s € [u,T). Since X7 — I, , = —I{"), it then follows from our definitions that

(21) /[O,T] duTy, F(H?)

= /[0 )dsI% FOHD) + Lusoy Iy — Xum) f(HD) = (k_evypr, f).-

Also notice that the measures p,, and k_ (OPT coincide, except possibly at the point
H¢. In any case, H(py,) = H(k_lt(T)pT), and we have also H? = H(p,) by Lemma
1.2.2 (iii).

Now observe that for d I}, almost every s € (T, T+t], we have H] = H3+H:’_(;:),
with an obvious notation. To see this, pick a rational 7 > T +t such that IT+t > X _
and argue on the time-reversed process X as in the proof of Lemma 1.2.1. Hence,

(22) / duTfy, f(H?)
(T, T+4]

= [ s HED) = [ o0 (0 4 ).
(T,T+4]
Formula (20) follows by combining (21) and (22). O

We now come back to the problem of finding a modification of the height process
with good continuity properties. By the first assertion of Lemma 1.2.2, (H(pt),t > 0)
is a modification of (H?,t > 0). From now on, we will systematically use this mod-
ification and write H, = H(p;). From Lemma 1.2.2 (iii), we see that formula (16)
defining (p¢,t > 0) remains true if H? is replaced by Hs. The same applies to formula
(19) giving the jumps of p. Furthermore, the continuity properties of the process p;
(and especially the form of its jumps) imply that the mapping ¢t — H(p:) = H; is
lower semicontinuous a.s.

Let us make an important remark at this point. Write
gt =sup{s <t: X, =1I}

for the beginning of the excursion of X — I that straddles t. Then a simple time-
reversal argument shows that a.s. for every ¢ such that X; — I; > 0, we have

1 gt
Jm a/o Lix,<Ip+e,} ds =0
and thus we can replace (15) by
1t
Hto = lggggf a /gt 1{Xs<lf+5k} ds.

Recalling (16), we see that, a.s. for every t > 0 such that X; — I; > 0, we can
write p; and H; as measurable functions of the excursion of X — I that straddles ¢
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(and of course p; = 0 and Hy = 0 if Xy = I;). We can thus define both the height
process and the exploration process under the excursion measure N. Furthermore,
if (e, Bj), j € J, denote the excursion intervals of X — I, and if w;, j € J, denote
the corresponding excursions, we have Hy = H;_o,(wj) and p; = pt_q, (w;) for every
t € (a;,0;) and j € J, as.

Since 0 is a regular point for X — I, we also see that the measure 0 is a regular
point for the exploration process p. It is immediate from the previous remark that the
excursion measure of p away from 0 is the “law” of p under N. Similarly, the process
—1, which is the local time at 0 for X — I, is also the local time at 0 for p.

We now state and prove a useful technical lemma about the process H.

Lemma 1.2.4 (Intermediate values property). — Almost surely for every t < t', the
process H takes all values between Hy and Hy on the time interval [t,t'].

Proof. — First consider the case when H; > Hy. By using the lower semi-continuity
of H, we may assume that ¢ is rational. From (20), we have ps4s = [k_ 1Pt pgt) ] for
every s > 0, a.s. Hence, if
yr =inf{s > 0: I = —r},

we have pii, = krpt, and so Hyy, = H(krp;) for every r > 0, a.s. However, Lemma
1.2.2 (ii) implies that the mapping 7 — H(k,p:) is continuous. Now note that for
r =0, Hyy,, = Hg, whereas for r = X; — Itt, = —It(f)_t we have t + v, < t’ and our
definitions easily imply p;y-, < py and Hyp,, < Hy.

Consider then the case when Hy < Hy. By lower semi-continuity again, we may
assume that ¢’ is rational. In terms of the process time-reversed at time t’, we have

Ht/ = ng,) Set
or =inf{s > 0: 5% >r},
which is well defined for 0 < r < X — I». Since the subordinator S L-1(¢) 18 strictly

increasing, we see that the mapping r — Effrl) is continuous for r € [0, Xy — Iy/], a.s.
Now note that
Ht'—U»,- = ng ) - E((f:)

for every r € [0, Xy — Iy], as. Forr = Xp — I, = §t(,tl_)t, we have t' — o, > t and
Hy_,. < H; by construction. The desired result follows. O

The next proposition is a corollary of Proposition 1.1.4. We denote by U a subor-
dinator defined on an auxiliary probability space (2°, P?), with Laplace exponent

E°[exp —\U;] = exp ( - t(,(i'/\ + /000(1 —e ) 7([r, 00)) dr)) = exp(—t(¥()) — @)).

For every a > 0, we let J, be the random element of M¢(R) defined by J,(dr) =
1[0,a] (7’) dUr.
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Proposition 1.2.5. — For every nonnegative measurable function ® on M(R4),

N( / dt@(pt)) = / da e E°[®(J,)].
0 0
Let b > 0. Then ps({b}) =0 for every s >0, N a.e. or P a.s.

Proof. — We have p; = 2()2' S(i\)t, s > 0), with a functional ¥ that is made explicit in
(17). We then apply Proposition 1.1.4 to obtain

N(/Oa dt®(p,)) = E[/OLOO da® 0 N(Xonp-1(a),5 > 0)]

However, for a < Lo,

L™ (a)
<2(*X'.<>'/\L_1(a,)aS 2 O))f) = / dS; f((l - Ls)
0

The first assertion is now a consequence of Lemma 1.1.2, which shows that
Pla < Loo) = e~** and that, conditionally on {L~'(a) < oo}, Sp-1(,) = Xp-1(r),
0 < r < a has the same distribution as U (we also use the fact that (U, — Us—r,
0 < r < a) has the same distribution as (U,,0 < r < a)).

Consider now the second assertion. Note that the case b = 0 is a consequence of
Lemma 1.2.2 (i). So we may assume that b > 0 and it is enough to prove the result
under the excursion measure N. However, since b is a.s. not a jump time of U, the

right side of the formula of the proposition vanishes for ®(u) = u({b}). The desired
result follows, using also the fact that p is cadlag in the variation norm. O

We denote by M the measure on Mf(R,) defined by:
oo
(M, ®) =/ dae E°[<I>(Ja)].
0

Proposition 1.2.5 implies that the measure M is invariant for p.

The last proposition of this section describes the potential kernel of the exploration
process killed when it hits 0. We fix 4 € My(Ry) and let p* be as in (18) the
exploration process started at u. We use the notation introduced in the proof of
Proposition 1.2.3.

Proposition 1.2.6. — Let 19 = inf{s > 0, p¥ = 0}. Then,
T0 (,U'»l)
B [Tasen) = [ dr [ M) 2 (hon.0).
0 0
Proof. — First note that 79 = T, 1) by an immediate application of the definition

of p*. Then, denote by (c;, 3;), j € J the excursion intervals of X — I away from 0
before time 7', 1), and by w;, j € J the corresponding excursions. As we observed
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before Proposition 1.2.5, we have p; = ps_q,(w;) for every t € (o, 0;), j € J, as.
Since {s > 0: X = I} has zero Lebesgue measure a.s., it follows that

Bl [ dswen)] - B3 / " ®((k_1,, . pr )]
By excursion theory, the point measure
Z 01, w; (dude)
jeJ
is a Poisson point measure with intensity 1;_(, 1y 0j(¢)du N(dw). Hence,

5 [ asein] = [ wun( [ aretao)

and the desired result follows from Proposition 1.2.5. O

1.3. Local times of the height process

1.3.1. The construction of local times. — Our goal is to construct a local time
process for H at each level a > 0. Since H is in general not Markovian (and not a
semimartingale) we cannot apply a general theory, but still we will use certain ideas
which are familiar in the Brownian motion setting. In the case a = 0, we can already
observe that H; = 0 iff p, = 0 or equivalently X; — I; = 0. Therefore the process —I
is the natural candidate for the local time of H at level 0.

Let us fix @ > 0. Since t — p; is cadlag in the variation norm, it follows that
the mapping ¢ — p¢((a,00)) is cadlag. Furthermore, it follows from (19) that the
discontinuity times of this mapping are exactly those times t such that AX; > 0 and
H; > a, and the corresponding jump is AXj;.

Set

=inf{s > 0: / 1{H,>a} dr >t} =inf{s>0: / Lipr((a,00))>0} AT > t}.
0 0

From Proposition 1.2.5, we get that fooo 1¢{H,>a)dr = oo a.s., so that the random
times 77 are a.s. finite.
When a > 0, we also set

=inf{s>0: / 1{HT<,1} dr >t}
0

and we let H, be the o-field generated by the cadlag process (Xzs,pza;t > 0) and
the class of P-negligible sets of Go,. We also define Hy as the o-field generated by the
class of P-negligible sets of G.

Proposition 1.3.1. — For every t > 0, let p¢ be the random measure on R, defined by
651 = [ pratn) o o).

The process (pf,t > 0) has the same distribution as (pt,t > 0) and is independent
of Hg,.
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Proof

First step. — We first verify that the process ({p¢, 1), ¢ > 0) has the same distribution
as ((ptv 1>’t 2 0)'
Let € > 0. We introduce two sequences of stopping times S, T, k > 1, defined
inductively as follows:
Sl (s > 0 pr((0,00) > ),
=8

=inf{s > S* : p,((a, 00)) = 0},
Sf“ = inf{s > T’“ ps((a,00)) > e}.
It is easy to see that these stopping times are a.s. finite, and S* 7 oo, T* 1 0o as
k7 oo.
From (20) applied with 7" = S¥, we obtain that, for every k > 1
(23) TF = inf{s > S¥: X, = Xgr — psx((a,00))}.
Formula (20) also implies that, for every s € [0, T* — S¥],

(24) pstes((3,00)) = (psy ((a,00)) + I8)) + (X - 1859))
= Xgkys — (Xsr — psr((a,00))).
We set
Y5 = psrtsars((a,00)).
As a straightforward consequence of (23) and (24), conditionally on Gg«, the process
Y*¢ is distributed as the underlying Lévy process started at pgsx((a, 00)) and stopped

at its first hitting time of 0.
We then claim that, for every t > 0,
(25) lim sup pgr((a,00)) =0, a.s.
€20 (p>1,8k<t} ©
Indeed, by previous observations about the continuity properties of the mapping s —
ps((a,00)), we have
sup  pp((a,00)) < £+ sup{AX ;s < 1, Hy > a, ps((a,00)) < e}
{k>1,5k<t}
However, the sets {s < t;AX, > 0, Hs > a, ps((a,00)) < e} decrease to @ as € | 0,
and so
hm (sup{AXs,s t,Hs > a,ps((a,0)) < 8}) =0

a.s., which yields the desired claim.
Set

Z;c,e — Ysk,s — inf Yk € yrsk,s.
o<r<s

Then, conditionally on Ggk, Z k. is distributed as an independent copy of the reflected
process X — I, stopped when its local time at 0 hits psx((a, 00)).
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Denote by U¢ = (Uf,s > 0) the process obtained by pasting together the paths
(Zk<,0 < s < TF — S¥). By the previous remarks, U* is distributed as the reflected
Lévy process X — I.

We then set

t o0
ra it >0 / S 1ysp a1 dr > s}
0 k=1

Observe that the time-changed process (p,a<((a,0)),s > 0) is obtained by patching
together the paths (Y¢ 0 < s < T¥ — S¥). Moreover, we have for every k > 1,

sup  (YFe — ZF¢) = pgi((a,00)) = Yoo°.
0<s<Tk~8k

From (25), we conclude that for every ¢ > 0,

(26) lim (sup |US — pree((a, oo))l) =0.
= s<t

Notice that 7&¢ | 7¢ as € | 0 and recall that for every € > 0, U¢ is distributed as

the reflected Lévy process X — I. We then get from (26) that the process (p%,1) =

pra((a,00)) is distributed as the reflected proces X — I, which completes the first step.

Second step. — We will now verify that p® can be obtained as a functional of the
total mass process (p®,1) in the same way as p is obtained from (p,1). It will be
enough to argue on one excursion of (p%,1) away from 0. Thus, let (u,v) be the
interval corresponding to one such excursion. We can associate with (u,v) a unique
connected component (p, q) of the open set {s, H; > a}, such that 73, = p + 7 for
every r € [0,v — u), and ¢ = 72_. By the intermediate values property, we must have
H,=H; =a.

We also claim that X, > X, for every r € (p, q). If this were not the case, we could
find r € (p,q) such that X, = inf{X,,p < s < r}, which forces H, < H, = a and
gives a contradiction.

The previous observations and the definition of the process p imply that, for every
r € (p, q), the restriction of p, to [0,a] is exactly p, = pq. Define

w("') = X(p+r)/\q -Xp= (p(p+r)/\q7 1> - <ppa 1) = (p?u+'r)/\’u’ 1)7

so that w is the excursion of (p?, 1) corresponding to (u,v). The construction of the
process p implies that, for O <r <g—p=v —u,

Potr = [pp, pr(w)],
and so, for the same values of r,
Putr = pr(w).

This completes the second step of the proof.
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Third step. — It remains to prove that p® is independent of the o-field H,. For € > 0,
denote by H¢ the o-field generated by the processes

(X(TEI"+S)/\S§+1’S > 0)

for k = 0,1,... (by convention T? = 0), and the negligible sets of G.,. From our
construction (in particular the fact that X, > X« for s € [S¥,TF)), it is easy to
verify that the processes (p(TE,c Fe)ASEH, S > 0) are measurable with respect to HE,
and since Hy > a for t € (S¥,TF), it follows that H, C HE.

By the arguments of the first step, the processes Z*¢ are independent conditionally
on H¢, and the conditional law of Z*¢ is the law of an independent copy of the
reflected process X — I, stopped when its local time at 0 hits pgx((a,00)). It follows
that the process U¢ of the first step is independent of H¢, hence also of H,. By passing
to the limit € — 0, we obtain that the total mass process (p%,1) is independent of
Ho. As we know that p® can be reconstructed as a measurable functional of its total
mass process, this completes the proof. O

We let 1% = (I%(s), s = 0) be the local time at 0 of (p®,1), or equivalently of p®.

Definition 1.3.1. — The local time at level a and at time s of the height process H is

defined by
L‘;:l“/l >a}y dr).
() Lo dr)

This definition will be justified below: See in particular Proposition 1.3.3.

1.3.2. Some properties of local times. — The next lemma can be seen as dual
to Lemma 1.1.3.

Lemma 1.3.2. — For everyt > 0,

t
;l_l’)% g A 1{Hs<5} ds = —It,

in the L1-norm.

Proof. — We use arguments similar to the proof of Lemma 1.1.3. Recall that T, =
inf{t > 0: X; = —z}. We first establish that for every z > 0,

1 [T
(27) cll—I% E A 1{Hs<5} ds = x,

in probability. Note that Proposition 1.2.5 gives for any nonnegative measurable

function g
N(/ dsg(Hs)) =/ dae™** g(a).
0 0
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Let w?, j € J denote the excursions of X — I away from 0 and let (a;, 3;) be the cor-
responding time intervals. We already noticed that Hs; = H,_q; (ij) for s € (¢, B).
Hence, using also the previous displayed formula, we have

(28) EE /OT’: Lm.<ey ds] = gN(/OU 1<) ds) = g(%) <,

and in particular,
1 [T
(29) lim £~ /O i, <e) ds] = @.

We then want to get a second moment estimate. To this end, it is necessary to
introduce a suitable truncation. Fix K > 0. A slight modification of the proof of (29)
gives

e—0

1 [T
(30) lim EI:E/ 1{H5$€} 1{Xs—IsSK} dS] =x.
0

If H(® denotes the height process for the shifted process Xt(s) = X+t — X5, the bound
Ht(f)s < H; (for 0 < s < t) is obvious from our construction. We can use this simple
observation to bound

o 2
N((/O 1{Hs<e}1{xs<1<}d5> )
o o
<2N(/ ds 1{Hs<6}1{X3<K}/ dtl{Hese})
0 S
o o
<2N(/0 ds 1{p,<e} 1{XS<K}/S dt l{Hf’_)sss})
To

dtl{Htge}])

o
< 2€N(A ds l{HsSef} 1{ngK} Xs) (by (28))

leg
=2N(/ ds 1y, <} 1{x. <Kk} EX,[
0 0

=2 /05 dy E[Xp-1() l{L'l(y)<oo,XL_1(y)<K}] (Proposition 1.1.4)
< 2€2E[XL-1(E) A K]
= o(?),
by dominated convergence. As in the proof of Lemma 1.1.3, we can conclude from
(29) and the previous estimate that
Tz

hm s ), s lixe-nsgds =2

in the L2-norm. Since this holds for every K > 0, (27) follows.
From (27) and a monotonicity argument we deduce that the convergence of Lemma,
1.3.2 holds in probability. To get L!-convergence, we need a few other estimates. First
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observe that
t t t

(31) E[/ 1{Hs<€}ds] =/ dsP[H; < €] =/ dsP|Ls < €] = E[L™!(e) At] < Ce,
0 0 0

with a constant C' depending only on ¢ (in the last bound we applied to L™! an
estimate valid for any subordinator). Then,

E[(/Ot Lrceyds) | = 2E[//{o<r<s<t} drdsl s, <ey 1 1,<0)]
s E[/ /{o<r<s<t} drdsln <oyl i), <o)
=2E[/0tdr 1{HT<5}E[/;_T
< Q(E[/Ot drl{m@]ﬁ

As a consequence of the last estimate and (31), the variables £~} fot 1{H,<}ds, € >0
are bounded in L2. This completes the proof of Lemma 1.3.2. O

d31{Hs<e}”

We can now give a useful approximation result for local times of the height process.

Proposition 1.3.3. — For everyt > 0,

] =o.
] =0

There exists a jointly measurable modification of the collection (L%,a > 0,s > 0),
which is continuous and nondecreasing in the variable s, and such that, a.s. for any
nonnegative measurable function g on Ry and any s > 0,

(32) / " g(H,) dr = / o) Lzda

S
lim supE[sup g1 / 1{a<H,<a+e} dr — L3
e=04>0 s<t 0

Similarly, for everyt > 0,

8
lim sup E [sup g} / 1{a—e<H,<a} dr — L?
0

=V a>e s<t

Proof. — First consider the case a = 0. Then, p° = p and LY = [°(t) = —I;. Lemma
1.3.2 and a simple monotonicity argument, using the continuity of LY, give

S
(33) iy £ sup e [ Lo, <oy dr = LE]] = .

e—0 s<t 0
For a > 0, set A% = fot 1{H,>a} ds. Note that
{a < Hs; <a+e} = {ps((a,;0)) >0} N {ps((a+¢,00)) =0},
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and so

s t
A 1{a<Hr<a+e} dr = /0 l{ps((a,,oo))>0}ﬂ{ps((a+e,oo))=0} ds
At
= /O Lipa((e,00))=0}dT

Af
= / L{o<Hage)dr,
0

where HZ = H(p?). The first convergence of the proposition then follows from (33),
the trivial bound A¢ < t and the fact that p® has the same distribution as p.

The second convergence is easily derived from the first one by elementary argu-
ments. Let us only sketch the method. For any fixed 4 > 0, we can choose g9 > 0
sufficiently small so that for every a > 0, € € (0, €¢],

t
(34) EUE_I / 1{a<Hr$a+6} dr — LZ
0

Then, if 0 < e < ey Aa,

t t
EHs—l /0 Laect<ay dr — €5 / 1{a_€<Hr<a_e+Eo}dr” < 2.
0

However, if € is very small in comparison with €g, one also gets the bound

]gé.

t t
E[‘eal /0 1{a—e<Hr<a—s+eo} dr — (50 - 5)_1 /O 1{a<Hr<a+so—e} dT‘H < 6.

We get the desired result by combining the last two bounds and (34).

The existence of a jointly measurable modification of the process (L%,a > 0,s > 0)
that satisfies the density of occupation time formula (32) follows from the first asser-
tion of the proposition by standard arguments. O

From now on, we will only deal with the jointly measurable modification of the
local times (L%,a > 0,s > 0) given by Proposition 1.3.3. We observe that it is easy
to extend the definition of these local times under the excursion measure N. First
notice that, as an obvious consequence of the first assertion of Proposition 1.3.3, we
have also for every a > 0,¢t > 0

] =0.

Then, let V be a measurable subset of D(R,,R) such that N[V] < oco. For instance
we may take V = {sup,5o Xs > 0} for § > 0. By considering the first excursion of
X — I that belongs to V, and then using (35), we immediately obtain the existence
under N of a continuous increasing process, still denoted by (L%, s > 0), such that

)=0.

S
(35) limE[ sup {e-l / (o< Hocatey du— (L2 — L2
e—=0  Logr<s<t r

S
(36) lim N(lv sup |e™? / 1{a<H,<ate} dr — L
e—0 sSt 0
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The next corollary will now be a consequence of Proposition 1.1.4. We use the notation
introduced before Proposition 1.2.5.

Corollary 1.3.4. — For any nonnegative measurable function F' on D(R,R), and ev-
erya >0,

N( [ drs PR > 0) = Bl a-s<on) FXonzar > O

In particular, for any nonnegative measurable function F' on M¢(R, ),
N(/ dL® F(ps)) = e~ EO[F(J,)].
0

Proof. — We may assume that F' is bounded and continuous. Then let h be a non-
negative continuous function on R, which vanishes outside [d, A], for some 0 < § <
A < oo. For the first identity, it is enough to prove that

N( / dLE h(s) (X7 > 0)) = B[l (510 <c0 ML (@) F(Xpaz-iay,T > 0.

Notice that the mapping s — ()?t(s),t > 0) is continuous except possibly on a
countable set that is not charged by the measure dL%. From (36), applied with
V = {w,0(w) > 4}, and then Proposition 1.1.4, we get

N( / dLeh(s) F(X$),r > 0))
0

. 1 7 (s
= lim N(E / 5 1{acH, <ate} (s) F(X,m > 0))
0

e—0

1 (a+€)ALoo
= lim —E[ / dz h(L™(2)) F(Xinp-1(a),t > 0)]

e—0 g ALoo
= E[l{z-1(a)<o0} (L™ (a)) F(XraL-1(a)> T = 0)],

which completes the proof of the first assertion. The second assertion follows from the
first one in the same way as Proposition 1.2.5 was derived from Proposition 1.1.4. O

We conclude this section with some remarks that will be useful in the applications
developed below. Let z > 0 and let (o, 8;), resp. wj, j € J, denote the excursion
intervals, resp. the excursions of X — I before time T,. For every a > 0, we have P
a.s.

(37) T. = Z Li(w,)(wj )-

JjE€J

A first inequality is easily derived by writing

Ty
L2 > /0 doL8 1x>1y = (LG, = L&) = D L,y (ws)

JjE€J jed
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where the last equality follows from the approximations of local time. The converse
inequality seems to require a different argument in our general setting. Observe that,
by excursion theory and then Proposition 1.2.5,

o 1 [T
E[L(TI"I] < lim lnfE[_/ ds 1{a<Hs<a+sk}]
k—o0 €k Jo
=1 fE
im 1n E S /

= liminfz N ( 52/0 45 o<, <ater) )

k—o00

T a+€Eg
= liminf — dbe~®
k—oo Ej

o(wj)

ds 1{a<H5(w])<a+ek}]

=z e—aa

whereas Corollary 1.3.4 (with F' = 1) gives E[} -, ; L
This readily yields (37).

Let us finally observe that we can extend the definition of the local times L§ to the
process p started at a general initial value p € Mf(R4). In view of forthcoming appli-
cations consider the case when p is supported on [0,a), for a > 0. Then, the previous
method can be used to construct a continuous increasing process (L2(p*), s > 0) such
that

()] = ¢ N(L8) = w0,

a
o(wj)

8

L1
L3 (p*) = lim — ; dr 1iacH(pt)<a+e}

in probability (or even in the L!-norm). Indeed the arguments of the proof of Propo-
sition 1.3.1 remain valid when p is replaced by p*, and the construction and approx-
imation of L%(p*) follow. Recall the notation 79 = inf{s > 0 : p£ = 0} and observe
that 7o = T if x = (u, 1). Let (o5, B;), wj, j € J be as above and set r; = H(k_Iaj ).
Then we have
(39) 15, (") = S0 L5,

JjeJ
The proof is much similar to that of (37): The fact that the left side of (38) is greater
than the right side is easy from our approximations of local time. The equality is then
obtained from a first-moment argument, using Proposition 1.2.6 and Fatou’s lemma
to handle the left side.

1.4. Three applications

1.4.1. The Ray-Knight theorem. — Recall that the 1-continuous-state branch-
ing process (in short the 1-CSBP) is the Markov process (Y,,a > 0) with values in
R whose transition kernels are characterized by their Laplace transform: For A > 0
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and b > a,
Elexp —AYs | Ya] = exp(—Y, up—a(N)),

where u;(\), t > 0 is the unique nonnegative solution of the integral equation
t

(39) ug(N) +/ P(us(N)) ds = .
0

Theorem 1.4.1. — Let x > 0. The process (L%, ,a > 0) is a 1-CSBP started at x.

Proof. — First observe that L%, is H,-measurable. This is trivial for a = 0 since
LY, = . For a > 0, note that, if

Ty =inf{s > 0: X7. = —z},
we have

T

ds ]-{a——s<H5<a} = / ds 1{a—E<H:Fg <a}-
0 0

and the right-hand side is measurable with respect to the o-field H,. The measurabil-
ity of L%, with respect to H, then follows from the second convergence of Proposition
1.3.3.

We then verify that the function
u(A) = N[l —e 2] (a>0), uo(A)=2A

solves equation (39). From the strong Markov property of p under the excursion
measure N, we get for a > 0

ua(N) = ,\N(/Oc dL® e—*(Lﬁ-L‘D) = )\N(/OU dLe F(ps)),

where, for p € My(Ry), F(u) = Elexp(—AL% (p*))]. By Corollary 1.3.4, we can
concentrate on the case when p is supported on [0, a), and then (38) gives

F(p) = (— (md N(1 — exp(—=ALE HE-up)
p) = exp ; uN(1—exp(—ALg )

= exp ( - /u(dr) N(1 - exp(—)\Lﬁ"))).

Hence, using again Corollary 1.3.4,
w) = AN ( [ dzgess(= [ pu(drua-, ()
- ,\e—aaEO[exp ( - / Ja(dr) ua_r(x))]
— rexp (- /0 " dr e (V)

It is a simple matter to verify that (39) follows from this last equality.
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By (37) and excursion theory, we have
(40)  Elexp(~AL$,)] = exp(—z N(1 — exp(~AL%))) = exp(—z ua(N)).
To complete the proof, it is enough to show that for 0 <.a < b,
(41) Efexp(~AL%,) | Ha] = exp(~up—a() L3, ).

Recall the notation p® from Proposition 1.3.1, and denote by Eg the local times of
H? = H(p%). From our approximations of local times, it is straightforward to verify
that

b _ Tb—a
1y, = I,

where A? = fos dr 11y, >q) as previously. Write U = L%, to simplify notation. If T =
inf{t > 0:1%(t) > r}, we have A}, = T§ (note that I*(A%, ) = U by construction, and
that the strong Markov property of X at time T implies 1%(t) > 1%(A%, ) for every
t > A%, ). Hence,

Elexp(~AL%, ) | Ha] = E[exp(—xigy) | Ha] = Elexp(~AL5")u=v,

where in the second equality, we use the fact that the process (EbTT,“,u >0)is a
functional of p®, and is thus independent of H, (Proposition 1.3.1), whereas U = L%,
is Hq-measurable. Since p® has the same distribution as p, f,?p:“ and quz“ also have
the same law, and the desired result (41) follows from (40). ) |

Corollary 1.4.2. — For every a > 0, set
v(a) = N( sup H, > a).

0<s<o
Then,

a) If ;7 Wd%i = 00, we have v(a) = oo for every a > 0.

(i) If fi° 5ty < o0, the function (v(a),a > 0) is determined by

1
< du
~/1)(a) W -
Proof. — By the lower semi-continuity of H, the condition supy¢,<, Hs > a holds iff
A% > 0, and our construction shows that this is the case iff L2 > 0. Thus,

v(a) = N(Lg >0) = lim N(1- e~?Me) = Jim o (),

with the notation of the proof of Theorem 1.4.1. From (39), we have

/* du
way) V()

and the desired result follows. d
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1.4.2. The continuity of the height process. — We now use Corollary 1.4.2
to give a necessary and sufficient condition for the path continuity of the height
process H.

O du_

Theorem 1.4.3. — The process H has continuous sample paths P a.s. iff f By < 0
Proof. — By excursion theory, we have
P[ sup Hs > a] =1 — exp(—zv(a)).
0<s< T,

0 du

By Corollary 1.4.2 (i), we see that H cannot have continuous paths if [; T(ay = OO
Assume that [| ° d—” < oo. The previous formula and the property v(a) < oo
imply that

lim H; = 8.
(42) im H 0 P as

Since v(a) | 0 as a 1 oo, we also get that the process H is locally bounded, a.s.
The path continuity of H will then follow from Lemma 1.2.4 if we can show that for
every fixed interval [a,a+ h], h > 0, the number of upcrossings of H along [a,a+ h] is
a.s. finite on every finite time interval. Set «p = 0 and define by induction for every
n>=1,

On = inf{t > yp—1: H; > a+ h},
> n - Ht X (l}.
Both 4, and 7, are (G;)-stopping times. Note that H,, < a by the lower semi-

continuity of H. On the other hand, as a straightforward consequence of (20), we
have a.s. for every t > 0,

Yo = inf{t

Ho 4t < Hy, +H™.
where H") stands for the height process associated with Xt('y") = Xy4t — Xy,
Therefore 6p41 — Yn = Kn, if kn = inf{t > 0 : Ht('y") > h}. The strong Markov
property implies that the variables k,, are i.i.d. . Furthermore, £, > 0 a.s. by (42).
It follows that d,, T 0o as n T oo, which completes the proof. O

It is easy to see that the condition [;° Wd%j < o0 is also necessary and sufficient for
H to have continuous sample paths N a.e. On the other hand, we may consider the
process p started at an arbitrary initial value u € M (R?), as defined by formula (18),
and ask about the sample path continuity of H(ps). Clearly, the answer will be no
if the support of u is not connected. For this reason, we introduce the set M}’ which
consists of all measures y € My(Ry) such that H(p) < oo and supp p = [0, H(u)].
By convention the zero measure also belongs to M}).

From (18) and Lemma 1.2.2, it is easy to verify that the process p started at an
initial value p € M}’ will remain forever in MY, and furthermore H(ps) will have
continuous sample paths a.s. Therefore, we may restrict the state space of p to MJ?.
This restriction will be needed in Chapter 4.
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1.4.3. Holder continuity of the height process. — In view of applications in
Chapter 4, we now discuss the Holder continuity properties of the height process. We
assume that the condition [, du/4¥(u) < oo holds so that H has continuous sample
paths by Theorem 1.4.3. We set

vy=sup{r>0: /\lim A7TYP(N) = +oo}.
—00
The convexity of ¢ implies that v > 1.

Theorem 1.4.4. — The height process H is P-a.s. locally Holder continuous with ex-
ponent a for any o € (0,1 — 1/7v), and is P-a.s. not locally Holder continuous with
exponent o if a >1—1/~.

Proof. — We rely on the following key lemma. Recall the notation L® for the local
time at 0 of X(® — S® (c¢f. Section 1.2).

Lemma 1.4.5. — Lett >0 and s > 0. Then P a.s.,

— i - (t)
Hyys re[lg}15f‘+s] H, H(ps ) )

H,— inf H,=L1®
¢ re[ltr,lt+s] tAR?

where R = inf{r > 0: X0 > —Is(t)} (inf @ = 00).
Proof. — From (20), we get, a.s. for every r > 0,
(43) Hiyr = H(k_fp)l)t) + H(p{").

From this it follows that

inf H,=
retntrs 1 = HE-100)

and the minimum is indeed attained at the (a.s.unique) time v € [t,t + s] such that
Xy = I}, ,. The first assertion of the lemma now follows by combining the last equality
with (43) written with r = s.

Let us turn to the second assertion. If I; > I} ¢, then on one hand X, = I, and
inf,.e(¢,¢45) Hr = Hy = 0, on the other hand, R = oo, and the second assertion reduces
to Hy = E?) which is the definition of H;. Therefore we can assume that I; < If .
Let

u=sup{r € [0,t] : X, < If,}.
As in the proof of Proposition 1.2.3, we have

o= o0 = o T
On the other hand, the construction of the height process shows that the equality
H, = fgt) —th_), holds simultaneously for all 7 € [0, ¢] such that X, < I} (cf. Lemma
1.2.1). In particular for r = u we get

o —H g _T®_ 70 _ 70y _ 70
H— inf Hy=H -H =L - (I -L}%,) = L{,.

SOCIETE MATHEMATIQUE DE FRANCE 2002



44 CHAPTER 1. THE HEIGHT PROCESS

To complete the proof, simply note that we have t — u = R on the event {I; < I{,,}.
|

To simplify notation we set ¢(\) = A/1¥~1()\). The right-continuous inverse L~!
of L is a subordinator with Laplace exponent ¢: See Theorem VIL.4 (ii) in [5], and
note that the constant ¢ in this statement is equal to 1 under our normalization of
local time (compare with Lemma 1.1.2).

Lemma 1.4.6. — For everyt >0, s >0 and g > 0,

E[|Hyys — re[igltf+s] H, |7 < Cqp(1/s)77,

and

E — 9] < -q
(| He re[‘{’tf+s]H|] Cqp(1/s)

where Cq = eI'(q + 1) is a finite constant depending only on q.

Proof. — Recall that H(ps) = H, @ L. From Lemma 1.4.5 we have

+o00
El|Hys — 'r€['t1:ltf+s] H.|% = E[L]] = q/0 297 P[Ls > z]dz .
However,

P[L, > o] = P[s > L~} (2)] < ¢ Blexp(—L~}(z)/s)] = e exp(—ap(1/s)).

Thus
+oo
Bl[Huve - inf HIY <eq [ ™" exp(—ap(1/s)) do = Cyp(1/9)"
t+s 0

This completes the proof of the first assertion.

In order to prove the second one, first note that Igt) is independent of G; and
therefore also of the time-reversed process X®, Writing 7, = inf{r > 0: S, > a}, we
get from the second assertion of Lemma 1.4.5

E[H, - inf H7< / P|-I, € da] E[L2 ).
reft,t+s] [0,400) @

Note that .
E[L?]= q/ 29 'P[L,, > z]dz,
0

and that P[L,, > z] = P[Sp-1(;) < a]. It follows that

+oo
E[|H;— inf H.|%<gq / P[-I; € da] / dzz? ' P[Sp-1(;) < a] .
TE[tt+s] [0,40) 0

An integration by parts leads to
+o0o
E[|H;— inf H, |9 < q/ dzwq_lf P[Sp-1(z) € db]P[-I; > b] .
0 [0,+00)

TE[t,t+s]
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However

P[—1I, > b] = P[T} < s] < e E[exp(—Ts/s)] = e exp(—=byp~(1/s))
since we know ([5] Theorem VII.1) that (T3,b > 0) is a subordinator with exponent
1~ !. Recalling Lemma 1.1.2, we get

+o0o
E[|H,— _inf H|"<eq / do 277! Blexp(—p ™' (1/)SL-1)]
rE(t,t+s] 0

+o00
— eq / dz 29! exp(—z/(sp1(1/9)))

= Cyp(1/s)7".
This completes the proof of Lemma 1.4.6. O
Proof of Theorem 1.4.4. — From Lemma 1.4.6 and an elementary inequality, we get

for everyt > 0,s>0and ¢ >0

E[|Hyvs — He|?) < 277G p(1/5)7.
Let a € (0,1 — 1/7). Then (1 — a)~! < v and thus A=(1=®7"g(X) tends to oo as
A — o0. It easily follows that A>~19~1()\) tends to 0 and so A~*p()) tends to oo as

A — 0o. The previous bound then yields the existence of a constant C' depending on
q and « such that for every t > 0 and s € (0, 1],

E[|Hits — Hi?) < C 899,
The classical Kolmogorov lemma gives the first assertion of the theorem.
To prove the second assertion, observe that for every a > 0 and A > 0,
P[H, < As®] = P[Ls < As®] = P[s < L™}(A4s%)] .
Then use the elementary inequality

Pls < L™!(As%)] < ¢

1 E[1 — exp(—L~'(As%)/s)],

which leads to e
P[H; < As®] < py— (1 — exp(—As“p(1/s))).
If « > 1—1/7, we can find a sequence (s,) decreasing to zero such s%¢(1/s,) tends
to 0. Thus, for any A >0
lim P[H,, < As;] =0,

n—oo

and it easily follows that limsup s™*H;s = oo, P a.s., which completes the proof. O
s—0
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CHAPTER 2

CONVERGENCE OF GALTON-WATSON TREES

2.1. Preliminaries

Our goal in this chapter is to study the convergence in distribution of Galton-
Watson trees, under the assumption that the associated Galton-Watson processes,
suitably rescaled, converge in distribution to a continuous-state branching process.
To give a precise meaning to the convergence of trees, we will code Galton-Watson
trees by a discrete height process, and we will establish the convergence of these
(rescaled) discrete processes to the continuous height process of the previous chapter.
We will also prove that similar convergences hold when the discrete height processes
are replaced by the contour processes of the trees.

Let us introduce the basic objects considered in this chapter. For every p > 1,
let u, be a subcritical or critical offspring distribution. That is, u, is a probability
distribution on Z4 = {0,1, ...} such that

Z k pp(k) < 1.
k=0

We systematically exclude the trivial cases where u,(1) = 1 or p,(0) = 1. We also
define another probability measure v, on {—1,0,1,...} by setting vp(k) = pp(k + 1)
for every k > —1.

We denote by VP = (VP k =0,1,2,...) a discrete-time random walk on Z with
jump distribution v, and started at 0. We also denote by Y? = (Y, k =0,1,2,...)
a Galton-Watson branching process with offspring distribution y, started at Y§ = p.

Finally, we consider a Lévy process X = (X;,t > 0) started at the origin and
satisfying assumptions (H1) and (H2) of Chapter 1. As in Chapter 1, we write 1
for the Laplace exponent of X. We denote by Y = (Y;,t > 0) a t-continuous-state
branching process started at Yy = 1.

The following variant of a result due to Grimvall [21] plays an important role in
our approach. Unless otherwise specified the convergence in distribution of processes
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is in the functional sense, that is in the sense of the weak convergence of the laws

of the processes on the Skorokhod space D(R,R). We will use the notation LA to

indicate weak convergence of finite-dimensional marginals.
For a € R, [a] denotes the integer part of a.

Theorem 2.1.1. — Let (vp, p=1,2,...) be a nondecreasing sequence of positive inte-
gers converging to co. The convergence in distribution

w0 (300120) 2 050

holds if and only if
(d)
SN

p—co

-1
(45) ( VE gt 0) (Xe,t > 0).
Proof. — By standard results on the convergence of triangular arrays (see e.g. The-

orem 2.7 in Skorokhod [46]), the functional convergence (45) holds iff

—1 D (d)
(46) Ve — B X;.
Fix any sequence p; < p2 < --- < pg < --- such that v, < vp, < ---. If j = v,

for some k > 1, set ¢; = px, V) = VP and let 0; be the probability measure on
R defined by 6;(Z ) = vp, (n) for every integer n > —1. Then (46) is equivalent to
saying that

1

¢j
for any choice of the sequence p; < p2 < ---. Equivalently the convolutions (6;)*/¢
converge weakly to the law of X;. By Theorems 3.4 and 3.1 of Grimvall [21], this
property holds iff the convergence (44) holds along the sequence (p;). (Note that
condition (b) in Theorem 3.4 of [21] is automatically satisfied here since we restrict
our attention to the (sub)critical case.) This completes the proof. ]

V(J) _’ Xl

Je; j—o0

2.2. The convergence of finite-dimensional marginals

From now on, we suppose that assumption (H3) holds in addition to (H1) and
(H2). Thus we can consider the height process H = (Hy,t > 0) of Chapter 1.

For every p > 1, let HP = (HZ,k > 0) be the discrete height process associated
with a sequence of independent Galton-Watson trees with offspring distribution u,
(cf. Section 0.2). As was observed in Section 0.2, we may and will assume that the
processes HP and V? are related by the formula

P _ ; 1. UP — s p
(47) HY = Card{j € {0,1,...,k 1}VJ ]%rllgkw 1.

The following theorem sharpens a result of [32].
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Theorem 2.2.1. — Under either of the convergences (44) or (45), we have also
()
(48) (880002 0) £t >0)

Proof. — Let fo be a truncation function, that is a bounded continuous function
from R into R such that fo(z) = z for every z belonging to a neighborhood of 0. By
standard results on the convergence of rescaled random walks (see e.g. Theorem II1.3.2
in [23]), the convergence (45) holds iff the following three conditions are satisfied:

(C1) hm 0 pYp Z fo ) vp(k) —-—a+/ (fo(r) = ) m(dr)

k=-1

(C2) hm 0 pyp E fo » )2 vy (k) =2[3+/000 fo(r)? m(dr)

k=—1
o0
(C3) 11m 0 PYp Z h( vp(k) = / h(r) (dr),
k=—1 0
for any bounded continuous function A on R that vanishes on a neighborhood of 0.
By (47) and time-reversal, HY has the same distribution as
AP = Card{j € {1,...,k} : VP = S‘;P,le}-
Without loss of generality, the Skorokhod representation theorem allows us to assume
that the convergence

(49) ( -1y

it £20) =, (1,6 20)

holds a.s. in the sense of Skorokhod’s topology. Suppose we can prove that for every
t>0,

(50) lim ;! AP

p—00 [P’Y t - Lt

in probability. (Here L = (Lt,t > 0) is the local time process of X — S at level 0
as in Chapter 1.) Then a simple time-reversal argument implies that Yo HP [Prpt] also
converges in probability to L,E ) = H;, with the notation of Chapter 1. Therefore the
proof of Theorem 2.2.1 reduces to showing that (50) holds.
We first consider the case where f(o 1 rr(dr) = oco. We introduce the stopping
times (7F)k>0 defined recursively as follows:
5 =0,
Top1 = inf{n > 718 - VP > VE }.

Conditionally on the event {72, < oo}, the random variable 1 {,p+1<oo}(VTIL -VE)
m m+1 m

is independent of the past of V? up to time 77, and has the same law as 1grp <OO}VT’L.
1
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50 CHAPTER 2. CONVERGENCE OF GALTON-WATSON TREES

Also recall the classical equality (cf. (5.4) in [32]):
(51) Plrf <00,V =4l =1p(lj, ), J

WV
o

For every u > § > 0, set:
K(6,u) = /0 ~ r(dr) /O " 15 (@) = /0 ~ r(dr) (-8 n@w=9)),
> vl )

kp(d,u) = pO<sSpu . = Plpd < VE <pu| 7] < o],
> ([ 00)) 1

>0
L3 = Card{s < t: AS, € (6,u]},
2% = Card{j < k: V% +pé < VP, < V" +pu},

where V;-’ = sup{V,0 < i < j}. Note that x(,u) T co as 6 | 0, by our assumption
f(o 1 rm(dr) = oo. From the a.s. convergence of the processes p~!V]p,,«, we have

: Su 16,
(52) pl_l_}rgo oy =Ly, as.

(Note that P[ASs; = a for some s > 0] = 0 for every fixed a > 0, by (10).) By
applying excursion theory to the process X — S and using formula (10), one easily
gets for every u > 0

(53) ‘%i_l)‘% k(Gu) LI =L, , as.

We claim that we have also

(54) Tim 5 p(5,0) = /O = (0 =) A (=) w(dr) = w(6,u).

To get this convergence, first apply (C3) to the function h(z) = (z — §)T A (u—4). It
follows that

Jim p, > vplk) ((S — ) A (u- 5)) = K(d, u).
=—1

On the other hand, it is elementary to verify that

P 3wl (G- A=) =5 T vpllivoo)| <5 X (k)

k=-—1 pé<j<pu k>6p

and the right-hand side tends to 0 by (C3). Thus we get

pEHgOWP Z vp([4; 00)) = (8, u).

pé<j<pu
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Furthermore, as a simple consequence of (C1) and the (sub)criticality of pu,, we have
also

(55) S vpllioo) =14 Y kuplk) — 1.

3=0 k=—1 P
(This can also be obtained from (51) and the weak convergence (45).) Our claim (54)
now follows.

Finally, we can also obtain a relation between I2'** and A"

[Pypt]”
that conditional on {7} < oo}, I 2" is the sum of k independent Bernoulli variables
k

Simply observe
with parameter k,(d,u). Fix an integer A > 0 and set A, = v,A + 1. From Doob’s
inequality, we easily get (see [32], p.249 for a similar estimate)

1
Yp

2
< ﬁA_F_l),%p((;’ u)~ L.

(Ag»p) — £p (8, u)_ll;”é’”)
Tp

E sup

0<i<T,

Hence, using (54), we have

1 ~1;p5u
v_p(A;m — p(8,u) 1P

2] < 8(A+1)

(56) lim sup E[ sup S G

p—oo Ligrn

To complete the proof, let ¢ > 0 and first choose A large enough so that
PlLi>A—-3¢]<e. If u > 0 is fixed, we can use (53) and (56) to pick § > 0
small enough and then pg = po(d) so that

(57) P[|I€(6, w) L — Lt| >e| <e
and
1
(58) P | sup —-—(A;p) — kp(6, u)_ll;”‘s’“) >e| <eg, if p > po.
jg‘r‘ﬁp Tp
From (52) and (54), we can also find pi1(d) so that for every p > ps,
1
59 P||——— o —ipdw .
) It - o] > <
By combining the previous estimates (57), (58) and (59), we get for p > po V p1
1
(60) P| = A - Lt’ > 35] < 3¢+ Pllpyt] > 75 1.

Furthermore, by using (58) and then (57) and (59), we have for p sufficiently large,

1
p 0,u
Pl <[pwt]l <e+ P[%Kp(d, ” lﬁ%t] >A- e]

<3E+P[Lt>x4—3€]
<4

£
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from our choice of A. Combining this estimate with (60) completes the proof of (50)
in the case fol ra(dr) = co.

It remains to treat the case where fol ra(dr) < co. In that case, (H3) implies that
B > 0, and we know from (11) that

L= Zla-m({Ss;s <t}).

Furthermore, (10) and the assumption fol rr(dr) < oo imply that for any ¢ > 0,
Card{s € [0,t]; AS; >0} <oco, as.
For every 6 > 0 and t > 0, we set
SE=5— ) 1(5,0)(AS)AS, .
s€(0,t]
By the previous remarks, we have a.s. for § small enough,
(61) SP=8- Y AS,=m({Sss<t})=pL.
s€0,t]

Let us use the same notation 77, V? as in the case fol rm(dr) = oo, and also set for
any m > 1,

dy, = 1{7'1’51<00}(Vf,’; - Vf,‘;_l)
and

SpP = dhL{an<ps, rzm) -

n>1
The convergence (49) implies that
1_p
(62) (;V[P’Yp's]’s = 0) p—;_o)o (SS,S = 0) , a&.8.,
and, for every t > 0,

1
=D Bl <oty 2 Do Lo (AS)AS,, as.
n>1 P s€[0,t]

Thus we have

. lgzs )
(63) pll'ngo gslpzpt] =8, as.

The desired convergence (50) is then a consequence of (61), (63) and the following
result: For every € > 0,

sop EA(”) |>¢e]=0.

(64) ;ii% limsup P[| Pret] 5, Pt

1
p—oo p

To prove (64), set
a1(p,6) = E [d’l’ Liapaspy |11 < oo] ;

ax(p,0) = E [(d’f)"’l{di’sap} | < 00] :
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Observe that
E (& 1(agasp — 1(p,6))? | 77 < 00| < aa(p,9)
Let A > 0 be an integer and let A, = v, A + 1 as above. By Doob’s inequality,

E[ sup I§f§: — ma (p, 6)|2] < 44,02(p,9) .

1<m<A,
Th<oo
Since B
sup 5% —men(p,8)| = sup |50F — o (p, AP .
lsms 4, ™ 1<]<TA
TH<oo
we have
la ;0 44
(65) B[ sup |287- (p ) a0 o) < Yo aatpd).

U p

‘We now claim that

1
(66) lim lgal (p,0) =0+ —/ (rA8)3n(dr) — B,
pmoo P 2 Ji0,00) 60
and
(67) hm lim sup 7— az(p,8) =0.
-0 pooo P2

To verify (66), note that, by (51),
1y S p(l7,50))  pry, S (k) (4 L2L) (0 Ll 4 1)
P Yiovp(lis0) 2 Yo vp(ld, 00))

We now apply (C1) and (C2) with the truncation function fo(z) = (z A J) V (=6).
Multiplying by p~! the convergence in (C1) and adding the one in (C2), we get

: — k k 1
pli,rﬂlomp kgoup(k) (I_J A 5) (1_7 A6+ ];) =28+ /(o,oo)(r A )% (dr).

Comparing with (68) and using (55), we immediately get (66). The proof of (67) is
analogous.
By (65) and an elementary inequality, we have

1z ()2 2 2
E| sup |=-87F— Ap —Poay(p, ) +2 Ap 8- —a ,0))% .
[osjsrzplp s I] o2 o2(p:8) + 220 1(p, 8))

Thus, (66) and (67) imply that for any A > 0

(68) al( ,0) =

1~
(69) lim limsup E| sup |—S§’p - £A§P)|2] =0
6—=0 pooo ogj<ry P Yp

It follows that

5 .
lim hmsupP[I st;;: g m t]l > 8] hzr)llsgp Plrh < [pwt]] -

—0 p—o0 ’Y
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However,
P[rh, < lpwtl] < P[; V[mptl lsa’p , Th, < 0]

and by (69) the right side is bounded above for p large by P[; V[m,,t] > -%A,, —1]+es,
where €5 — 0 as § — 0. In view of (62), this is enough to conclude that

hm lim supP[TA < [pwt]] =0,

—>oop

and the desired result (64) follows. This completes the proof of (50) and of Theorem
2.2.1. O

2.3. The functional convergence

Our goal is now to discuss conditions that ensure that the convergence of Theorem
2.2.1 holds in a functional sense. We assume that the function 1 satisfies the condition
*® du <
1 Y(w) oo
By Theorem 1.4.3, this implies that the height process (H,t > 0) has continuous
sample paths. On the other hand, if this condition does not hold, the paths of the
height process do not belong to any of the usual functional spaces.

For every p > 1, we denote by ¢(P) the generating function of Ip, and by gn
g® o...0¢g( the n-th iterate of g(®.

(70)

() _

Theorem 2.3.1. — Suppose that the convergences (44) and (45) hold and that the con-
tinuity condition (70) is satisfied. Suppose in addition that for every é > 0,

(71) hm 1nfg(p) ,1(0)7 > 0.
Then,
-1 @,
(72) (35 8 2 0) 2 (Hit>0)

in the sense of weak convergence on D(Ry,Ry).

Let us make some important remarks. Condition (71) can be restated in proba-
bilistic terms as follows: For every é > 0,

. . p _
lzrriloglfP[Y[Mp] =0] > 0.

(As will follow from our results, this implies that the extinction time of Y, scaled
by v, 1 converges in distribution to the extinction time of Y, which is finite a.s.
under (70).) It is easy to see that the condition (71) is necessary for the conclusion
(72) to hold. Indeed, suppose that (71) fails, so that there exists § > 0 such that
P[Y[g ol = 0] converges to 0 as p — 00, at least along a suitable subsequence. Clearly,
this convergence also holds (along the same subsequence) if Y? starts at [ap| instead
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of p, for any fixed a > 0. From the definition of the discrete height process, we get
that

P[ sup HY > [67,,]] — 1,
p—oo

P
kST

where T} = inf{k > 0: V;” = —j}. From (45), we know that (p'yp)_lT[’;p] converges
in distribution to T,. Since T, | 0 as a | 0, a.s., we easily conclude that, for every
>0,

M]
Yo

P[su ~lgr > — 1,
tSEVP [pYpt]

and thus (72) cannot hold.

On the other hand, one might think that the condition (71) is automatically sat-
isfied under (44) and (70). Let us explain why this is not the case. Suppose for
simplicity that 1 is of the type

() =ar+ /(0 )7r(dr) (€™ — 14 Ar),

and for every € > 0 set

Ye(A) = aA +/ m(dr) (e — 14 Ar).
(€,00)

Note that . (A) < CeA and so [, 1he(A) ~1dA = co. Thus, if Y* is a ¢.-CSBP started

at 1, we have Y > 0 for every t > 0 a.s. (Grey [20], Theorem 1). It is easy to verify

that

(Yt€>t 2 0) ;‘8 (tht > 0)

at least in the sense of the weak convergence of finite-dimensional marginals. Let us fix
a sequence (gx) decreasing to 0. Recall from [27] that every continuous-state branch-
ing process can be obtained as a weak limit of rescaled Galton-Watson branching
processes. Thus for every k, we can find a subcritical or critical offspring distribution
Vk, and two positive integers px > k and v > k, in such a way that if Z¥ = (ZF, j > 0)
is a Galton-Watson process with offspring distribution vy started at Z§ = pi, the law
of the rescaled process

Z® = (pe)" 2k,

is arbitrarily close to that of Y¢*. In particular, we may assume that P[Z,(ck) > 0] >
1 — 2%, and that the rescaled processes Z(*) converge to Y in the sense of weak
convergence of finite-dimensional marginals. By Theorem 3.4 of [21], this convergence
also holds in the functional sense in the Skorokhod space. However, the extinction
time of Z(¥) converges in probability to +oc, and so the condition (71) cannot hold.

There is however a very important special case where (71) holds.
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Theorem 2.3.2. — Suppose that p, = p for every p and that the convergence (44)
holds. Then the condition (71) is automatically satisfied and the conclusion of Theo-
rem 2.8.1 holds.

As we will see in the proof, under the assumption of Theorem 2.3.2, the process X
must be stable with index a € (1,2]. Clearly condition (70) holds in that case.

Proof of Theorem 2.8.1. — To simplify notation, we set HP = Yo IH[’;, ., and

() _ —1y/P
Vit =p V[m;»t]'

checking that the laws of the processes (Ht(p ) ,t > 0) are tight in the set of probability
measures on D(R;,R). By standard results (see e.g. Corollary 3.7.4 in [14]), it is
enough to verify the following two properties:

In view of Theorem 2.2.1, the proof of Theorem 2.3.1 reduces to

(i) For every ¢t > 0 and 1 > 0, there exists a constant K > 0 such that

liminf P[H® < K]>1-1.

p—oo

(ii) For every T'> 0 and § > 0,

lim limsup P[ sup sup |Ht(p) - H®

" ya—npl > 5] =0.
n—oo  poo 1<i<2n te[(i—1)2-nT,i2-nT) -1

Property (i) is immediate from the convergence of finite-dimensional marginals.
Thus the real problem is to prove (ii). We fix § > 0 and T > 0 and first observe that

P| su su H? _g®» >5]
[1<i<p2" te[(i—1)2—'PT,i2—"T] l ‘ (i-1)2 Tl

< Ai(n,p) + A2(n, p) + Asz(n,p)

where

_pl ®  _ g® é]
Al(nvp) - P-ISS;JSPZ" IHi2—nT H(z'—l)z—"Tl > 5

i 46
Az(n,p) =P sup Ht(p) > H((fll)‘z-"T + 5 for some 1 < i < 2"]
L te[(i—1)2-"T,i2—nT)

H? <HY

A3("%P) =P i2-nT

in
Lte[(i—1)2—"T,i2-"T)

—%éforsomelgz'gQ"]

The term A; is easy to bound. By the convergence of finite-dimensional marginals,
we have

. )
limsup A;(n, p) < P[ sup |Hyg-ny — H(i—1)2-n7| 2 g]
p—o0 1<ig2n

and the path continuity of the process H ensures that the right-hand side tends to 0
as n — oo.
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To bound the terms A and As, we introduce the stopping times T,f,p ), k > 0 defined
by induction as follows:

Tép)=0

T,E’_:_)l =inf{t > Tlgp) : Ht(p) > (p%nf HP + g}
T STt

Let i € {1,...,2"} be such that
4
(73) sup HP > H((f—)1)2—n:r + 19
te[(i—1)2-nTyi2="T] 5

Then it is clear that the interval [(i — 1)2~"T, 2~ "T] must contain at least one of the

random times T,gp ), k> 0. Let ’T](p ) be the first such time. By construction we have

i

sup Ht(p) < H((ip_)l);z—nT + 5

te](i-1)2-nT,7{")

and since the positive jumps of H® are of size Yo 1 we get also

® ® 6 ® 20
HT:(;) < H(zP—l)Z‘"T + 5 + 7% t< H(ip—1)2-"T + 3

provided that y, > 5/4. From (73), we have then

sup Ht(p) > Hi’;,),) + =
te[r{P,i2=nT)

which implies that T;f_)l < 927™T. Summarizing, we get for p large enough so that

Yp > 5/6
(74)  As(n,p) < P[T,gm < T and 77, — 7" < 27T for some k > 0].

A similar argument gives exactly the same bound for the quantity As(n,p).
The following lemma, is directly inspired from [14] p.134-135.

Lemma 2.3.3. — For everyx >0 and p > 1, set
Gp(z) = P[T,gp) <T and T,g’jr)l — 7P < & for some k > 0]

and

Fy(z) = supP[T,gp) <T and 7',8_)1 . S x]
k>0
Then, for every integer L > 1,

Gy(a) < LR (a)+ LT [~ dye (),
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Proof. — For every integer L > 1, we have

L-1
Gp(x) < Z P[Tlip) < T and Tlgﬁ—)l - T)E;p) < .’L‘] + P[TED) < T]
k=0

L-1
< LEy(@) + "B |1 o0y exp (= D (rZ ~ 7))
k=0

L-1 2L
< LFp(x) + el H E[l{TI(Jp)<T} exp(—L(Tlgi)l - T,gp)))] .
k=0

Then observe that for every k& € {0,1,...,L — 1},

(p) (p) o L
E[I{Tép)q,} exp(—L(m, — 7y ))] < E[l{ﬂgp)(T} /Tlgi)l—ﬁgp) dy Le y]
oo
< / dy Le™ ™Y F,(y).
0
The desired result follows. 0

Thanks to Lemma 2.3.3, the limiting behavior of the right-hand side of (74) will
be reduced to that of the function Fp(z). To handle F,(x), we use the next lemma.

Lemma 2.3.4. — The random variables T,ﬁi)l — T,gp ) are independent and identically
distributed. Under the assumptions of Theorem 2.3.1, we have

i ; ») —
1;11& (hmsup Pln” < w}) =0.

p—oo

We need a simple lemma.

Lemma 2.3.5. — Let V be a random walk on Z. For every n = 0, set
(75) Hp =Card{k € {0,1,...,n—1}: Vi = inf V;}.
k<j<n

Let T be a stopping time of the filtration (F2) generated by V. Then the process
(H;’M ~ inf Hn> o)

T<kLTHN

is independent of F° and has the same distribution as (H3,n > 0).

Proof. — By considering the first time after 7 where the random walk V' attains its
minimum over 7,7 + n}, one easily gets

inf HP=Card{ke€{0,1,...,7—1}: V= inf V;}.

TLkLTHN k<j<T4+n

Hence,
H?, , _rgégfﬂ-nHk =Card{ke{r,...,T+n—-1} : Vp = k<;2£+an}
= —_ N T: i T
= Card{k € {0,...,n -1} : V)] ké?invj}’
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where V7 denotes the shifted random walk V7 = V;4, — V;. Since V7 is independent
of F, and has the same distribution as V, the desired result follows from the previous
formula and (75). O

Proof of Lemma 2.8.4. — Fix k > 1 and set for every t > 0,
7@ _ g ; (P)
Hy Hr,gp)+t r,‘c”’siréfr,‘f)ﬂ B

As a consequence of Lemma 2.3.5, the process (flt(p ),t > 0) is independent of the past

of V() up to the stopping time T,gp ) and has the same distribution as (Ht(p )t > 0).
Since by definition
~ )
T,E’_;_)l —r® —inf{t >0: H? > 5}

the first assertion of the lemma follows.
Let us turn to the second assertion. To simplify notation, we write 6’ = 4/5. For
every n > 0, set

TP =inf{t >0: VP = —%7—]}.
Then,

Pr? <] = P[supHé”) > 5’] < P| sup HP > 5’] + P[T{P) < q].

s 8<T1$p)

On one hand,
lim sup P[T,S”) < z] < P[T, < z,

p—oo
and for any choice of n > 0, the right-hand side goes to zero as = | 0. On the other
hand, the construction of the discrete height process shows that the quantity

sup HP
s<TP

is distributed as v, '(Mp — 1), where M,, is the extinction time of a Galton-Watson
process with offspring distribution u,, started at [pn]. Hence,

P[ sup HP > 5'] =1- g[(g),yp]“(O)[p”],
3<T1S,p)

and our assumption (71) implies that

71}1_1_% (limsupP[ sup H®P > 5’]) =0.

p—0o0 ngy('P)

The second assertion of the lemma now follows. Od

We can now complete the proof of Theorem 2.3.1. Set:

F(z) =limsup Fp(z) , G(z) = limsup Gp(z).
p—00 p—oo
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Lemma 2.3.4 immediately shows that F(z) | 0 as | 0. On the other hand, we get
from Lemma 2.3.3 that for every integer L > 1,

G(z) < LF(z) + LeT /Ooo dye 1Y F(y).

It follows that we have also G(z) | 0 as z | 0. By (74), this gives

lim (lim supAz(n,p)) =0,
n—0o0 p—00

and the same property holds for As(n,p). This completes the proof of (ii) and of

Theorem 2.3.1. O

Proof of Theorem 2.3.2. — We now assume that v, = v for every p and so g%p ) = Jn-

We first observe that the process X must be stable. This is not immediate, since
the convergence (45) a priori implies only that v belongs to the domain of partial
attraction of the law of X, which is not enough to conclude that v is stable. However,
the conditions (C1) — (C3), which are equivalent to (45), immediately show that the
sequence 7y,/Yp+1 converges to 1 as p — co. Then Theorem 2.3 in [37] implies that
v belongs to the domain of attraction of the law of X, and by classical results the
law of X7 must be stable with index a € (0,2]. We can exclude a € (0, 1] thanks to
our assumptions (H2) and (H3) (the latter is only needed to exclude the trivial case
P(A) = ¢A). Thus a € (1,2] and ¥P(A) = ¢A* for some ¢ > 0. As a consequence of
(39), we have E[e *Ys] = exp—(A~% + cad)~'/%, where @ = a — 1. In particular,
P[Y; = 0] = exp —(cad)~ /= > 0.

Let g = g1 be the generating function of u. We have ¢’(1) = Y k u(k) = 1, because
otherwise this would contradict (45). From Theorem 2 in [16], p.577, the function

> u(k)
k>x
must be regularly varying as * — 0o, with exponent —a. Then note that
oo oo
g€ =T+ A= u(k) € — 14 Ak) = /\/ dz(1 - e%) 3" k).
k=0 0 k>z

An elementary argument shows that g(e=*) — 1+ )\ is also regularly varying as A — 0
with exponent «. Put differently,

gry=r+(1-7r)°L(1l-r), 0<r<1,

where the function L(z) is slowly varying as « — 0. This is exactly what we need to
apply a result of Slack [47].

Let ng) be a random variable distributed as (1 — g(s,,](0)) times the value at
time [67yp] of a Galton-Watson process with offspring distribution u started with one
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individual at time 0 and conditioned to be non-extinct at time [4-,]. Theorem 1 of
[47] implies that
d
z» 9 ¢
p—0o0
where U > 0 a.s. In particular, we can choose positive constants co and c¢; so that

P[Z{p ) > ¢o] > ¢1 for all p sufficiently large. On the other hand, we have

1 @ 1 (») (»)
yr 2 — = (ZzWP 4.4+ 2
p Bl p(1 —9[57,,](0))( ! M”)
where pr ). ng ).... areiid., and M, is independent of the sequence (Zj(.p )) and has

a binomial B(p,1 — g(5,,)(0)) distribution.

It is now easy to obtain the condition (71). Fix § > 0. Clearly it suffices to verify
that the sequence p(1-—gjs,,)(0)) is bounded. If not the case, we can choose a sequence
(px) such that pi(l — gisy,,1(0)) converges to co. From the previous representation
for the law of %Y[g'yp]’ it then follows that

1
Pk
P[pk Y[‘S"Pk] > cocl] k—oo 1

From (44), we get that P[Ys > coc1] = 1, which gives a contradiction since
P[Ys = 0] > 0. This completes the proof of (71).
Finally, since (70) holds, we can apply Theorem 2.3.1. O

2.4. Convergence of contour processes

In this section, we show that the limit theorems obtained in the previous section
for rescaled discrete height processes can be formulated as well in terms of the contour
processes of the Galton-Watson trees. The proof relies on simple connections between
the height process and the contour process of a sequence of Galton-Watson trees.

To begin with, we consider a (subcritical or critical) offspring distribution u, and a
sequence of independent u-Galton-Watson trees. Let (Hp,n > 0) and (Cy,t > 0) be
respectively the height process and the contour process associated with this sequence
of trees (see Section 0.2). We also set

K, =2n—- H,.

Note that the sequence K, is strictly increasing and K, > n.

Recall that the value at time n of the height process corresponds to the generation
of the individual visited at time n, assuming that individuals are visited in lexico-
graphical order one tree after another. It is easily checked by induction on n that
[Kn, Knt1] is exactly the time interval during which the contour process goes from
the individual n to the individual n 4+ 1. From this observation, we get

sup |C:— Hyp| < |Hpt+1 — Hp| + 1.
tE[Kn,Knt1]
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A more precise argument for this bound follows from the explicit formula for C; in
terms of the height process: For t € [K,,, Kn+1],
Ct = ( - (t - Kn))+ lft € [Kn,Kn+1 - 1],
Cy = ( n+1 — (Kn+1 - t))+ ifte {Kn+1 — 1,Kn+1].
These formulas are easily checked by induction on n.
Define a random function f : Ry — Z4 by setting f(t) = n iff t € [Kn, Kny1)-
From the previous bound, we get for every integer m > 1,

(76) sup ICt Higpy| < sup [Cp— Hypwl <1+ sup |Hp1 — Hpl.
te[ tG[ yBAm n\m
Similarly, it follows from the definition of K, that
(77) sup |f(t) — —I sup If(t) - —I 5 Sup Hp+1.
tef0,m] te[0,K
We now come back to the setting of the previous sections, considering for every
> 1 a sequence of independent Galton-Watson trees with offspring distribution p,.

For every p > 1, we denote by (C?,t > 0) the corresponding contour process.

Theorem 2.4.1. — Suppose that the convergences (45) and (72) hold. Then,
(d)
(78) ( SLCP Lt 0) % (Hyjzt > 0).

In particular, (78) holds under the assumptions of Theorem 2.3.1 or those of Theorem

Proof. — For every p > 1, write f, for the analogue of the function f introduced
above. Also set <pp( ) = (07p) "L fo(PYpt)- By (76), we have for every m > 1,
1 1
79 su Cp —H? —+— su — H? ——+O
(79) tgg Pt T o Trmen®] S ) T ) n<mgvpl e Al

in probability, by (72).
On the other hand, we get from (77)
t 1 1
80 su t)—z|<7— sup Hf+— — 0
(80) tggl%( ) =5l < 2oy h i Hi+ oo
in probability, by (72).
The statement of the theorem now follows from (72), (79) and (80). d

2.5. A joint convergence and an application to conditioned trees

The convergences in distribution (72) and (78) hold jointly with (44) and (45).
This fact is useful in applications and we state it here as a corollary.

As previously, we consider for every p a sequence of independent ,,-Galton-Watson
trees and we denote by (HEZ,n > 0) the associated height process and by (C¥,t > 0)
the associated contour process. The random walk V? with jump distribution v, (k) =
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up(k+1) is related to HP via formula (47). Finally, for every integer £ > 0, we denote
by Y the number of individuals at generation k in the first p trees of the sequence,
so that, in agreement with the previous notation, (Y;?,n > 0) is a Galton-Watson
process with offspring distribution p, started at Y = p.

Recall that (L%,a > 0,t > 0) denote the local times of the (continuous-time)
height process associated with the Lévy process X. From Theorem 1.4.1, we know
that (L%, ,a > 0) is a 4-CSBP and thus has a cadlag modification.

Corollary 2.5.1. — Suppose that the assumptions of Theorem 2.3.1 are satisfied. Then,

- @,
( V[z'yl’t]”yp [P7pt]’7p CZp'y ¢yt 2 0) e

in distribution in D(R,,R3). We have also
(@),
(r¥E,q0 a>0) 2 (L5,a>0)

in distribution in D(R4,R). Furthermore, these two convergences hold jointly, in the
sense that, for any bounded continuous function F on D(R+,R3?) x D(R4,R),

(Xta Ht7 Ht7 0)

tim B[F(07VE, 0% B %5 Coy)ez0, 071V, a0 )|

= E[F((Xt, Hy, Ht)tz0, (LT, )a>0)]-

Proof. — To simplify notation, write Vt(p ) = p‘lV[; e H? - Yy 1H[’;7 i C(p =
%5 'Chyns and YiP = p~1YP . By (45), (72) and (78), we know that each of the
three sequences of the laws of the processes V(® H® (C®) jis tight, and further-
more H® and C®) converge in distribution towards a continuous process. By a
standard result (see e.g. Corollary I1.3.33 in [24]), we get that the laws of the triples
(V@ H® O®) are tight in D(Ry,R3). Let (X, H*, H**) be a weak limit point of
this sequence of triples (with a slight abuse of notation, we may assume that the first
component of the limiting triple is the underlying Lévy process X ). By the Skorokhod
representation theorem, we may assume that along a subsequence,

(V(P),H(”),C(P)) — (X, H*, H*™)

a.s. in D(R4,R3). However, the convergence (49) and a time-reversal argument imply
that
lim HP =1 = H,

p—o0
in probability. This is enough to conclude that H = H;. Similarly, the proof of
Theorem 2.4.1 shows that

lim (CP — HP) =0

p—00

in probability. This yields H;* = H; = H; and we see that the limiting triple is
equal to (X, H, H) and does not depend on the choice of the subsequence. The first
convergence of the corollary now follows.
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By (44), we know that

¥®,a>0) L (v,,a>0)

p—0o0

where Y is a ¢-CSBP started at 1. Since we also know that (L%,,a > 0) is a 9-
CSBP started at 1, the second convergence in distribution is immediate, and the
point is to verify that this convergence holds jointly with the first one. To this end,
note that the laws of the pairs (V® H® C®) Y{®) are tight in the space of
probability measures on D(R;,R?) x D(R+,R). By extracting a subsequence and
using the Skorokhod representation theorem, we may assume that

((V(m, H(p),c(m),y(p)) = (( X, H, H), Z>,

a.s. in D(Ry, R?*) xD(R4,R). The proof will be finished if we can verify that Z, = L%, ,
the local time of H at level a and time T;. To this end, let g be a Lipschitz continuous
function from R, into R} with compact support. The preceding convergence implies

oo [oe)
(81) lim 9(a)Y, P da = / 9(a)Z, da , a.s.
p= Jo 0

On the other hand, let T} be the hitting time of —p by V?. The convergence of v®
towards X easily implies

(82) lim ———T” =inf{t>0: X, =-1}=T,, as.
pP—0o0 PYp

Then, from the definition of the height process of a sequence of trees, we have

oo
| @y da= /0 ol0) Y7, da

Tp—l

1(k+1)
252 5 ARRRFCIO SRR L
7j=0
~1(HP+1)
=_Z/7p ’ g(a)da

TP -1 )
— —1gp 4
= — v, HY)+ O(—T.
2 90 HD) + 04 T3)
(pye) " Ty - 1,
_ /0 307 B, ) ds + O3 TE)

and in view of (82) this converges to
T1 o0
/ g(Hs) ds =/ g(a) LT, da.
0 0

ASTERISQUE 281



2.5. A JOINT CONVERGENCE AND AN APPLICATION TO CONDITIONED TREES 65

Comparing with (81), we conclude that

/ g(a)Zada:/ g(a) L7, da.
0 0

This implies that Z, = L, and completes the proof. O

As an application, we now discuss conditioned trees. Fix T' > 0 and on some
probability space, consider a p,-Galton-Watson tree conditioned on non-extinction at
generation [y,T], which is denoted by TP. Let H? = (HE,n > 0) be the associated
height process, with the convention that H? = 0 for n > Card(T P),

Proposition 2.5.2. — Under the assumptions of Theorem 2.3.1, we have
-1 (@ 7
(%8t > 0) 225 (Hit>0),
where the limiting process H is distributed as H under N(- | sup Hy > T).

Remark. — We could have stated a similar result for the contour process instead of
the discrete height process.

Proof. — Write H® = =, lH[” o) to simplify notation. Also let H; P = v, tH {I’) o]
be as above the rescaled helght process for a sequence of independent pu,-Galton-
Watson trees. Set
T
Rg?) =inf{s>0: ng) = M},
Tp
GE‘,?) = sup{s < Rg?) : HP =0},
DY) = inf{s > RY : HP =0}.
Then without loss of generality we may assume that

i )
HP = ((2(P)+3)AD(P> J 52 0.

This is simply saying that the first tree with height at least [y,T] in a sequence
of independent p,-Galton-Watson trees is a p,-Galton-Watson tree conditioned on
non-extinction at generation [y,T].

Set
Rr =inf{s >20: H; =T},
Gr =sup{s < Ry : H; = 0},
Dr =inf{s > Ry : H; = 0},

and note that we may take Hs = H(G;+s)ADy» Dy excursion theory for X — I.
We now claim that the convergence in distribution of H® towards H follows from
the previous corollary, and more precisely from the joint convergence

(d)

(V(P) H(:D)) (X H).
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It is again convenient to use the Skorokhod representation theorem and to assume
that the latter convergence holds a.s. We can then prove that H® converges a.s.
towards H.

To this end we need a technical lemma about the height process. We state it in
greater generality than needed here in view of other applications.

Lemma 2.5.3. — Let b > 0. Then P a.s. or N a.e. b is not a local mazimum nor a
local minimum of the height process.

Proof. — Let
D={b>0:P[sup Hs =>b]> 0 for some rationals ¢ > p > 0}.
PISSY
Clearly D is at most countable. However, from Proposition 1.3.1 and the relation
between the height process and the exploration process, it immediately follows that
if b € D then b— a € D for every a € [0,b). This is only possible if D = @. The case
of local minima is treated in the same way. O

It follows from the lemma that we have also Ry = inf{s > 0: H; > T'}. Then the
a.s. convergence of H®) towards H easily implies that Rg? ) converges to Rr a.s., and
that

limsup G¥ < Gr lim inf D® > Dy .

p—00

To get reverse inequalities, we may argue as follows. Recall that the support of the
random measure dI, is exactly the set {s : H; = 0}, so that for every fixed s > 0,
we have I, > I, as. on the set {s < Gr}. If I = inf{V®  r < s}, the as.
convergence of V(P) to X implies that I§p ) converges to I; uniformly on compact sets,

a.s. It readily follows that a.s. on the set {s < Gr} we have IP > 1P for all p

R®
sufficiently large. Hence a.s. for p large, we have s < GS}’ ) on the set {s < Gr}. We
conclude that Gg? ) Gr a.s., and a similar argument gives Dg? ) D7r. From the
preceding formulas for H®) and H, it follows that H®) — H a.s. This completes the
proof of the proposition. O

Remark. — The methodology of proof of Proposition 2.5.2 could be applied to other
conditioned limit theorems. For instance, we could consider the rescaled height (or
contour) process of the p,-Galton-Watson tree conditioned to have at least p, vertices
and derive a convergence towards the excursion of the height process H conditioned
to have length greater than 1. We will leave such extensions to the reader. We
point out here that it is much harder to handle degenerate conditionings. To give
an important example, consider the case where p, = p for every p. It is natural
to ask for a limit theorem for the (rescaled) height or contour process of a p-Galton-
Watson tree conditioned to have a large fixed number of vertices. The previous results
strongly suggest that the limiting process should be a normalized (i.e. conditioned to
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have length equal to 1) excursion of the height process H. This is indeed true under
suitable assumptions: When g is critical with finite variance, this was proved by
Aldous [3] in the case of the contour process and the limit is a normalized Brownian
excursion as expected. Aldous’ result has been extended by Duquesne [10] to the
case when p is in the domain of attraction of a stable law of index v € (1,2]. In
this more general setting, the limit is the normalized excursion of the stable height
process, which is discussed in Section 3.5 below.

2.6. The convergence of reduced trees

Consider a p-Galton-Watson tree, which describes the genealogy of a Galton-
Watson process with offspring distribution p starting with one individual at time 0.
For every integer n > 1, denote by P(™) the conditional probability knowing that the
process is not extinct at time n, or equivalently the height of the tree is at least n.
Under P(™)| we can consider the reduced tree that consists only of those individuals
in the generations up to time n that have descendants at generation n. The results
of the previous sections can be used to investigate the limiting behavior of these re-
duced trees when n tends to oo, even in the more general setting where the offspring
distribution depends on n.

Here, we will concentrate on the population of the reduced tree at every generation.
For every k € {0,1,...,n}, we denote by Z? the number of individuals in the tree
at generation k which have descendants at generation n. Obviously, k& — Z} is
nondecreasing, Z§ = 1 and Z7} is equal to the number of individuals in the original
tree at generation n. If g denotes the generating function of y and g,, n > 0 are the
iterates of g, it is easy to verify that (Z,0 < k < n) is a time-inhomogeneous Markov
chain whose transition kernels are characterized by:

E™ % | z7) = (g(r(l —gn—k-l(f)—) ;Lng_l—(g)-l(O)) —gn_k(O))ZTc‘ C 0<k<n.

The process (Z,0 < k < n) (under the probability measure P(™) will be called the
reduced process of the pu-Galton-Watson tree at generation n. It is easy to see that
for every k € {0,1,...,n— 1}, Z can be written as a simple functional of the height
process of the tree: Z}! counts the number of excursions of the height process above
level k that hit level n.

Consider as in the previous sections a sequence (up,p = 1,2,...) of (sub)critical
offspring distributions, and for every integer n > 1 let Z(P)" = (Z ,(cp " 0<k < n) be
the reduced process of the p,-Galton-Watson tree at generation n. For every T > 0,
we denote by N7y the conditional probability N (- | sup{Hs,s > 0} > T') (this makes
sense provided that the condition (70) holds, ¢f. Corollary 1.4.2).
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Theorem 2.6.1. — Suppose that the assumptions of Theorem 2.8.1 hold and let T > 0.

Then,

(), [T (a) 7
(Z[m] v ,0<t<T) 2 (20<t<T),

where the limiting process (ZL,0 <t < T) is defined under Ny as follows: For every
t€[0,T), ZF is the number of excursions of H above level t that hit level T

A more explicit description of the limiting process and of the associated tree will
be given in the next section.

Proof. — We use the notation of the proof of Proposition 2.5.2. In particular, the
height process of the p,-Galton-Watson tree conditioned on non-extinction at gener-

ation [y,T] is (HP,k > 0) and the associated rescaled process is HP = Yy II?I[’; o]
)

We may and will assume that H §p is given by the formula

7® — g
H, H(G§P)+s)/\D§?)

and that (Iﬁp), s > 0) converges a.s. in the sense of the Skorokhod topology, towards
the process Hy = H(g,4s)ap Whose law is the distribution of H under N(r.

Now we observe that the reduced process Z[(fjg]h”T] can be expressed in terms of

H®) . More precisely, it is clear by construction that for every k € {0,1, ..., [vpT] — 1},
zZP )21 i the number of excursions of H? above level k that hit level [y,T]. Equiv-
alently, for every t such that [y,t] < [v,T1],

() ._ 7(P),[vpTI
Z = 20

is the number of excursions of H®) above level [y,t]/7, that hit level [y,T]/7p.

Let ¢t > 0. Using the fact that ¢, resp. T, is a.s. not a local minimum, resp.
maximum, of H (Lemma 2.5.3), it is easy to deduce from the convergence H® — H
that the number of excursions of H®) above level [y,t]/v, that hit level [v,7]/7,
converges a.s. to the number of excursions of H above level t that hit level T. In
other words, Z\") converges a.s. to ZZ. This completes the proof. a

2.7. The law of the limiting reduced tree

In this section, we will describe the law of the process (ZF,0 < t < T) of the
previous section, and more precisely the law of the underlying branching tree. We
suppose that the Lévy process X satisfies (70) in addition to (H1) — (H3). The random
variable ZI (considered under the probability measure N(7)) counts the number of
excursions of H above level ¢t that hit level T'.

Before stating our result, we recall the notation of Section 1.4. For every A > 0
and t > 0,

ui(A) = N(1 — exp(~ALL))
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solves the integral equation

ug(A) + /0 P(us(A))ds = A

. u(t) = u(00) = N(LL > 0) = N(sup H, > t)

s20
/°° dr ;
v(t) ’t/)(:L‘) .

Note the composition property us o us = utys, and in particular us(v(r)) = v(t +r).

is determined by

Theorem 2.7.1. — Under N(t), the process (ZT,0 <t < T) is a time-inhomogeneous
Markov process whose law is characterized by the following identities: For every A > 0,
u((1 — e~ (T —t))

v(T) '

(83) N(1)[exp —)\ZtT] =1-

and if 0 <t <t < T,
T
(84) Npylexp —AZE | ZF) = (Nr—ylexp —AZ}Zf]) %
Alternatively, we can describe the law of the process (ZF,0 < t < T) under Nty by
the following properties.
— Z¥ =1 if and only if r € [0,7r), where the law of yr is given by

Y(u(T))

(85) N(T)['YT > t] = 1’/)V(v(T _ t)) )

0<t< T,
where ¥(z) = z~14p(z).
— The conditional distribution of Zz; knowing v 1is characterized by
Y U) —w(U,Q1Q-r)U)
Y(U) —v(U,0)
where U = v(T —t) and for every a,b > 0,
_ [ W(a) —9(®)) /(a—b) i a#b,
w(ab) = {w’(a) if a=b.
~ Conditionally on yr = t and ZI_ = k, the process (Z,,,0 < v < T — 1) is
distributed as the sum of k independent copies of the process (ZF=4,0 < r < T —1t)
under N(p_y).

(86) NepylrZir |ar =] =7 0<r<l

Proof. — One can give several approaches to Theorem 2.7.1. In particular, the time-
inhomogeneous Markov property could be deduced from the analogous result for dis-
crete reduced trees by using Theorem 2.6.1. We will prefer to give a direct approach
relying on the properties of the height process.

Before stating a key lemma, we introduce some notation. We fix t € (0,T"). Note
that the definition of Z7 also makes sense under the conditional probability Ny We
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70 CHAPTER 2. CONVERGENCE OF GALTON-WATSON TREES

denote by (et,i = 1,...,ZT) the successive excursions of H above level ¢ that hit
level T' — t, shifted in space and time so that each starts from 0 at time 0. Recall the
notation L? for the local times of the height process. We also write Lf ;) for the local
time of H at level t at the beginning of excursion e.

Lemma 2.7.2. — Under Ny, conditionally on the local time Lt the point measure

zr
D 8w, e
=1

is Poisson with intensity 1jo 1:1(€)df N(de N {sup Hs; > T — t}). In particular, un-
der Ny or under N(r), conditionally on Z[, the excursions (ef,i = 1,...,ZF) are
independent with distribution N(p_y).

Proof. — We rely on Proposition 1.3.1 and use the notation of Chapter 1. Under
the probability measure P, denote by ff, i = 1,2,... the successive excursions of H
above level ¢ that hit 7', and let £ be the local time of H at level ¢t at the beginning
(or the end) of excursion ff. Then the f!’s are also the successive excursions of the
process H! = H(p!) that hit level T — ¢, and the numbers ¢! are the corresponding
local times (of H?) at level 0. By Proposition 1.3.1 and excursion theory, the point

measure
o0
> S
1=1

is Poisson with intensity d¢é N(df N {sup H, > T — t}) and is independent of the
o-field H;.

On the other hand, let A\; be the local time of H at level ¢ at the end of the first
excursion of H away from 0 that hits level ¢. From the approximation of local time
provided by Proposition 1.3.3, it is easy to see that A; is H;-measurable. By excursion
theory for X — I, the law under N(;) of the pair

zy
(20200t
is the same as the law under P of
(/\1, > 5(@2&’))'
{2t <A}

The first assertion of the lemma now follows from the preceding considerations.
The second assertion stated under N(; is an immediate consequence of the first
one. The statement under Ny follows since N(zy = Ny (- | zZr >1). O

We return to the proof of Theorem 2.7.1. Note that (84) is an immediate conse-
quence of the second assertion of the lemma. Let us prove (83). By the first assertion
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of the lemma, Z7 is Poisson with intensity v(T — ¢)L!, conditionally on L!, under
N¢s). Hence,

N [e—)\ZtT] = Ny {e—L;v(T—t)u—e—*)]
—1- LN(1 _ e—L2v<T—t)<1—e—*>)
v(t)
1
=1— —u((1 — e (T —1t)).
1 ’l)(t) Ut(( € )’U( ))
Then observe that
1 _\pT (T) _
_ Azl 1 — e~ 2! N1 — =28
N(t)[l € = (t) N( t) = () (T) [ € J-
Formula (83) follows immediately.
It is clear that there exists a random variable yr such that ZtT =1if 0 <t <A,
N(ry a.s. (yr is the minimum of the height process between the first and the last
hitting time of T'). Let us prove (85). By (83), we have,

i A AZTy e (1 w((l = e Mu(T — 1))
Nepylyr > t] = /\lirr;oe Niyle ™ | = Aan;oe (1 o) )
Recalling that u;(v(T —t)) = v(T'), we have as e — 0,
3ut

w((1 = eJo(T — 1)) = o(T) = eo(T — ) L (o

T —t)) +o(e),
and it follows that
Nylyr > t] = % %ﬁ\t( (T —1)).

Formula (85) follows from that identity and the fact that, for A > 0,

3ut P(ue(A)

87 A .
(87) ey = H e
To verify (87), differentiate the mtegral equation for ug(A):

ou 3us

AN =1- [ FENY W) ds

which implies

3ut

2(3) = exp / W (s (N))ds).
Then note that 2 log¥(u(\)) = —¢'(u(\)) and thus
t
|0 yds = tog p(u (3) = log w(3).

This completes the proof of (87) and (85).

We now prove the last assertion of the theorem. Recall the notation introduced
before Lemma 2.7.2. Clearly it suffices to prove that the following property holds:
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(P) Under N(r), conditionally on yr =t and Zz; = n, the excursions e]”, ..., elT
are i.i.d. according to the distribution Nz _y).

We can deduce property (P) from Lemma 2.7.2 via an approximation procedure.
Let us sketch the argument. For any p > 2 and any bounded continuous functional
F on R+ X C(R+,R+)p,

(88) N(T)[l{Z,’{sz}F(’YT»e’{T, .. ,eZT)]
n—1
. . iT ;
= Jim > Na [1{ZJ-TT/n=p;<j-1)T/n<wsﬂ"/n}F GT/n, e, G%T/")] :
Jj=1

Note that the event {yr < jT/n} contains {ZJTT /n = P}. As a consequence of the
second part of Lemma 2.7.2 (applied with ¢ = jT/n) we have

; iT, .
Ner [1{Z]'TT/n=P;’YTSjT/n} F(jT/n,€] /n, . ,e;T/")]
= Ny [Lzz,, . —prn<it/ny

X /N(T—jT/n)(dfl) -« Nev—jrmy (dfp) F (3T /7, f1,. . -,fp)]-

We want to get a similar identity where the event {yr < jT'/n} is replaced by
{vr < (j —1)T/n} = {Z(:’;._I)T/n > 2}. A slightly more complicated argument
(relying on two applications of Lemma 2.7.2, the first one with ¢ = (j — 1)T/n and
then with ¢ = T'/n) shows similarly that

JT/n

Neoy (12, =prre<-vrm FGT/m ", T/

iT/n

= Nr) [1{sz/,,=pm<(j—1)T/n}

X /N(T—jT/n)(dfl) oo Neo—jrmy (dfp) F(JT /1, f1y -y fp)]'

By making the difference between the last two displays, we see that the sum in the
right side of (88) exactly equals

n—1
> Newy [Lzs,, —msti-1rmen<iting
j=1

x /N(T—jT/n)(dfl)-"N(T—jT/n)(dfp)F(jT/na f1,-~-,fp)]-

Using an easy continuity property of the mapping r — N, we get from this and
(88) that

Ner)[Lizz —pp F(yr, €17, ., 37)]

= N [1{Z$T=P}/N(T—’YT)(dfl)"'N(T—WT)(dfp)F(’YT,flw-',fp)]v
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which completes the proof of property (P) and of the last assertion of the theorem.

We finally verify (86). First observe from (85) that the density of the law of yr
under N7y is given by

hr(t) = (u(T)) W(T — 1)

where

Y ()
MO ==ewy -

On the other hand, fix § € (0,T), and note that {yr > d} = {Z] = 1}. By the last
assertion of Lemma 2.7.2 we have for any nonnegative function f,

Ny lf (vr, Z5) 1iarssy | 97 > 8] = Neg—g) [f (yr—s + 6, ZX72).

Hence, if (67 (k),k = 2,3,...), 0 < t < T denotes a regular version of the conditional
law of foT knowing that vy = ¢, we have

T 00 T-6
/dth t)> 6f (k / dth(T — 6 —t) ZoT5 )f(t+6,k)
é k=2

k=2

/ dt h(T — 1) 9T_755(k)f(t,k).

This shows that we must have 87 = 670 for a.a. t € (4, T). By simple arguments, we
can choose the regular versions OT(k) in such a way that 67 (k) = 67_.(k) for every
k=2 T>0andte(0,T).

We can then compute N7 [e‘ALaT] in two different ways. First,

ur o, N —eM) o up())
N(T)[GAL]—I—T—l“_v%ﬂT

Then, using property (P) once again,
-l LTt Zir
Nyle™™ ] = Ny [(N(T—t) [e™*% ]t=7T) ]

= /T dt hr(t) i_O:eT_t(k) (1 _ Z(_q;i%)k

0

By comparing with the previous display and using the formula for hr(t), we get

[ (G ‘l)z"t(’“ (=53 =" am
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We can now differentiate with respect to T (for a proper justification we should argue
that the mapping ¢ — 6, is continuous, but we omit details). It follows that

(LD - )Z“’ o) (1- 23"

Y @)(T) | plur() = ur(Ny' (o(T))
»(v(T)) $(o(T))

= -1+

Hence,

wrOVF - wlur(h) — ur()Y ((T))
Z"T(’“( (T>) =1 ) o @ @)

If we substitute r =1 — uT(q%l in this last identity we get

S 000y 4 = 1 — LU= DUT) = (0 D) (AT,
P((T)) — v(T)P(v(T)

Formula (86) follows after straightforward transformations of the last expression.

The proof of Theorem 2.7.1 is now complete. Observe that the (time-inhomoge-
neous) Markov property of the process (ZF,0 < t < T) is a consequence of the
description provided in the second part of the theorem, and in particular of the special
form of the law of y7 and the fact that the law of ZZ_ under N(py[- | y7 > 6] coincides
with the law of ZZ~% under N(r_s). O

YT -6

Let us discuss special cases of the theorem. When v¥(u) = cu®, with ¢ > 0 and
1 < a < 2, we have v(t) = (c(a — 1)t)"/(@=D and formula (85) shows that the law
of yr is uniform over [0,7]. This is the only case where this property holds: If we
assume that 7 is uniform over [0, 7], (85) implies that 1 (v(t)) = C/t for some C > 0.
By differentiating log v(t), we then get that v(t) = C’t~C and it follows that 1 is of
the desired form.

Also in the stable case ¥(u) = cu®, formula (86) implies that ZT_ is independent
of v, and that its distribution is characterized by
l1-r*—1+ar

a—1 '

N(T) [,,_Z_?T] =

Of course when a = 2, we recover the well known fact that Z:fT = 2. When « € (1,2),
we get
2-a)B-—a)---(k—1-0)
k! ’
To conclude let us mention that limiting reduced trees have been studied extensively
in the literature. In the finite variance case, the uniform distribution for yr appears
in Zubkov [50], and the full structure of the reduced tree is derived by Fleischmann
and Siegmund-Schultze [17]. Analogous results in the stable case (and in the more
general setting of multitype branching processes) can be found in Vatutin [48] and
Yakymiv [49].

«
N2, =k] = k> 2.
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CHAPTER 3

MARGINALS OF CONTINUOUS TREES

3.1. Duality properties of the exploration process

In this section, we study certain duality properties of the process p. In view of forth-
coming applications, the main result is the time-reversal property stated in Corollary
3.1.6 below. However the intermediate results needed to derive this property are of
independent interest.

We work in the general setting of Chapter 1. In particular, the Lévy process X
satisfies assumptions (H1) — (H3), and starts at 0 under the probability measure P.
Since the subordinator Sy-1(¢ has drift 8 (Lemma 1.1.2), it readily follows from
formula (17) that the continuous part of p; is Bljg g,)(r)dr. We can thus rewrite
Definition 1.2.2 in an equivalent way as follows:

(89) pi(dr) = Bl sy (r)dr+ > (If — X,_) 6, (dr).
0<s<t
Xe_<Ig

We then introduce another measure-valued process (7:,t > 0) by setting

(90) ne(dr) = Blo,uy(r) dr+ D (Xs — I7) 6, (dr).

0<s<t

Xo_<I$
In the same way as p¢, the measure 7, is supported on [0, H;]. We will see below that
7 is a.s. a finite measure, a fact that is not obvious from the previous formula. In
the queueing system interpretation of [32], the measure p; accounts for the remaining
service times for all customers present in the queue at time ¢. In this interpretation,
71 describes the services already accomplished for these customers.

We will see that in some sense, the process (n:,¢ > 0) is the dual of (p¢, ¢t > 0).

It turns out that the study of (n:,¢ > 0) is significantly more difficult than that of
(pt,t = 0). We start with a basic lemma.
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Lemma 3.1.1. — For each fized value of t > 0, we have (n:,1) < oo, P a.s. or N
a.e. The process (n:,t > 0), which takes values in Mf(Ry), is right-continuous in
probability under P. Similarly, (n:,t > 0) is right-continuous in measure under N.

Proof. — Let us first prove that (n:,1) < oo, P a.s. It is enough to verify that

Z AX, 1ix,_<1s)y <00

0<s<t

P a.s. By time-reversal, this is equivalent to

(91) Z AXS 1{X3>Ss_} < o0

0<s<t

P a.s. However, for every a > 0,

E[ Y (AXADIgxss, ] = oN (AX,) AD1ix,>0)

0<s<L~1(a)
= a/w(dm)/ dz(z A1)
0

< a/w(dx) (@ A 22)

< 00

using (10) in the second equality. This gives our claim (91) and the first assertion of
the lemma under P. The property (n;,1) < co, N a.e., then follows from arguments
of excursion theory, using in particular the Markov property of X under N.

The preceding considerations also imply that
lim Y AX,l(x,5s,.} =0

tl0
0<s<t

in P-probability. Via time-reversal, it follows that the process 7, is right-continuous
at t = 0 in probability under P. Then let to > 0. We first observe that 1, ({H, }) =0
P a.s. This follows from the fact that there is a.s. no value of s € (0, ¢p] with X; > S,_
and Ls; = 0. Then, for ¢t > tg, write u = u(t) for the (first) time of the minimum of X
over [to,t]. Formula (90) implies-that 7, is bounded below by the restriction of 7, to
[0, H,,), and bounded above by 7, + ﬁ(tt_)to, where (ﬁft_)to, 1) has the same distribution
as (M—t,, 1) (more precisely, ﬁft_)to is distributed as 7:_¢,, up to a translation by H,).
The right-continuity in P-probability of the mapping t — n; at t = to follows from
this observation, the property n:,({Ht,}) = 0, the a.s. lower semi-continuity of Hy,
and the case to = 0.

The right-continuity in measure under N follows from the same arguments. O

Rather than investigating the Markovian properties of (n:,¢ > 0) we will consider
the pair (p¢,7:). We first introduce some notation. Let (u,v) € M;(R4)?, and let
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a > 0. Recall the notation of Proposition 1.2.3. In a way analogous to Chapter 1, we
define kq(p,v) € Ms(R4)? by setting
ka(p,v) = (B,7)

where It = k,u and the measure 7 is the unique element of M¢(R) such that

(1 + V)0, H (ko)) = kakt + 7.

Note that the difference [0, r(k,u)) — Katt i @ nonnegative multiple of the Dirac
measure at H(kqp), so that 7 and v|jo, g (k, ) may only differ at the point H (kqp).

Then, if §; = (u1,11) € Ms(R;)? and 02 = (u2,v2) € Ms(R4)?, and if H(pu1) < oo,
we define the concatenation [0, 62] by

[01,02] = ([p1, 2], v)
where (v, f) = [v1(ds)1jo,r (1)) (8)£(5) + [ va(ds) f(H (1) + 5)-

Proposition 3.1.2
(i) Let s = 0 and t > 0. Then, for every nonnegative measurable function f on
Mj(Ry)?,
E[f(ps+t» Ns+t) | gs] = H(t)f(psa Ns)
where T19((u, v), du'dV') is the distribution of the pair

(k—1, (1, v), (P25 Mt)]

under P. The collection (II9,t > 0) is a Markovian semigroup on Ms(R; )2,
(ii) Let s > 0 and t > 0. Then, for every nonnegative measurable function f on
My(R4)?,
N(f(ps+t ns+t) 1{s+t<a’} | Gs) = 1{s<¢7} : f(ps; ms)
where Iy ((p,v), du'dv') is the distribution of the pair

(k1. (1, v), (ot me)]
under P(-N{T, 1) > t}). The collection (II;,t > 0) is a submarkovian semigroup on
My (Ry)?.

Proof
(i) Recall the notation of the proof of Proposition 1.2.3, and in particular formula
(20). According to this formula, we have

(92) psve = lk_yps,pt”)

where the pair (It(s), pgs) ) is defined in terms of the shifted process X (%), which is
independent of Gs. We then want to get an analogous expression for 7;. Precisely, we
claim that

(93) (PertsTse) = B_y (P, ms) (o, )]
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with an obvious notation. Note that (92) is the equality of the first components in
(93).
To deal with the second components, recall the definition of 754,

Nore(du) = Blio,mp (W) dut Y (X = I7oe) O, (du)-
0<r<s+t

X"‘— <Is+t

First consider the absolutely continuous part. By (92), we have
Hy = H(k_lt(s)ps) + H(pgs)) = H(k—lfs)ps) + Ht(s)

and thus
/dU1[O,Hs+z](u) f(u)
— [ dutioe oo (@) 5@+ [ duty oy ) FCHG_ygop) + ).

This shows that the absolutely continuous part of 7,4; is the same as that of the
second component of the right side of (93).
Then the singular part of 1,4, is equal to

(94) Z (Xr - Isr+t) Om,+ Z (Xr — I:+t) OH, -
0<r<s s<r<s+t
Xp—<ITy, X <IZ,

Note that, if 7 € (s, s +1] is such that X, < I7,,, we have H, = H(k_,ps) + HS,
(see the proof of Proposition 1.2.3). Thanks to this remark, we see thf;t the second
term of the sum in (94) is the image of the singular part of n( *)
u— H(k_It@ps) + u.

To handle the first term of (94), we consider two cases. Suppose first that I, < I3, ;.
Then set

under the mapping

v=sup{r € (0,s] : Xp— < IS}

In the first term of (94), we need only consider values r € (0,v]. Note that H, =
H(k_ I(s>ps) and that the measures p, and k _p®Ps are equal except possibly at the
point H (see again the proof of Proposition 1. 2. 3). Then,

Z (X7 — I:+t) On, = Z (Xr - I:) bH,
o<r<v o<r<v
Xr_<IT,, Xr—<I7

coincides with the restriction of the singular part of ns to [0, Hy) = [0, H(k_ ;) ps))-
t
On the other hand, ns4++({H,}) is equal to

Xo = Lo = ns({Ho}) + ps((0, H(k_;05)]) = (k_ ;0 05, 1)
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since by construction

ns({Hv}) = Xo — 17,
ps([OaH(k_It(S)Ps)]) = ps([0>Hv]) =1 I,

<k—1§5>psa )=Xs—I;+ It(S) =L —Is=I—I.

By comparing with the definition of k4 (i, V), we see that the proof of (93) is complete
in the case I, < I7,.

The case I, > I, is easier. In that case k_It(s>ps = 0, and even k_It(s)(ps,ns) =
(0,0) (note that ms gives no mass to 0, a.s.). Furthermore, the first sum in (94)
vanishes, and it immediately follows that (93) holds.

The first assertion in (i) is a consequence of (93) and the fact that X (*) is indepen-
dent of Gs.

As for the second assertion, it is enough to verify that, for every s,t > 0 we have

95)  [k_ g lb=r. (1, 0), (00 m0)), (07,06 = bty (1, 0), (Pt Mot
Note that the case up = v = 0 is just (93). To prove (95), we consider the same two
cases as previously.

If I3, > I, or equivalently —It(s) < {ps,1), then I, = I,y and so k_p, (u,v) =
k_1,,.(p,v). Furthermore, it is easy to verify that a.s.

k—It(s) [k—Is (lu’7 V)7 (psa 775)] = [k_Is (IJ'v V)’ k-—Ifs) (Pss ns)]'

Hence

(ko (k1. (1,2, (s )]s (P17 1)) = [k, (s ), k_pcor (s, m)], (™), ™)

= [k_Is (1, v), [k_It(s) (Pss7s), (pf(.‘S)v nth))]L

and (95) follows from (93).
Finally, if I, < I, or equivalently —It(s) > (ps, 1), it easily follows from our
definitions (and from the fact that ns({0}) = 0 a.s.) that

k_po k-1, (1:v); (P 05)] = k1,1 (V) , s

Furthermore, the property I3,, < I also implies that (p?),m‘s)) = (Ps+t>Ms+t), and

this completes the proof of (95).

(ii) First note that, for s,t > 0, the identity (93) also holds N a.e. on {s+t < ¢}
with the same proof (the argument is even simpler as we do not need to consider the
case I3, , < I;). Also observe that N a.e. on {s < o}, the condition s + ¢ < o holds

iff —1 < X, = (ps, 1), or equivalently ¢t < T<(;S) y =inf{r >0: X = —(p,, 1)}.
The first assertion in (ii) follows from these observations and the Markov property

under N.
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The second assertion in (ii) follows from (95) and the fact that

{Tpyy > s+t ={Lys > —(p, 1)}
={L > —(u, D} N{I > —(u,1) - X,}
= {I, > —(u, )} N {T) vonbouny >

O

The previous proposition shows that the process (ps,7s) is Markovian under P.
We now proceed to investigate its invariant measure.
Let N (dsdédz) be a Poisson point measure on (R, )3 with intensity

ds W(df) 1[0’¢} (:I?)d:l)

For every a > 0, we denote by M, the law on M;(R;)? of the pair (u,,v,) defined
by

(Lo, f) = /N(dsd[da:) Ljo,q)(8) 2f(s) + B/ ds f(s)
0
(vas ) = [ N(dsdtde) 1.y(5) (€= 2)1(5) + 8 [ ds £(9).
0
Note that M, is invariant under the symmetry (p,v) — (v, 1). We also set
M= / dae **M,.
0

The marginals of M coincide with the measure M of Chapter 1.

Proposition 3.1.3. — Let ® be a nonnegative measurable function on Ms(R)2. Then,
{od
N ( / dt@(pt,nt)) = / M(dpdv) @(u,v).
0

Proof. — This is an extension of Proposition 1.2.5 and the proof is much analogous.
Consider (under P) the countable collection of instants s;, ¢ € I such that X, > S, _.
It follows from (10) that

(96) (Loo,Z&Ls“AXwX”_SSi_)(dsdEda:)) @ (g,1[O,C](s)N(dsdedx))
i€l

where ( is an exponential variable with parameter « independent of N (¢ = oo if
a = 0). Recall from Chapter 1 the definition of the time-reversed process X ®). Asin
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(17), we can rewrite the definition of p; and 7; in terms of the reversed process X®;
L(t)

(o0, f) = / arf+ Y (RO - 8W) f(@ - T,
0<s<t
XM>50

£ L
(e, f) = B / arfr+ S (89— XY I - IO).
0 0<s<t
RO>50

Hence we can write (p¢,nt) = X s(f\)t, s > 0) with a measurable functional I" that is
made explicit in the previous formulas. Proposition 1.1.4 now gives

N(/Oadt@(pt,m)) :E[/OLW da® o T(Xgnp-1(a), 5 > 0)].

However, I'(X a1-1(a), 8 2 0) = (Hg, Va), With

(o f ﬁ/ dr £(r) + 3" Tpa)(Les) (Xs, — Soi) fla = Ly,

i€l

(Far f) = 8 / dr £(r) + 3" Toa(Le,) (AXy, — (Xo, — Suin)) fla— Ly,).

i€l
Now use (96) to complete the proof. O

For every t > 0, we denote by I, the image of the kernel II; under the symmetry
(u,v) — (v, p), that is

Ht /Ht Va )dl/d/J,)(I)(/,t, )

Theorem 3.1.4. — The kernels I1; and Ht are in duality under M.
This means that for any nonnegative measurable functions ® and ¥ on My (R4 )?,
M(®II, V) = M(\Ill'[tcb)

Proof. — We first consider the potential kernels
S —~ © ~
U:/ dth , U=/ dth
0 0
and we prove that

(97) M(®UT) = M(VT ®).
This is equivalent to saying that the measure
M(dpdv) U((p, v), du'dv’)

is invariant under the transformation (u,v, u',v’') — (V', 1/, v, ).
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To this end, we first derive an explicit expression for the kernel U. By the definition
of the kernels II;, we have

vau = B[ [ e, )]

This is computed in a way similar to the proof of Proposition 1.2.6, using Proposition
3.1.3 in place of Proposition 1.2.5. It follows that

(1,1)
(98) US(u,v) = / dr / M(dy'dv’) B[k, (1, ), (i v')])-

We then need to get more information about the joint distribution of ((u, v}, kr (i, v))
under M(dudv)lip,(u,1y)(r)dr. Recall the notation N, p,, v, introduced before the
statement of Proposition 3.1.3. Write

N = Z 5(51',&',11')
il
for definiteness, in such a way that
(,U‘a, Va) = (ﬁma + Z Z; 5sia/6ma + Z (62 - xi) 6si)a
si<a sika

where m, denotes Lebesgue measure on [0, a]. Since M, is the law of (uq,v,), we get

{m,1)
09) [ Mo(dudv) [ dr F(Gu0), b 1.0)

E’[/O(#m1> dr F((ta,va), kr(tta, I/a))]

B[5 [ d5 F (o), Qo o)

+E Z/ Ay F((1ay va), (alf0,00) + Yoous Va0, + (6 = 9)85,))

31<a
using the definition of k.
At this point, we recall the following well-known lemma about Poisson measures.

Lemma 3.1.5. — Let E be a measurable space and let A be a o-finite measure on E.
Let M be a Poisson point measure on [0,a] x E with intensity ds A(de). Then, for
any nonnegative measurable functz’on D,

/M(dsde) ((5,¢), M)] = / ds/ Ade) ®((s,€), M + 5(s.0)]

Thanks to this lemma, the second term in the right side of (99) can be written as

E[/Oads/ﬂ(dﬁ)Aedm[)zdy

F((a + 205, Vo + (€ — x)05), (Kalo,s) + YIs, Valf0,s) + (£ — y)&))]-
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We now integrate (99) with respect to e~**da. After some easy transformations, we
get

(p,1)
/ M (dpdv) /0 dr F(( v), k(11 0))

"y / M(dpa i )M(dpada) F([(, 1), (2, 92)], (1, 1))

+/M(du1dV1)M(du2dV2)/7r(d£) /08 dat:/oz dy
F([(u1,21), (00 + p2, (£ — )00 + v2)], [(11, 1), (ydo, (€ — y)do)])-
Recalling formula (98) for the potential kernel U, we see that the measure
M(dudv) U((p,v), dp’dv')
is the sum of two terms. The first one is the distribution under
BM(du1 dvy )M(dpodve)M(dpsdrs)

of the pair

(1,v) = [(p1,11), (p2,12)] , (W,V") = [(m1, 1), (13, v3)]-
The second one is the distribution under

M(dp1 dvi )M (dpz, dve)M(dpsdys)m(dl)1 o<y <z<eyda dy
of the pair
(1,v) = [(p1, 1), (b0 +p2, (€—z)do+12)], (W', 1) = (11, 1), (Ydo+ps, (£—y)do+vs)].

In this form, it is clear that M(dudv)U((u,v),du'dv’) has the desired invariance
property. This completes the proof of (97).
Consider now the resolvent kernels

o
Up((1, v),dy'dv') = / dte—ptnt((ﬂ" v),dy’,dv').
0

By a standard argument (see e.g. [9], p.54), (97) also implies that, for every p > 0,
M(®U,¥) = M(¥U,®), or equivalently

(100) / dt =Pt M(BIL, ) = / dt e~ P M(TUIL,®).
0 0

Recall that our goal is to prove the identity M(®IL,¥) = M(¥II,®) for every t > 0.
We may assume that the functions & and ¥ are continuous and both dominated
by e~%#1) for some a > 0. The latter condition guarantees that M(®) < oo and
M(¥) < oco. From the definition of IT; and the right-continuity in probability of the
mapping t — (pt,n:) (Lemma 3.1.1), it is easy to verify that ¢ — II;W(u,v) is right-
continuous over (0,00). The same holds for the mapping ¢ — M(®II;¥), and the
statement of the theorem follows from (100). O

For notational reasons, we make the convention that p; =7, = 0if s < 0.
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Corollary 3.1.6. — The process (ns,s > 0) has a cadlag modification under N or un-
der P. Furthermore, the processes (ps,Ms;s = 0) and (No—s)—, P(o—s)—; S = 0) have
the same distribution under N.

A consequence of the corollary is the fact that the processes (H,t > 0) and
(H(s—tyvo,t = 0) have the same distribution (say in the sense of finite-dimensional
marginals when H is not continuous) under N. In view of the results of Chapter 2,
this is not surprising, as the same time-reversal property obviously holds for the dis-
crete contour process. The more precise statement of the corollary will be useful in
the next sections.

Proof. — The second part of the corollary is essentially a consequence of the duality
property stated in the previous theorem. Since we have still little information about
regularity properties of the process 7, we will proceed with some care. We first
introduce the Kuznetsov measure K, which is the o-finite measure on R x D(R4, R)
defined by

K(drdw) = dr N(dw).

We then define v(r,w) =r, §(r,w) = r + o(w) and, for every t € R,

ﬁt(rvw) = pt—?‘(w) ) ﬁt(r’w) = nt—r(w)

with the convention explained before the statement of the corollary. Note that
(Pe, M) # (0,0) iff v <t < 6.

It readily follows from Proposition 3.1.3 that, for every t € R, the distribution of
Py, ) under K(-N{(p;,7;) # (0,0)}) is M. Let t1,...,tp € Rwitht; <t2 <--- < tp.
Using Proposition 3.1.2 and induction on p, we easily get that the restriction to
(Mf(R4)?\{(0,0)})P of the distribution of the p-tuple ((B,,,7,),---» (Pe,+7e,)) 18

M(dprdvy) My, 4, (01, v1), dpzdve) . Ty, g, ((Bp—1, Vp—1), dipdyy).

By Theorem 3.1.4, this measure is equal to
M(dppdvp) Ths, 1, (s vp), dptp—1dvp—1) - Tyt (2, v2), dpirdn).

Hence the two p-tuples ((py,,7;,)---» (ﬁtpaﬁtp)) and ((T_¢,50-4,),- -+ (M-, P—t,))
have the same distribution, in restriction to (Ms(R4)?\{(0,0)})?, under K. Since
(P, 7)) # (0,0) iff v < t < 4, a simple argument shows that we can remove the
restriction and conclude that these two p-tuples have the same distribution under K.
(This distribution is o-finite except for an infinite mass at the point (0,0)?.)

In particular, (p;,, ... ,;')tp) and (M_y,,..- ,ﬁ_tp) have the same distribution under
K. Let F be a bounded continuous function on My (R4 )P, such that F(0,...,0) = 0.
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Suppose that 0 < t; <ty <--- <tp and let u < v. Then we have

lK(:l[u,'u] (’Y)F(ﬁ'y-l-tl Y p'y+tp))

= lim Z K(l{ﬁke=0,'ﬁ(k+1)s#0}F(ﬁks+t17 “e ?ﬁk5+tp))
kEZ, ke€[u,v]

and the similar formula

K(l[u,v](_‘s)F(ﬁé—tl Yo 7ﬁ6—tp))

= Eh_r,% Z K(1{ﬁ—ks=Ovﬁ—(k+1)5#0}F(ﬁ—k€—t1 LR ’ﬁ—ks—tp))a
kE€Z, ke€u,v]

using the right-continuity in N-measure of n;. Hence the vectors (v, Py4,,- - - Py4t,)
and (—6,7s_y,,---,7s—¢,) have the same distribution under K. It follows that the
processes (pt,t > 0) and (ny-t,t > 0) have the same finite-dimensional marginals
under N. Since we already know that (p¢,t > 0) is cadlag, we obtain that (n:,t > 0)
has a cadlag modification under N. The time-reversal property of the corollary follows
immediately from the previous identification of finite-dimensional marginals. This
property implies in particular that ng+ =7, =0 N a.e.

It remains to verify that (n:,t > 0) has a cadlag modification under P. On each
excursion interval of X — I away from 0, we can apply the result derived above under
the excursion measure N. It remains to deal with instants ¢ such that X; = I;, for
which 7, = 0. To this end, we note that, for every € > 0,

N( sup (ns,1) >e) =N( sup {ps,1) >€) < 00.
s€(0,0] s€[0,0]
Hence, for any fixed z > 0, we will have (n;,1) < ¢ for all s € [0, 7] except possibly
for s belonging to finitely many excursion intervals of X — I. Together with the
continuity of n at times 0 and o under N, this implies that P a.s. for every ¢ such
that X; = I;, the right and left limits of s both exist at time ¢ and vanish. O

3.2. The tree associated with Poissonnian marks

3.2.1. Trees embedded in an excursion. — We first give the definition of the
tree associated with a continuous function e : [a,b] — Ry and p instants ¢1,...,%,
witha <t; <to <--- <tp < b

Recall from Section 0.1 the definition of a (finite) rooted ordered tree, and the
notation T for the collection of these trees. If v is an individual (a vertex) in the
tree T € T, the notation k,(7) stands for the number of children of v. Individuals
v without children, i.e. such that k,(7) = 0, are called leaves. For every p > 1, we
denote by T}, the set of all (rooted ordered) trees with p leaves.
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If 71,72,...,T* are k trees, the concatenation of 71,..., 7%, which is denoted
by [T1,72,...,T%), is defined in the obvious way: For n > 1, (i1,...,i,) belongs to
[T,72,...,T%) if and only if 1 < i; < k and (42,...,%,) belongs to 7.

A marked tree is a pair 0 = (7, {h,,v € T}), where h,, > 0 for every v € 7. The
number h, is interpreted as the lifetime of individual v, and 7 is called the skeleton
of 8. We denote by T, the set of all marked trees with p leaves.

Let 8' = (T',{hi,v € T}) € Tp,,...,0% = (T*,{hk,v € T*}) € T,,, and
h > 0. The concatenation (61,62, ...,6*%], is the element of Ty, +...+, Whose skeleton
is [7%,72,...,7T*] and such that the lifetimes of vertices in 7%, 1 < i < k become
the lifetimes of the corresponding vertices in [7},72,...,T¥], and finally the lifetime
of @ in [01,62,...,6%], is h.

Let a,b € Ry with a < b and let e : [a,b] — R4 be a continuous function. For
every a < u < v < b, we set

m(u,v) = uixggv e(t).

Let t1,...,tp € Ry be such that a <¢; <t < -+ <tp < b. We will now construct a
marked tree

Oe,t1,...,tp) = (T(eyt1,...,tp), {hu(e,t1,...,tp),vE€T}) €T,
associated with the function e and the times ¢y, ...,¢,. We proceed by induction on p.
Ifp=1,T(et1) = {2} and hg(e, t1) = e(t1).

Let p > 2 and suppose that the tree has been constructed up to order p — 1. Then
there exists an integer k € {1,...,p—1} and k integers 1 <43 <ia < --- < <p—1
such that m(¢;, ti+1) = m(t1,tp) iff ¢ € {41,...,ix}. For every £ € {0,1,...,k}, define
e’ by the formulas

eo(t) = e(t) - m(th tp), te [tlatil]a
et(t) = e(t) — m(t1, tp), t € [tig+1>tioss)s 1<2<k~-1
eb(t) = e(t) —m(t,tp), ¢ € [tit1,tp].

We then set:

(e try - ytp) = [0(€% b, o tiy), 0(€  tigsty s tin)y ooy 005 tiptts ooy tp)lmt )

This completes the construction of the tree by induction. Note that k + 1 is the
number of children of @ in the tree 6(e, t1,...,t,), and m(ti,tp) is the lifetime of &.

3.2.2. Poissonnian marks. — We consider a standard Poisson process with pa-
rameter A defined under the probability measure 5. We denote by i < 72 < -+
the jump times of this Poisson process. Throughout this section, we argue under
the measure @, ® N, which means that we consider the excursion measure of X — I
together with independent Poissonnian marks with intensity A on R;. To simplify
notation however, we will systematically write N instead of Q) ® N.
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Set M = sup{i > 1: 7; < o}, which represents the number of marks that fall in
the excursion interval (by convention, sup @ = 0). Then,

NM >1)=N1-e) =471(N),

where the second equality follows from the fact that the Laplace exponent of the
subordinator T}, is 9~ 1()) (see [5], Theorem VIL.1).

From now on, we assume that the condition f1 u) < 00 holds, so that H has
continuous sample paths (Theorem 1.4.3). We can then use subsection 3.2.1 to de-
fine the embedded tree (H,71,...,7p) under N(- | M > 1). Our main goal is to
determine the law of this tree.

Theorem 3.2.1. — Under the probability measure N (-|M > 1), the tree 0(H, 11, ...,7Tn)
1s distributed as the family tree of a continuous-time Galton- Watson process starting
with one individual at time 0 and such that:
— Lifetimes of individuals have exponential distributions with parameter ¥’ (v =1()\));
— The offspring distribution is the law of the variable & with generating function

Bp] = 4 AA=D )
P (Y (V)
Remark. — As the proof will show, the theorem remains valid without the assump-
tion that H has continuous paths. We will leave this extension to the reader. Apart
from some technical details, it simply requires the straightforward extension of the
construction of subsection 3.2.1 to the case when the function e is only lower semi-
continuous.

The proof of Theorem 3.2.1 requires a few intermediate results. To simplify no-
tation, we will write 7 = 7;. We start with an important application of Corollary
3.1.6.

Lemma 3.2.2. — For any nonnegative measurable function f on Ms(Ry),
N (et arsn) = A [ Mdud) f() e D)),
Proof. — We have
N ars) =2 ( [ e s00)) =2 ( [ a0 sa),

using the time-reversal property of Corollary 3.1.6. At this point, we use the Markov
property of X under N:

/ dt ™0 f(n,)) = / dt f(ne) Ex,[e ™).

We have already noticed that for z > 0,
E.le ] = Egle =] = eI,
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Since X; = (p¢, 1) under N, it follows that

N(f(pr)1aez1y) = AN ( /0 Udtf(m)e‘(”“”’”_l(’\)) = /M(dudz/) fv)em DV,

using Proposition 3.1.3. Since M is invariant under the mapping (u,v) — (v, ), this

completes the proof. O
We now set
K- inf{Hs; : 71 <s<Tm} ifM>2
T loo ifM<1
Then K represents the lifetime of the ancestor in the tree 8(H, 11, ...,7a) (assuming

that the event {M > 2} holds). To give a formula for the number of children ¢ of the
ancestor, set

Ty = inf{t 2 7: He < K}, 7(gy =inf{t > 7: H; < K}.

Then, again on the event {M > 2}, £ — 1 is the number of excursions of H above
level K, on the time interval [7(xy), 7'(’ K)], which contain at least one of the Poissonnian
marks. This identification follows readily from the construction of subsection 3.2.1.

The next proposition gives the joint distribution of the pair (K,£) under
N(Nn{M = 2}).

Proposition 3.2.3. — Let r € [0,1] and let h be a nonnegative measurable function on
[0, 0], with h(co) = 0. Then,

N(r*h(K) | M >1)

=1 YA =Y (N) = A * —by (P~ (A
(P71 (N)) + ey ) /0 db h(b) e~/ @I,

The basic idea of the proof is to apply the Markov property to the process p at
time 7. To this end, we need some notation. We write P, for the probability measure
under which p starts at an arbitrary measure p € My (R?) and is stopped when it
hits 0. As usual, H; = H(p;). Under P}, the process X; = (p¢, 1) is the underlying
Lévy process started at (u, 1), stopped at Tp = inf{t > 0 : X; = 0}. We keep the
notation I; for the minimum process of X. We let (a;,b;), j € J be the collection
of excursion intervals of X — I away from 0 and before time Ty. For every j € J we
define the corresponding excursion by

wJ(t) = X(aj+t)/\bj - Iaj , t= 0.

/N

From excursion theory, we know that the point measure

Z 5( I aj w;)

jeJ
is Poisson under Pj,, with intensity 1o (,,1))(u)du N (dw) (cf. the proof of Proposi-
tion 1.2.6). On the other hand, by properties of the exploration process derived in
Chapter 1, we know that P}, a.s. for every s € [0, 7] such that X; — Is; = 0 (and in
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particular for s = a;, j € J) we have ps = k(, 1y_r, ¢ and thus Hs = H(k(, 1y_1,1)-
Observe also that the image of the measure 1jg (, 1y)(u)du under the mapping u —
H(k(u,1y—utt) is exactly p(dh). By combining these observations, we get:

(P) The point measure » . ;d( Haojw;) 1 Poisson under P}, with intensity
p(dh) N(dw).
Finally, assume that we are also given a collection Py of Poisson marks with inten-
sity A, independently of p under P}, and set
L =inf{H,; : j € J,(aj,b;) NP # @}, (inf @ = 00),
¢ =Card{j € J: H,; = L and (a;,b;) NP # @}.
Then the Markov property of the exploration process at time 7 shows that, for any
nonnegative measurable function & on [0, co] such that h(co) =0,

(101) N(Lms1yr® ' A(K)) = N1y Ep [CR(D)]).

To verify this equality, simply observe that those excursions of H above level K on
the time interval [r(x), 7'(’ K)] that contain one Poissonnian mark, exactly correspond
to those excursions of the shifted process (p,+¢,1) above its minimum that start from
the height K and contain one mark.

The next lemma is the key step towards the proof of Proposition 3.2.3.

Lemma 3.2.4. — Let a > 0 and let p € Mg(Ry) be such that suppp = [0,a] and
p(dt) = Blp,q)(t)dt + ps(dt), where ps is a countable sum of multiples of Dirac point
masses at elements of [0,a]. Then, if r € [0,1] and h is a nonnegative measurable
function on [0, c0] such that h(co) =0,

(102) Ej[rSh(L)] = Bry~ () / db e~ 08D pyp)
0
+ 3 (e—(l—r)u({S})#)‘l()\)_e—u({s})w‘l(/\))e—#([O,S))v_I(A)h(s).

n({sh>0

Proof. — First note that it is easy to derive the law of L under Pj,. Let b € [0,a].
We have by property (P)

P} [L > b] = P}[(aj,b;) NPy = & for every j € J s.t. Ha; < b]
= Ej [exp(—u([0,5) N (1 — e™*7))]
= exp(—p([0, 8]}~ (V).

In particular, atoms of the distribution of L in [0, 00) exactly correspond to atoms
of u, and the continuous part of the distribution of L is the measure

By~ (A) exp(—p([0,6])% ™" (N))1j0,) (b)db.

We then need to distinguish two cases:
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1) Let s € [0,a] be an atom of u. By the preceding formula,
( p g
PiL=s]=(1- e—u({s})d)‘l(»\)))e—u(IO,S))w“(A)‘

Note that the excursions w; that start at height s are the atoms of a Poisson measure
with intensity p({s})N. Using also the independence properties of Poisson measures,
we get that, conditionally on {L = s}, £ is distributed as a Poisson random variable
with intensity p({s})¥~1()\), conditioned to be greater than or equal to 1:

e~ (1=mu{sHy ™ (N) _ g=n{sH¥ (V)
1 — e~#{shHe=1 (V)

EI’:[T§|L=5]=

(2) If L is not an atom of u, then automatically £ = 1. This is so because the values
H,, corresponding to indices j such that u({Ha,}) = 0 must be distinct, by (P) and
standard properties of Poisson measures.

The lemma follows by combining these two cases with the distribution of L. O

Proof of Proposition 3.2.3. — By combining (101), Lemma 3.2.2 and (102), we obtain
that

N(l{MZl}’I‘E_lh(K)) =A; + Ay

where
Ay =ﬁr)\1/)_1()\)/ dae““a/Ma(dudl/)e_("’lw’_l()‘)/ dbe= " n((00) p(p),
0 0
and

oo
Ay = )\/ dae_a“/Ma(dudu)e_("’l)‘/’_l(’\)
0

x 3 (e—(l—r)u({s}w—‘(x) _ e—u({s}w-l(»)e—u([o,s»w—*m h(s).
r({s})>0
To compute A, we observe that for u > 0and 0 < b < qa,

M (e~ (B0 +([0:a)) — p, (¢~ 4B+ M, (e~ w((BaD)

= ¢ Pulatb) exp ( —-b / n(d0)e(1 — e—uf))

xexp(~(a—b) / (df) /0 [dz(l—e_“”))

= e exp(—b/(u) - (a — ) 1),
using the easy formulas

/W(df)ﬂ(l —e ) =y/(u) — a - 28u,

/ (d0) /0 Cda(1 — eu) = (W)~ ou— fu?)
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It follows that
Ay = Brag=1()) /°° da /“ db h(b)e=' (4™ ) ~(a=b)(\/% (V)
0 0

= Bry~ (V)? / db h(b)e=2 B O,
0

To evaluate Az, first observe that, with the notation preceding Proposition 3.1.3,
we have

Az = )\/ da e“a“E N (dsdédz) h(s) (e—(l_T)“/’_l()‘) - e—zw_l()‘))
{s<a}

X exp ( — (N ( /{ ven N(ds'de'dz’) (¢ — ') + N(ds'de’dx')a;'))] .

{s’'<s}

From Lemma 3.1.5, it follows that
oo a
Ay = X / da e— / db h(B) M (e~ (08D +u([0.a))w ()
4] 0

£
) /W(de)/ da(e= =M= _ gz TN~y I
0

o
=¢—1(,\)/ db h(b) =¥ (571 (N)
0
£
y / (de) / da(e=(=DTYTIO) _ gmau™ ()= (e=2) ()
0

where the last equality is obtained from the same calculations as those made in eval-
uating A;. Furthermore, straightforward calculations give

£
/ (de) / da(e~(-n)zv™ ) _e—w*u))e—(e—z)w-‘(x)
0

=y () - Bry~ 1(>\)+ —— (A =)™ () = ).

- (/\)

By substituting this in the previous display and combining with the formula for A;,
we arrive at the result of the proposition. O

Proof of Theorem 3.2.1. — It is convenient to introduce the random variable A de-
fined by

A_JK ifM>2
“\H,  ifM=1
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On the event {M = 1} we also set £ = 0. We can easily compute the law of the pair
(A, €). Indeed, by applying the Markov property at T as previously, we easily get

N(h(M)1{rpr=1y) = N(h(H7)1{p=1})
= N(h(HT)e—<pT,1>w*‘(x\))

[e9)
= )\/ dae™*® h(a)/M(d,udz/)e‘((“’1)+<”’1>)"’_1()‘))
0

\ /0 ~ dah(a) e~V @ O
By combining with Proposition 3.2.3, we get
N(r¢h(A) 1 (ars1))
= (W T ) + 0= ) [ () et e,

This formula entails that we have the following properties under N(- | M > 1):
The variables A and £ are independent, A is exponentially distributed with param-
eter ¥/(1»~1()\)), and the generating function of ¢ is as stated in Theorem 3.2.1.
To complete the proof, it remains to verify the “recursivity property” of the tree
0(H,m1,...,Tm), that is to verify that under N(- | M > 2), the shifted trees corre-
sponding to each individual in the first generation are independent and distributed as
the whole tree under N(- | M > 1). This is a consequence of the following claim.

Claim. — Let (o ,8;), j =1,...,& be the excursion intervals of H above level A that
contain at least one mark, ranked in chronological order, and for every j = 1,...,&
let hj(s) = H(a,+s)np; — A be the corresponding excursion. Then, conditionally on
the pair (A, &), the excursions hq,. .., he are independent and distributed according to
the law of (Hs,s 2 0) under N(- | M > 1).

To verify this property, we first argue under P}, as previously. Precisely, we consider
the excursions w; for all j € J such that H,; = L and (a;,b;) N P # &. We denote
by @i, ...,w¢ these excursions, ranked in chronological order. Then property (P) and
familiar properties of Poisson measures give the following fact. For every k > 1, under
the measure P} (- | ( = k), the excursions &i,...,W, are independent, distributed
according to N(- | M > 1), and these excursions are also independent of the measure

D Sty -

Ha,j >L

Let or :=inf{s > 0: H, = L}. Excursion theory for X — I allows us to reconstruct
the process (Xsnop,$ = 0) as a measurable function of the point measure in the last
display. Hence we can also assert that, under P} (- | ¢ = k), W1, . .., Wk are independent
of (Xsnop>8 = 0). In particular, they are independent of L = H (k,,1)— I, .
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We now apply these properties to the shifted process X ... under N(- | M > 1). We
slightly abuse notation and keep denoting by &y, . ..,&¢ the excursions of X, . — I 4.
that contain a mark (so that { = £ — 1 on the event M > 2). By construction, for
every j € {2,...,£}, the function h; is the height process of w;_;. Hence it follows
from the previous properties under P}, that under N(- | £ = k) (for a fixed k > 2), the

processes ha,...,h; are independent, have the distribution given in the claim, and
are also independent of the pair (h1,A). Hence, for any test functions Fi, ..., Fx, G,
we get

N(Fi(hy)...Fr(hg)G(A) | € =k)
= N(F2(H) | M >1)---N(Fi(H) | M > 1) N(F1(h1)G(A) | € = k).
Now from Corollary 3.1.6, we know that the time-reversed process (H(,—s),,s = 0)
has the same distribution under N as the process (H,,s > 0). Furthermore, this
time-reversal operation will leave A and £ invariant and transform the excursion h;

into the time-reversal of h¢, denoted by BE (provided we do simultaneously the similar
transformation on the underlying Poissonnian marks). It follows that

N(Fi(h)G(A) | € = k) = N(Fy(he)G(A) | € = k)
= N(Fi(h&) | € = k)N(G(A) | € = k)
= N(Fi(H) | M > 1)N(G(A) | M > 1).

By substituting this equality in the previous displayed formula, we obtain the claim.
This completes the proof of Theorem 3.2.1. O

3.3. Marginals of stable trees

We first reformulate Theorem 3.2.1 in a way more suitable for our applications.
Recall that T, is the set of all (rooted ordered) trees with p leaves. If T € T, we
denote by L7 the set of all leaves of 7, and set N7 = 7\Lr. Recall the notation
ky, = ky(7T) for the number of children of an element v of 7. We write T;‘, for the
subset of T, composed of all trees T such that k,(7) > 2 for every v € Nr. By
construction, the skeleton of the marked trees (e, t1,...,t,) always belongs to Tj.

Theorem 3.3.1. — Let p > 1. Then, for any nonnegative measurable function ® on
Ty, and every A > 0,

N(e—/\ﬂ/ dtl ...dtp @(H(H,tla-"’tp)))
{ti<-<tp<a}

(ko) (4=
zz(HMW)

TeT; veENT

< [ TLdto exp (=900 X ha) (T, (h)oer).

veT veT
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Proof. — By elementary properties of the standard Poisson process, the left side is
equal to

)\“”N(@(G(H, Tlye-- ,TM))I{sz})

with the notation of the previous section. This quantity can be evaluated thanks to
Theorem 3.2.1: From the generating function of the offspring distribution, we get

A
PIe =0 = sy mion)
Ple=1]=0
—1(\\k=1],,(K) (,—1
Pl¢=k] = % ¥ ()\)w,;l;ﬁl(i;/; ()\))I, for every k > 2.

Hence the probability under N (- | M > 1) that the skeleton of the tree 0(H, 11, ..., 7a;)
is equal to a given tree 7 € T}, is

O O e A s CV)] A P
( 11 k! W (=T(N\) )(w-l(x)w'(w-l(x)))

1 1 ) 1 oot
== vy I (vt eron)

Recalling that N(M > 1) = 1»~1()), and using the fact that the lifetimes h,,, v € T are
independently distributed according to the exponential distribution with parameter
' (p~1())), we easily arrive at the formula of the theorem. O

vENT

By letting A — 0 in the preceding theorem, we get the following corollary, which
is closely related to Proposition 3.2 of [33].

Corollary 3.3.2. — Suppose that f w(dr) P < co. Then, for any nonnegative measur-
able function ® on T,

N(/ ity ty RO, 1, 1))
{t1<--<tp<o}

= Z ( H ﬂk,,)/Hdhv exp(—aZhv)q’(T,(hv)veT),

TeT; vENT veT veT

where, for every k =2,...,p,

(k)
Bk = 0] k!(0)| = Blir=2} + %/rk w(dr).

Remark. — The formula of the corollary still holds without the assumption
J m(dr) r? < oo but it has to be interpreted properly since some of the numbers S
may be infinite.
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From now on, we concentrate on the stable case ¥(u) = u” for 1 < v < 2. Then
the Lévy process X satisfies the scaling property

Xt > 0) L (A\/7X,,¢ > 0)

under P. Thanks to this property, it is possible to choose a regular version of the
conditional probabilities N,y := N(- | ¢ = u) in such a way that for every v > 0 and
X > 0, the law of (A™Y/7X,t > 0) under N is N(y). Standard arguments then
show that the height process (Hs, s > 0) is well defined as a continuous process under
the probability measures N(,y. Furthermore, it follows from the approximations of
H, (see Lemma 1.1.3) that the law of (Hxs,s > 0) under N(,,) is equal to the law of
(Al_%Hs,s > 0) under N(y.

The probability measure N(;) is called the law of the normalized excursion. The
tree coded by the process (H;,0 < ¢t < 1) under N(;) (in the sense of Section 0.6)
is called the stable continuum random tree. The next theorem identifies its finite-
dimensional marginals, in the sense of Aldous [3].

Theorem 3.3.3. — Suppose that (u) = u for some v € (1,2). Then the law of the
tree O(H,t1,...,t,) under the probability measure

p! 1{0<t1<t2<~~~<tp<1}dt1 A dtp N(l)(dw)

is characterized by the following properties:
(i) The probability of a given skeleton T € T}, is

I[I10-De-2)...(v =k + 1)

p! veENT
T %! O-DEy-1)..(p-1)r-1)
UGN'T

(ii) If p > 2, then conditionally on the skeleton T, the lifetimes (hy)yer have a density
with respect to Lebesque measure on ]R given by

L'(p—1/7)
I‘(é ) 'Tl/ duus7 Zhv,l—u)

veT

where 7 =p—(1—-1/%)|T| -1/~ > 0, and q(s,u) is the continuous density at time s
of the stable subordinator with exponent 1 — 1/, which is characterized by

/ due™* g(s,u) = exp(—s A1 71/7).
0
Ifp=1, then T = {@} and the law of hy has density

yIT(1-1/7) q(~vh,1)

with respect to Lebesgue measure on R .
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Proof. — For every u > 0, let ©(,) be the law of the tree 6(H, s1,...,sp) under the
probability measure

plu~P Lis)<sn<o<sp<u} @81 - - . dSp Niy)(dw).

By the scaling properties of the height process (see the remarks before Theorem 3.3.3),
we have, for every u > 0 and every 7 € T,

Ow ({7} x RI) =01)({7T} x ]R:{)
Hence, by conditioning with respect to o in Theorem 3.3.1, we get

[ O]

(103) %N(a”e"\”) 0T} xRT) =4/t (V)7 ] P

veENT
From this, we can compute ©(1)({7} x RY) by observing that, for every k > 1
PP @TIN) =y = 1) (v =k + AT,
and

N(ape_)“') = ﬁN( —)\a

)| = |ge 0] = 26 =0 —pr p]ad.

If we substitute these expressions in (103), the terms in X cancel and we get part (i)
of the theorem.

To prove (i), fix 7 € T}, and let D be a bounded Borel subset of RZ. Write
Po(du) for the law of 0 under N. Then by applying Theorem 3.3.1 with ® = 1;7}4p
and ® = l{T}xRI’ we get

(100 [ poldw) e w2 O ({h)oer € DI T)

= ([rotawewr) [ 1 anvw=on™ exp (= ¥/ (¥ V) X hu)-

veT

By scaling (or inverting N(1—e~*?) = A7), we have p,(du) = cu™'7 du. Tt follows
that

oo
/ due M yP~ 1717 @(u)({hv}’vET € D | T)
0

_7|T|F(p—1/'7)/ IT dh. exp — AT mZ"’)

ot
X veT veT
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3.3. MARGINALS OF STABLE TREES 97

where 7 = p— (1 — 1/4)|T| — 1/7v as in the theorem. Suppose first that p > 2. To
invert the Laplace transform, observe that the right side can be written as

veT veT
TIrp -1/ )/°° / /"
y p Y —Au Sr—1
= due dhy drr°T =" q(v hy,u—r1)].
e S VA VELY @3 b))

The first formula of (ii) now follows. In the case p = 1, we get

o0
/ due™ u”V7 Oy (hg € D) =T(1 - 1/7)/ dh exp(—yA\'"/7h),
0 D
and the stated result follows by inverting the Laplace transform. O

Remarks

(a) The previous proof also readily gives the analogue of Theorem 3.3.3 in the
case ¥(u) = u?, which corresponds to the finite-dimensional marginals of Aldous’
continuum random tree (see Aldous [3], or Chapter 3 of [31]). In that case, the
discrete skeleton of 6(H,t1,...,t,) is with probability one a binary tree, meaning
that k, = 2 for every v € N7. The law of 7 (H,t1,...,tp) is the uniform probability
measure on the set of all binary trees in T}, so that the probability of each possible
skeleton is

p!
2p-1 (1 x3x---x(2p—3))

This formula can be deduced informally by letting « tend to 2 in Theorem 3.3.3 (i).

To obtain the analogue of (ii), note that there is an explicit formula for g¢(s,w)
when (u) = u?:

S <2
q(s,u) = Wc s%/(4u)

Observe that when the skeleton is binary, we have always |7| = 2p — 1. It follows that
the powers of A cancel in the right side of (104), and after straightforward calculations,
we obtain that the density of (hy)yer On ]Ri”_1 is

22”_1F(p—1/2)q(22h1,, 1) =27 (1x3x---x(2p—3)) (Zhv) exp (—(Zhv>2).

Compare with Aldous [3] or Chapter 3 of [31], but note that constants are different
because ¥/(u) = u? corresponds to a Brownian motion with variance 2t (also the CRT
is coded by twice the normalized Brownian excursion in [3]).

(b) We could get rid of the factor
p!

II &

vENT
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in Theorem 3.3.3 by considering rooted (unordered) trees with p labelled leaves rather
than rooted ordered trees : See the discussion at the end of Chapter 3 of [31].

ASTERISQUE 281



CHAPTER 4

THE LEVY SNAKE

4.1. The construction of the Lévy snake

Our goal is now to combine the branching structure studied in the previous chapters
with a spatial displacement prescribed by a Markov process £&. Throughout this
chapter, we assume that H has continuous paths (the condition [ du/¥(u) < oo
holds) although many of the results can presumably be extended to the general case.

4.1.1. Construction of the snake with a fixed lifetime process. — We con-
sider a Markov process £ with cadlag paths and values in a Polish space E, whose
topology is defined by a metric §. For simplicity, we will assume that £ is defined on
the canonical space D(R, F) of cadlag functions from Ry into E. For every z € E,
we denote by II, the distribution of £ started at z. It is implicitly assumed in our
definition of a Markov process that the mapping xz — II, is measurable. We also
assume that & is continuous in probability under IT, (equivalently, £ has no fixed dis-
continuities, IIz[¢s # &—] = 0 for every s > 0). On the other hand, we do not assume
that £ is strong Markov.

For x € E, we denote by W, the space of all E-valued killed paths started at x.
An element of W, is a cadlag mapping w : [0,{) — FE such that w(0) = z. Here
¢ € (0,00) is called the lifetime of the path. When there is a risk of confusion we
write ( = (w. Note that we do not require the existence of the left limit w({—). By
convention, the point z is also considered as a killed path with lifetime 0. We set
W = UregW, and equip W with the distance

¢Ag!

dw,w') = 6(w(0), w'(0)) + | — ¢'| + /0 dt (dy (wer, W) A 1),

where d; is the Skorokhod metric on the space D([0,¢], E), and wg; denotes the
restriction of w to the interval [0,t]. It is then elementary to check that the space
(W, d) is a Polish space. The space (E, §) is embedded isometrically in W thanks to
the previous convention.
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Let z € Eand w € W,. If a € [0,{w) and b € [a,0), we can define a probability
measure R p(W,dw’) on W, by requiring that:

(i) Rop(w,dw’) as., w'(t) = w(t), Vt € [0,a);

(if) Rap(w,dw’) as., (w =b;

(iii) the law of (w'(a +t),0 < t < b — a) under R, p(w,dw’) is the law of
(&,O <t<b-— a) under Hw(a—)-

In (ili), w(0—) = =z by convention. In particular, Rgp(w,dw’) is the law of
(&,0 < t < b) under I, and R o(w,dw’) = §,(dw’).

When w((,—) exists, we may and will extend the previous definition to the case
a = (y.

We denote by (Ws,s > 0) the canonical process on the product space (W)R+.
We will abuse notation and also write (W, s > 0) for the canonical process on the
set C(Ry, W) of all continuous mappings from Ry into W. Let us fix ¢ € E and
wo € Wy, and let h € C(R4+,R,) be such that h(0) = (w,. For 0 < s < &', we set

mp(s,s’) = inf h(r).

s<r<s’

We assume that either wo((w,—) exists or mp(0,7) < h(0) for every r > 0. Then,
the Kolmogorov extension theorem can be used to construct the (unique) probability
measure Q7 on (W, )R+ such that, for 0 = sp < s1 < -+ < sp,

R Wee € Ao, ..., Ws, € Ap]
= 1A0(WO) / Rmh(so,sl),h(sl)(WOa dwl) cee Rmh(sn_l,sn),h(sn)(wn—la dwn)
Ayl X-+XAn

Notice that our assumption on the pair (wo, k) is needed already for n = 1 to make
sense of the measure Ry, (s0.51),h(s1) (W0, dW1).
From the previous definition, it is clear that, for every s < s/, Qf}vD a.s.,
Wy (t) = Ws(t), Vit < mu(s,s’),
and furthermore Cw, = h(s), Cw,, = h(s'). Hence,
d(Ws, Wer) < [h(s) = h(s')| + |(h(s) A h(s")) — mn(s, s')| = (h(s) V h(s")) — ma(s, s").

From this bound, it follows that the mapping s — W; is QL‘VO a.s. uniformly con-
tinuous on the bounded subsets of [0,00) N Q. Hence this mapping has Qﬁ,o a.s. a
continuous extension to the positive real line. We abuse notation and still denote
by Q% the induced probability measure on C(Ry,W,). By an obvious continuity
argument, we have (w, = h(s), for every s > 0, Qf}vo a.s., and

W (t) = Ws(t), Vt<mpu(s,s), Vs<s, QF as.

We will refer to this last property as the snake property. The process (W, s > 0) is
under Qf}m a time-inhomogeneous continuous Markov process.
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4.1.2. The definition of the Lévy snake. — Following the remarks of the end
of Chapter 1, we now consider the exploration process p as a Markov process with
values in the set

M7 = {u € Mg(Ry) : H(p) < co and supp = [0, H ()]} U {0}.

We denote by P, the law of (ps, s > 0) started at u. We will write indifferently H(ps)
or Hy.

We then define © as the set of all pairs (u,w) € M}) x W such that {, = H(u),
and at least one of the following two properties hold:

(i) p({H(p)}) =05

(ii) w(¢w—) exists.

We equip © with the product distance on M}’ x W. For every y € E, we also set
0, = {(1,w) € 0 : w(0) = y}.

From now on until the end of this section, we fix a point x € E.

Notice that when H(u) > 0 and u({H(u)}) = 0, we have infjg g H(p,) < H(u) for
every s > 0, P, a.s. To see this, note that I, < 0 for every s > 0, P-a.s., by the
regularity of 0 for (—o0,0), for the underlying Lévy process. Then, P-a.s. for every
s > 0 we can pick r € (0,s) such that X, = I, < 0. Formula (18) then shows that
p¥ = k_y.p and our assumption p({H(p)}) = 0 implies that H(p¥) < H(u), which
gives the claim.

Using the last observation and the previous subsection, we can for every (4, w) € O,
define a probability measure P, w on D(Ry, M¢(R1) x W) by the formula

Puw(dpdW) = Ppu(dp) QP (aW),

where in the right side H(p) obviously stands for the function (H(ps),s = 0), which
is continuous P, a.s.
We will write P, instead of Py, when p = 0.

Proposition 4.1.1. — The process (ps, Ws) is under P, w a cadlag Markov process
n O,.

Proof. — We first verify that IP, . a.s. the process (ps, W) does not visit ©¢.
We must check that W,(Hs—) exists whenever ps({Hs}) > 0. Suppose thus that
ps({Hs}) > 0. Then, we have also py({Hs}) > 0, and so Hy > Hy, for all 8 > s
sufficiently close to s. In particular, we can find a rational s; > s such that H,, > H;
and inf(, 5,1 H, = Hs, which by the snake property implies that W, (t) = W,(t) for
every t € [0,H). However, from the construction of the measures Q7 it is clear
that a.s. for every rational r > 0, the killed path W, must have a left limit at every
t € (0, H,]. We conclude that Ws(Hs—) = W;, (Hs—) exists.

The cadlag property of paths is obvious by construction. To obtain the Markov
property, we consider nonnegative functions f,..., f, on M}’ and g1,...,9, on Wi
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Then, if 0 < 81 < -+ < 8p,
Epwlf1(ps1)91(Ws,) - fr(psn)gn(Ws,,)]
= Eu[f1(psr) - Falpe, )QED g1 (Way) - gn(Ws, )]

= E/J' [fl(psl) e fn(psn)/RmH(p)(O,S1),H(psl)(W? dW]_)

o 'RmH(p)(sn—l,sn),H(psn)(Wn—la dwy) g1(w1) ... gn(Wn)]

= B [1(0s)01(Wsr) - 1P )gmoa (W, )

EPsn_l [fn(psn—sn—1)/Rmy(p)(O,sn—sn_l),H(psn_sn_l)(Wsn_l7dw)gn(w)]]7

where in the last equality we used the Markov property for (ps,s > 0) at time sp_1.
We get the desired result with a transition kernel given by

QrG(“,w) =/Pu(dp)/Rmy(p)(O,r),H(p,«)(wvdW/) G(mel)
= [Putan) [ QEO@w) GG, =

In what follows we will often use the convenient notation W, = (ps, Ws). By
our construction, the conditional distribution under P, of (W,,s > 0) knowing

(ps,s = 0) is va{ ®) n particular, if we write (s = (w, for the lifetime of W, we
have

(s = H(ps) = H, for every s 20, P, w ass.

4.1.3. The strong Markov property. — We denote by (F;)s>0 the canonical
filtration on D(Ry, M¢(Ry) x W).

Theorem 4.1.2. — The process (W, s > 0; P, w, (1, w) € ©g) is strong Markov with
respect to the filtration (Fsy).

Proof. — Let (p,w) € ©,. It is enough to prove that, if T' is a bounded stopping
time of the filtration (Fs4), then, for any bounded Fr-measurable functional F, for
any bounded Lipschitz continuous function f on ©,, and for every ¢t > 0,

EpwlF f(Wris)] = Epw[F Egr, [f (W)]].

First observe that

Euwl[F fWr4t)] = JLII;OZ]Eu,W[Fl{%gT<%} f(Wfﬁ)]
k=1

o0
= nler;o;Eu,w[F Lie=t ey Quf (W)l
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In the first equality, we used the right continuity of paths, and in the second one
the ordinary Markov property. We see that the desired result follows from the next
lemma. O

Lemma 4.1.3. — Let t > 0, let T be a bounded stopping time of the filtration (Fs+)
and let f be a bounded Lipschitz continuous function on ©,. Then the mapping
s — Qi f(Ws) is P, w a.s. right-continuous at s =T .

Proof of Lemma 4.1.8. — We use the notation Y, = (p,,1). Recall that Y is dis-
tributed under P, ,, as the reflected Lévy process X — I started at (,u, 1>. Let € > 0.
By the right-continuity of the paths of Y, if s > T is sufficiently close to T', we have

e1(s)=Yr— inf Y, <e¢, ea(s)=Ys— inf Y, <e.
u€[T,s] u€[T,s]

On the other hand, we know from (20) that pr4, = [ke, o1, pr ) ], and it follows that
ke,pr = ke,ps. Furthermore, infir ) H(pu) = H(ke,pr) = H(ke,ps), and by the
snake property,

Wi(u) =Wr(u),  Vue€l0,H(ke,pr))

Let us fix W = (u, w) € O, and set

Ve(W) = {W = (1, w') € Og; Te1,62 € [0,¢), keypp = ke, pt/,
and w'(u) = w(u), Vu € [0, H(kc, 1)) }.

In view of the preceding observations, the proof of Lemma 4.1.3 reduces to checking
that
(105) lim ( sup  |Q:f(W) — Qtf(‘w“)l) =

e—0 W €V, (W)

We will use a coupling argument to obtain (105). More precisely, if W € V.(W),
we will introduce two (random) variables W(;) and W) such that W), resp. W2,
is distributed according to Q¢(W, ), resp. Q¢(W’,-), and W(;) and W) are close to
each other. Let us fix W € V.(W) and let €1,e2 € [0,£) be associated with W as in
the definition of V.(W). For definiteness we assume that €; < €2 (the other case is
treated in a symmetric way). Let X () be a copy of the Lévy process X started at
0 and let I and p) be the analogues of I and p for X(!). We can then define

Wy = (ka), W) by
By = [k_ftu)u,l’gl)]

" w(r) if r < H(k_,yp),
w t
@ €00 —H(k_jom) i Hk_jop) <7< H(uw),

where, conditionally on X (1), ) = (¢()(¢),¢ > 0) is a copy of the spatial motion &
started at w(H (k_ Ifl)“)_)' Clearly, W(;) is distributed according to Q(W,-).
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The definition of W) is analogous but we use another copy of the underlying Lévy
process. Precisely, we let Z be a copy of X independent of the pair (X(1),£(1)), and
if T.(Z) :=inf{r > 0: Z, =1 — &3}, we set

X2 — Zs X if 0 < s < Tu(2),
s e1—e2+ XVp ) if 5> Tu(2).

We then take, with an obvious notation,
2
K2y = [k_,tmuﬂﬂg ]

The definition of w(y) is somewhat more intricate. Let 7(!) be the (a.s. unique) time
of the minimum of X() over [0,¢]. Consider the event

Ae,e1,82) = {Tu(2) + 7 < t, IV < —¢}.

Notice that T\(Z) is small in probability when ¢ is small, and It(l) < 0 a.s. It follows
that P[A(g,e1,€2)] = 1 — a(e), where the function a(e) satisfies a(e) — 0 as ¢ — 0.
However, on the event A(e,e1,e2), we have It(2) =€ —€9+ It(l), and so

€1

[
k_It(z)/ll = k_It(l)— €1

k€2u/ = k_I‘Sl)_ kelﬂ = k_It(l)/,L.

Also recall that from the definition of V.(W), we have w'(r) = w(r) for every
7 < H(ke, p), hence for every r < H(k_,a)p) when A(g, e1,€2) holds.
We construct w2y by imposing that, on the set A(e,e1,¢€2),

") w'(r) = w(r) if r < H(k_;p') = H(k_ o p),
W r)= t t
@ E0(r — H(k_joop)) if Hk_joop) <7 < H(pez),

whereas on A(e,€1,€2)¢, we take

w'(r) if r < H(k_,n'),
W(g)(r) = (2) ’ : i
{ (T - H(k_lt(z)tu’ )) if H(k_]t(z)/‘l' ) <1< H(ﬂ(z)),

where, conditionally on X @, £ is independent of ¢!) and distributed according

to the law of & started at w'(H(k_ @ u')—). Note that, in the first case, we use the
same process £(1) as in the definition of w(1). It is again easy to verify that W(g) is
distributed according to Q:(W', ).

To complete the proof, note that the distance in variation dyar(p(1), i(2)) is equal
to dvar(pgl), p,(f)) on the set A(e,e1,€e2). Furthermore, from the construction of X @),
on the set A(e,e1,€2), we have also

(2 _ (1)
Pt = Pi_T,(2)

and thus dyar(1(1), (2)) = dvar (pgl), pgl_)T*( Z)) is small in probability when € is small,

because ¢ is a.s. not a discontinuity time of p(1). In addition, again on the set
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A(e,e1,€2), the paths w(;y and w(g) coincide on the interval [0, H (1)) A H(k(2))),
and so

d(w(1y, Wzy) < [H(pe) = Hpa)l = 1Hr 2) — HeM)|
is small in probability when ¢ goes to 0. The limiting result (105) now follows from
these observations and the fact that P[A(e,e1,€2)] tends to 0 as € goes to 0. d

4.1.4. Excursion measures. — We know that 4 = 0 is a regular recurrent
point for the Markov process p,, and the associated local time is the process L? of
Section 1.3. It immediately follows that (0,z) is also a regular recurrent point for
the Lévy snake (ps, W), with associated local time L?. We will denote by N, the
corresponding excursion measure. It is straightforward to verify that

(i) the law of (ps, s > 0) under N, is the excursion measure N (dp);
(ii) the conditional distribution of (W,,s > 0) under N, knowing (ps,s > 0)
is QH(P)
z .
From these properties and Proposition 1.2.5, we easily get for any nonnegative
measurable function F on My(Ry) x W,

(106) Nw(/oa ds F(ps, Ws)) = /Ooo dae ™ E® @ I, [F(Ja, (&,0 < 7 < a))]

Here, as in Chapter 1, J,(dr) stands for the measure 1(g q)(r)dU,, where U is under
the probability measure P° a subordinator with Laplace exponent J()\) — a, where
¥(A) = ¥(A)/A. Note that the right side of (106) gives an invariant measure for the
Lévy snake (ps, W).

The strong Markov property of the Lévy snake can be extended to the excur-
sion measures in the following form. Let T be a stopping time of the filtration
(Fs+) such that T > 0, N, a.e., let F' be a nonnegative Fr,-measurable functional
on D(Ry, Ms(R4) x W), and let G be any nonnegative measurable functional on
D(R4+, Mf(R4) x W). Then,

Nz[F G(WT+875 2 0)] = NI[F E*WT [G”7

where P}, , denotes the law under P, . of the process (Ws,s > 0) stopped at
inf{s > 0, ps = 0}. This statement follows from Theorem 4.1.2 by standard argu-
ments.

4.2. The connection with superprocesses

4.2.1. Statement of the result. — In this section, we state and prove the basic
theorem relating the Lévy snake with the superprocess with spatial motion £ and
branching mechanism 1. This connection was already obtained in a less precise form
in [33].
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We start with a few simple observations. Let x(ds) be a random measure on R,
measurable with respect to the o-field generated by (ps,s > 0). Then, from the form
of the conditional distribution of (W, s > 0) knowing (ps,s > 0), it is easy to see
that, for any nonnegative measurable functional F' on W,,

.| [ k(ds) FOW)] =B [ wlds) W1F (6,0 < v < 7)),

and a similar formula holds under N,. This identity implies in particular that the
left limit Ws(H,—) exists k(ds) a.e., P, a.s. (or N, a.e.). We will apply this simple
observation to the random measure ds L associated with the local time of H at level a
(cf. Chapter 1). To simplify notation, we will write W, = W,(H,—) when the limit
exists, and when the limit does not exist, we take Ws = A, where A is a cemetery
point added to E.

In order to state the main theorem of this section, we denote by Z, = Z,(p, W)
the random measure on F defined by

g
(2 f)= [ L3 1)
0
This definition makes sense under the excursion measures N .

Theorem 4.2.1. — Let p € Ms(E) and let

> et W)

el
be a Poisson point measure with intensity u(dz)N,(dpdW). Set Zo = p and for every
a>0

Zo =) Za(p', W),
i€l

The process (Zq,a > 0) is a superprocess with spatial motion £ and branching mech-
anism 1, started at .

This means that (Z,,a > 0) is a Markov process with values in M;(FE), whose
semigroup is characterized by the following Laplace functional. For every 0 < a < b
and every function f € By (E),

E[exp _<Zb’ f> | Za] = €xXp _(Zaa Ub—a)

where the function (u:(y),t > 0,y € E) is the unique nonnegative solution of the
integral equation

(107 ) + 11, ([ Vsl ar) =11, (7(60)

The proof of Theorem 4.2.1 is easily reduced to that of the following proposition.
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Proposition 4.2.2. — Let 0 < a < b and let f € By (E). Then,
(108) Ny (exp —(2Zs, f) | (2-,0 < r < a)) = exp —(Z4, Ub—q)
where for everyt >0 and y € E,

ut(y) = Ny(1 — exp — (2, f))-

Furthermore, if we set uo(y) = f(y), the function (u(y),t > 0,y € E) is the unique
nonnegative solution of the integral equation (107).

Remark. — Although N, is an infinite measure, the conditioning in (108) makes sense
because we can restrict our attention to the set {Z, # 0} = {L% > 0} which has finite
N, -measure (cf. Corollary 1.4.2). A similar remark applies in several places below,
e.g. in the statement of Proposition 4.2.3.

Given Proposition 4.2.2, it is a straightforward exercise to verify that the process
(Za,a > 0) of Theorem 4.2.1 has the finite-dimensional marginals of the superpro-
cess with spatial motion £ and branching mechanism 1, started at p. In fact the
statement of Propostion 4.2.2 means that the laws of (£,,¢ > 0) under Ny, y € E
are the canonical measures of the superprocess with spatial motion £ and branching
mechanism 1, and given this fact, Theorem 4.2.1 is just the canonical representation
of superprocesses.

The remaining part of this section is devoted to the proof of Proposition 4.2.2. We
will proceed in two steps. In the first one, we introduce a o-field &, that contains
0(24,0 < u < a), and we compute Ny (exp —(Zs, f) | &) in the form given by (108).
In the second step, we establish the integral equation (107).

4.2.2. First step. — Recall the notation of Section 1.3
78 =inf{r: / dulipg,<a) > 8}
0

Note that 7¢ < oo for every s > 0, N; a.e. For a > 0, we let &, be the o-field
generated by the right-continuous process (pza, Wra;s > 0) and augmented with the
class of all sets that are N -negligible for every x € E. From the second approximation
of Proposition 1.3.3, it is easy to verify that L% is measurable with respect to the o-
field generated by (pza,s > 0), and in particular with respect to &, (cf. the beginning
of the proof of Theorem 1.4.1).

We then claim that Z, is £,-measurable. It is enough to check that, if g is bounded
and continuous on W,,

| dzzaowy
0

is &,-measurable. However, by Proposition 1.3.3, this integral is the limit in N,-
measure as € — 0 of

1 g
= / ds1{4—c<H,<a} g(Ws).
€ Jo
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For € < a, this quantity coincides with

1 oo
R / dsl{a—¢ < Hza < a} g(Wza),
0

and the claim follows from the definition of &,.

We then decompose the measure Z; according to the contributions of the different
excursions of the process H above level a. Precisely, we let (a;,3;), ¢ € I be the
excursion intervals of H above a over the time interval [0, o]. We will use the following
simple facts that hold N a.e.: For every ¢ € I and every t > 0, we have

Bi+t B
/ Lim,<ayds > / L, <a}ds
0 0

Lg.+¢ > Lg,.

and

The first assertion is an easy consequence of the strong Markov property of p, recalling
that ps({a}) = 0 for every s > 0, N a.e. To get the second one, we can use Proposition
1.3.1 and the definition of the local time L® to see that it is enough to prove that

Bitt Bi
/ 1{H5>a}d8 > / 1{H3>a}ds
0 0

for every t > 0 and ¢ € I. Via a time-reversal argument (Corollary 3.1.6), it suffices
to verify that, if 0 = inf{s > ¢ : Hs; > a}, we have

ol+t ol
/ lig.<ayds > / 1{a,<a)ds
0 0

for every t > 0 and every rational ¢ > 0, N a.e. on the set {g < 02 < oco}. The latter
fact is again a consequence of the strong Markov property of the process p.

As was observed in the proof of Proposition 1.3.1, for every i € I, for every s €
(i, Bi), the restriction of ps to [0,a] coincides with p,, = pg,. Furthermore, the
snake property implies that, for every i € I, the paths W, a; < s < ﬁz take the
same value z; at time a, and this value must be the same as the left limit W = ng
(recall our assumption that £ has no fixed discontinuities). We can then deﬁne the
pair (p*, W*) € D(R4, Ms(Ry) x W) by setting

<Pi:9> = f(a,oo) Pai+s(dr) g(r — a) ifO<s<fBi—a

pl=0 if s=0ors>pf—a;,
and
Wi(r) = Wa,+s(a+ 1), Cwi = Hayts — f0<s< B —ay
We=uz,; ifs=0o0rs>g —aq;.
Proposition 4.2.3. — Under N, conditionally on &,, the point measure
> 8w
iel
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is a Poisson point measure with intensity
[ 2t n, 0

Proof. — Let the process p§ be defined as in Proposition 1.3.1. Note that under N
the definition of p¢ only makes sense for ¢ < foa dsl(y,>q}- For convenience, we take
pf =0ift > [J dsl{g,>ay. We also set

pt = prz , Wy=Ws.

With these definitions, the processes p', i € I are exactly the excursions of the
process p® away from 0. For every i € I, introduce the local time at the beginning
(or the end) of excursion p':

¢ =1Lg,.
By Proposition 1.3.1 and standard excursion theory, we know that conditionally on
the process p;, the point measure

> S

el
is Poisson with intensity 1jo,zaj(¢)d¢ N(dp) (recall that Lg is measurable with re-
spect to the o-field generated by p). Note that Proposition 1.3.1 is formulated
under P,: However, by considering the first excursion of p away from 0 that hits
the set {sup Hs > a}, we can easily derive the previous assertion from Proposition
1.3.1.
Define L% = Lz, (note that this is a continuous process), and let v*(r) be the

right-continuous inverse of L
4%(r) = inf{s > 0: L% > r}.

Then, if f is any nonnegative measurable function on E, we have N, a.e.
o0 o (e o) _ = Li -
109  (@f= [ s@W) = [ W) = [ i W)

Notice that both processes L* and 4% are measurable with respect to the o-field
generated by p (for L%, this follows again from Proposition 1.3.3).

Consider now the processes W and Wt, i € I. The following two properties are
straightforward consequences of our construction:

(i) The law of W under Q¥ is Q¥®).

(i) Under Q7| conditionally on W, the “excursions” W, i € I are independent
and the conditional distribution of W is Q") where z; = Wﬁi = W,Ya(gi).
To verify the second expression for z;, note that if ,217; = fos dr 1(H,<a), We have
Wp, = Wﬁg, (because A% ., > A% for every t > 0) and Egi = y4(¢%) (because

Lg. > Lg, = ¢, for every t > 0).

SOCIETE MATHEMATIQUE DE FRANCE 2002



110 CHAPTER 4. THE LEVY SNAKE

As a consequence of (i), the conditional distribution (under N;) of W knowing p
depends only on p. Hence, W and the point measure ), ; 04 ,+) are conditionally
independent given p under N,.

Let F' be a nonnegative measurable function on D(R,, Mf(R4) x W). We use the
previous observations in the following calculation:

N( p,W)exp ZFp W) )

el
~ [ Ndo) @2 (G5 W) exp(- Y F (o', W)
i€l
/N(dp) QH(P)( 7, W) IGI,QW o —F(pi,.)))
_NI(G(p, HQH<p) _F<p,->))

iel ve ()

=N, (G, W) exp / &t [ NEp) QLY (1= eFe))).

Woa(e)
The second equality follows from (ii) above. In the last one, we used the condi-
tional independence of W and of the point measure ), ; O i), given p, and the
fact that the conditional distribution of this point measure is Poisson with intensity
Lio,ze)(£)d¢ N(dp). Using (109), we finally get

N (G5, W) exp(~ 3 F(o', W)

i€l
Lll
_ ~ 7 | TN~ _ e~ Flow)
N, (G(p, W) exp ( /0 ¢ Nwwa(l)(l e )))
— N (G5 W) exp(~ [ Zu(dy) N, (1 - e7F)).
This completes the proof. O

Let f be a nonnegative measurable function on E, and let 0 < a < b. With the
preceding notation, it is easy to verify that N, a.s.

(20, f) = / asz F(7,)

_Z dL” Ws)

el

— dLb a( (Wz)
g [

= Z(Zb—a(piawi)7 f>
i€l
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As a consequence of Proposition 4.2.3, we have then
Ng[exp —(Z, f) | £a] = exp —(Za, Ub—a),

where
ur(y) = Ny[1 — exp —(Z., f)]-

4.2.3. Second step. — It remains to prove that the function (u.(y),r > 0,y € E)
introduced at the end of the first step solves the integral equation (107). By definition,
we have for a > 0,

waly) = Ny (1- exp— [ dr2 1)

=y ([T aze s e (— [ azz 5))

(110) =, ([ dne 1) B, e [ aze £G7)])

where we recall that P}, |, stands for the law of the Lévy snake started at (u, w) and
stopped when p; first hits 0. In the last equality, we replaced exp — fsoo dLe f (/WT)
by its optional projection, using the strong Markov property of the Lévy snake to
identify this projection.

We now need to compute for a fixed (y, w) € Oy,

Ez,w{exp—/ooo dL¢ f(W,)]

We will derive this calculation from a more general fact, that is also useful for forth-
coming applications. First recall that Y; = <pt, 1> is distributed under P}, i, as the
underlying Lévy process started at < L, 1> and stopped when it first hits 0. We write
K; = inf, ¢, Y;, and we denote by (a;,[3;), ¢ € I the excursion intervals of Y; — K}
away from 0. For every i € I, we set h; = H,, = Hg,. From the snake property, it is
easy to verify that Ws(h;) = w(h;—) for every s € (o, 8:), i € I, P}, ,, a.s. We then
define the pair (p?, W?) by the formulas

<p‘is7 g> = f(hi,oo) pai_'.s(dr)g(r - hl) fo<s< ﬂi -y
pi=0 if s> B; — a,
and
Wsl(t) =Wairs(hi+1t), (& =Hays—h f0<s<fBi—a
Wi =w(h;—) if s=0o0rs> B —o;.
Lemma 4.2.4. — Let (u,w) € ©,. The point measure
Zé(hi’pivwi)
iel

is under P*

hw @ Poisson point measure with intensity

(dh) Ny (dp AWV,
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Proof. — Consider first the point measure
D Ohsty
i€l
If I, = Ks — (p, 1), we have h; = H(pqo,) = H(k-r,, p). Excursion theory for Y; — K,

ensures that
Z 6(_Iai N
i€l
is under PP}, |, a Poisson point measure with intensity 1j9, ¢, 1y)(u) du N(dp). Since the
image measure of 1y ¢, 1)](u) du under the mapping v — H(kyu) is precisely the
measure u, it follows that
Z 6(hi7Pi)

iel
is a Poisson point measure with intensity u(dh) N(dp). To complete the proof, it
remains to obtain the conditional distribution of (W?*,i € I) knowing (ps,s > 0).
However, the form of the conditional law QX easily implies that under Q¥ the
processes W¢, i € I are independent, and furthermore the conditional distribution of
Wt is Qf(ihi_), where H: = H(p'). It follows that

Z&(hi’piywi)

iel
is a Poisson measure with intensity
u(dh) N(dp) Quf) ) (dW) = u(dh) Nugn—y (dpdW).
This completes the proof. O

We apply Lemma 4.2.4 to a palr (u, w) such that H(u) < a and u({H(u)}) = 0.
Then, it is easy to verify that Pj,

/dL“ W) =3 dL“ FW,) = Z/ dL2~" (p?) f(WD),

ier v i€l
and thus, by Lemma 4.2.4,

(111) E; ., [exp—/ooo daL® f(/Wr)] = exp (—/u(dh) Ny (n)[1 —exp—(Za_h,f>]).

We now come back to formula (110). As a consequence of Proposition 1.2.5, we
know that p,({a}) = 0 for every s > 0, N, a.e. We can thus use (111) to get

wa(y) = Ny /O "L (W) exp (- [ putah) Nuw, ) [1 = exp ~(Zocno 1)

) =N, [Ty e (- [ ot usvno))).
Let J,, P° be as in (106).
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Lemma 4.2.5. — For any nonnegative measurable function F' on Oy,
o0
Ny(/ 4LS F(pe, W) = €= B © I, [F(Ja, (6,0 < 7 < a))].
0

Proof. — If F(ps, W) depends only on ps, the result follows from Corollary 1.3.4. In
the general case, we may take F such that F(ps, Ws) = F1(ps)Fo(Ws), and we use
the simple observation of the beginning of this section. O

From (112) and Lemma 4.2.5, we get

waly) = e B O T, 1) exp (— [ Ja(dh) va-n(en-))
= 1II, [f(fa) €xXp ( - /Oa 1:‘Z"v(ua—r(gr)) dr)].

The proof of (107) is now completed by routine calculations. We have

o) = IS 6] = Th[6) [ b Fuo-s(@) o ([ Fuo-rte) )]
=11, [f(&)] - 10, [/Oa dbp(ua—v(£b))
e, [ £(as) exp (- /OH Plva-s-r (&) dr)

=1L, [£(6) =1L, [ [ b Bluemsl@) uacs(60)],
which gives (107) and completes the proof of Proposition 4.2.2. O

Remark. — By combining the previous arguments, especially Lemma 4.2.4, with the
duality properties of p (see the derivation of (137) below), we could have obtained the
following result. Let f and g be nonnegative measurable functions defined respectively
on E and on My (E). Let V be a subordinator with Laplace exponent ¢’ (\) —« defined
under the probability measure P°. Then, for every a > 0,

13 N( [ zad) 1) 9(20))

- o 2 0L 16 B o W10 ) 2 0)])

where A (dsdpdW) is under Py . a Poisson point measure on Ry xD(Ry, Mf(R1)xW)
with intensity
1[0’a](8) st Ngs (dde)

Formula (113) identifies the Palm distributions associated with the random measure
Z, under N;. It should be compared with the results of Chapter 4 of [8], in particular
Proposition 4.1.5. In the stable case considered in [8], V is a stable subordinator,
which arises analytically in the derivation of the Palm measure formula. Here V can
be interpreted probabilistically in terms of the measure-valued processes p and 7. As
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(113) will not be needed in the applications below, we will leave details of the proof
to the reader.

4.3. Exit measures

Throughout this section, we consider an open set D C E, and we denote by 7 the
first exit time of £ from D:

T =inf{t >0:¢& ¢ D},

where inf @ = oo as usual. By abuse of notation, we will also denote by 7(w) the exit
time from D of a killed path w € W,

7(w) = inf{t € [0,(w) : w(t) ¢ D}.
Let x € D. The next result is much analogous to Proposition 1.3.1.

Proposition 4.3.1. — Assume that I (7 < 00) > 0. Then,

oo
/0 ds1{-(w,)<H,} = 00, P, a.s.
Furthermore, let
oD =inf{t >0: /Ot dr 1 (w,)<H,} > 5},
and let pP € M;(R,) be defined by
(0P, 1) = [ pop(dr) £ = T(Wop) Lrsrw -
Then the process (pP,s > 0) has the same distribution under P, as (ps,s = 0).

Remark. — We could have considered the more general situation of a space-time
open set D (as a matter of fact, this is not really more general as we could replace
& by (¢,&)). Taking D = [0,a) x E, we would recover part of the statement of
Proposition 1.3.1. This proposition contains an independence statement that could
also be extended to the present setting.

Proof. — To simplify notation, we set

s
A?I/ d'rl{T(W,-)<Hr}'
0

By using (106), excursion theory and our assumption II;(7 < oo0) > 0, it is a sim-
ple exercise to verify that A2 = oo, P, a.s., and thus the definition of o2 makes
sense for every s > 0, a.s. The arguments then are much similar to the proof of

ASTERISQUE 281



4.3. EXIT MEASURES 115

Proposition 1.3.1. For every £ > 0, we introduce the stopping times S¥, T k > 1,
defined inductively by:

0:7(Ws) < oo and ps((7(Ws),00)) = €},
Sf 1 7(Ws) = oo},

It is easy to see that these stopping times are a.s. finite, and S¥ 1 oo, T* 1 co as
k T oo.
From the key formula (20), we see that for
S5 <5 <inf{r > S : (pry1) < ps ([0, 7(Wss))}

we have H; > 7(Wgy), and the paths W, and Wk coincide over [0, 7(Wgx)] (by the
snake property), so that in particular 7(Ws) = 7(Wgx) < co. On the other hand, for

s = inf{r > S¥: (o, 1) < psr ([0, 7(Wsk)))}
the path Wj is the restriction of Wgx to [0,7(Wgx)) and thus 7(W;) = co. From
these observations, we see that
TF =inf{r > SE: (o, 1) < pgx ([0, 7(Ws)])}
and that conditionally on the past up to time S¥, the process
Ysk’s = P(Sk+s)ATE ((T(Wsjg ),0))
is distributed as the underlying Lévy process started at pgx ((T(Wgx), o)) and stopped

at its first hitting time of 0.
The same argument as in the proof of (25) shows that, for every ¢ > 0,

(114) lim sup  pgr((T(Wgr),00)) =0, a.s.

€0 (k>1,55<t}

The remaining part of the proof is very similar to the end of the proof of Proposi-
tion 1.3.1. Using (114) and the observations preceding (114), we get by a passage to
the limit € — O that the total mass process (p,1) = p,p ((T(W,p),00)) has the same
distribution as the process (ps,1). Then the statement of the proposition follows by
an argument similar to the second step of the proof of Proposition 1.3.1. O

Let ¢ = (¢P(s),s > 0) be the local time at 0 of the process {p”,1). Recall the
notation AP from the previous proof. We define the exit local time from D by the
formula

LP =¢P(AD) = ED(/O dr 1 (w,)<H,})-
Recall from (106) the notation J,, P°.
Proposition 4.3.2. — For any nonnegative measurable function ® on M¢(Ry) x W,

N“”(/oa aLs (s, Ws)) =E°®Il, [1{r<oo}e“” ®(Jr, (6,0< T < T))].
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Proof. — By applying Lemma, 1.3.2 to the reflected Lévy process {p?, 1), we get for
every s > 0,

£ (s) = lim - 6 / dr 1{o<H(pP)<e)

in L'(P;). From a simple monotonicity argument, we have then for every t > 0

|-o

Using the formulas LY = ¢P(AP) and H(p,p) = 7(W,p)+ H(pP) (the latter holding
on the set {H(p,p) > 7(W,p)}, by the definition of p”), we obtain

| -0

Arguing as in the derivation of (36), we get, for any measurable subset V of
D(R4, M¢(Ry) x W) such that N (V) < oo,
) 0.

We then observe that for any bounded measurable function F on Ry x M¢(Ry)xW,
we have

hm E, [sup
—0 s<t

eD(S ——/ dT1{0<H(pD) <e}

lim E; [sup
E— s<t

1 8
LSD - _E..-\/Ov drl{T(Wr)<Hr<T(Wr)+5}

(115) lim N, <1V sup
E—)O

s<t

1 S
LP - ;/0 dr 1+ (w,)< H, <r(W,)+e}

(116) Nw(/oadsF(s,ps,Ws)) =E®Hz[/0Lm da F(L™(a), B, (6,0 < 7 < a))]

where the random measure X, is defined under P by

Y(a)
Cog)= [ dSiote=Lo).

Indeed, we observe that the special case where F(s, 1, w) does not depend on w,

N(/Oa ds F(s,ps)) = E[/OLw da F(L™Y(a), %a)]

is a consequence of Proposition 1.1.4 (see the proof of Proposition 1.2.5), and it then
suffices to use the conditional distribution of W knowing (ps, s > 0).

After these preliminaries, we turn to the proof of the proposition. We let F' be a
bounded continuous function on R4 x M¢(R,) x W, and assume in addition that there
exist § > 0 and A > 0 such that F(s,pu,w) =01if s < éd or s > A. As a consequence
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of (115) and (116), we have then
Nz(/ de F(s’psaWS))
0

. 1 [°
=;1£%Nw(gfo dTF(T,Pr,Wr)1{r(W,)<H,<T(W,)+e})

1 Lo
=lim —EF®Il, [/ da F(L™(a), %, (&,0 < T < a)) 1{,<a<,+5}]
e—0¢ 0

=EQ® Hz[l{T<Loo} F(L_I(T)? X (§T>0 ST < T))]

From this identity, we easily get
o
Nw(/ dLP @(ps,Ws)) =EQ@I[l{<1} 2 (&,0 <7 < 7))
0

Recall that P[Lo > a] = €~** and, that conditionally on {L, > a}, ¥, has the
same distribution as J,. The last formula is thus equivalent to the statement of the
proposition. Od

We now introduce an additional assumption. Namely we assume that for every
z € D, the process £ is I, a.s. continuous at t = 7, on the event {7 < co}. Obviously
this assumption holds if £ has continuous sample paths, but there are other cases of
interest.

Under this assumption, Proposition 4.3.2 ensures that N, a.e. the left limit WS
exists dLP a.e. over [0,0] and belongs to D. We define under N, the ezit measure
ZP from D by the formula

"9 = [ " dLP g(W).

The previous considerations show that Z? is a (finite) measure supported on D. As
a consequence of Proposition 4.3.2, we have for every nonnegative measurable function
gon 0D,

NI(<ZDv 9)) = Hz(l{-r<oo}e-arg(§‘r))-

Theorem 4.3.3. — Let g be a bounded nonnegative measurable function on 8D. For
every x € D set

u(z) = Ny (1 —exp—(ZP,g)).

Then u solves the integral equation
@) + T ([ dev(u() = THa(1rcomp )

Proof. — Several arguments are analogous to the second step of the proof of Propo-
sition 4.2.2 in Section 4, and so we will skip some details. By the definition of ZP,
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we have
£

u(z) = Ny (1 —exp — /(7 dLP g(W, ))
0

= Nz</oa dLP g(W,) exp ( — /: arp Q(Wr)))

=10 ( [ dL? o) B, [exo— [ L2 o).

Note that the definition of the random measure dL? makes sense under P, , provided
that 7(w) = oo, thanks to Lemma 4.2.4 and the approximations used in the proof of
Proposition 4.3.2. Using Lemma 4.2.4 as in subsection 4.2.3, we get if (u, w) € 6, is
such that 7(w) = oo,

B [ew— [ L2 o] =exp (= [ u(@n) Nuguoy (1 - exw - [ L2 o(7,)))
= exp ( - //J,(dh) Ny (h-) (1 - e_(ZD’9>))
—exp(= [ (dh) u(w(h-)))

Hence, using also Proposition 4.3.2,
u(z) = Ny /O 4LP 9(W.) exp(~ [ paldh) u(W,(h-)
= E°® I [Lrcomye " g(Er) exp(- / T+ (dh) u(§n-))]

ML [1r<omy 967) exp (- [ dnuten))

The integral equation of the theorem now follows by the same routine arguments used
in the end of the proof of Proposition 4.2.2. O

4.4. Continuity properties of the Lévy snake

From now on until the end of this chapter we assume that the underlying spatial
motion £ has continuous sample paths. The construction of Section 4.1 applies with
the following minor simplification. Rather than considering cadlag paths, we can
define W, as the set of all E-valued killed continuous paths started at . An element
of W is thus a continuous mapping w : [0,{) — E, and the distance between w and
w' is defined by

¢ne’

117)  d(w,w’') = 6(w(0),w'(0)) + |¢ — {'| +/0 dt (311135(W(T),W'(r)) AT).

Without risk of confusion, we will keep the same notation as in Section 4.1. The
construction developed there goes through without change with these new definitions.
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Our goal is to provide conditions on ¥ and £ that will ensure that the process W
is continuous with respect to a distance finer than d, which we now introduce. We
need to consider stopped paths rather than killed paths. A stopped (continuous) path
is a continuous mapping w : [0,(] — E, where ¢ > 0. When ¢ = 0, we identify w
with w(0) € E. We denote by W* the set of all stopped paths in E. The set W* is
equipped with the distance

d*(w,w') = |¢ = {'| +supd(w(t A C), w(t A ().
>0

Note that (W*,d*) is a Polish space.

If w € W is a killed path such that ¢ > 0 and the left limit W = w({—) exists, we
write w* for the corresponding stopped path w*(t) = w(t) if t < ¢, and w*(¢) = W.
When ¢ = 0 we make the convention that z* = z. Note that W} is well defined P,
a.s., for every fixed s > 0.

As in Chapter 1, we set

v=sup{a >0: )\lim AT%(A) = 00} > 1.
—00

Proposition 4.4.1. — Suppose that there exist three constantsp > 0, ¢ > 0 and C < o
such that for everyt >0 and x € E,

(118) n,,.[supa(x, gr)P] <ot

r<t
Suppose in addition that
1
q(l——)>1.
( 7)
Then the left limit Wy = W (Hs—) exists for every s > 0, P, a.s. or N, a.e. Further-

more the process (W7, s > 0) has continuous sample paths with respect to the distance
d*, P, a.s. or N a.e.

Remark. — Only the small values of ¢ are relevant in our assumption (118) since we
can always replace the distance § by d A 1. Uniformity in x could also be relaxed, but
we do not strive for the best conditions.

Proof. — It is enough to argue under P,. Let us fix t > 0 and s € (0,1). Then,

B, [0 (W, Wi )P < 27 (Bal | Hero— HilP)+E, [ sup S (rAHL), Wiy (rAHee))P] )
To simplify notation, set m = mg(t,t + s) = inf[; ;44 Hy. From the conditional
distribution of the process W knowing H, we easily get

E, [sggé(Wt*(u ANHg), W (un Ht_,_s))”‘ Hy,r> O]

< 2P (Hz [Hém [ sup 4(&o, fu)”H + 11, [Hgm [ sup  6(&o, Eu)p]])

uSH—m uSHyps—m

SC2?(|He —m|* + |Hpys —ml|?),
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using our assumption (118) in the last bound. By combining the previous estimates
with Lemma 1.4.6, we arrive at

Eo[d* (W, Wi, )P] < 2227 (Cpip(1/5) P 4+ C Cyp(1/35)79)

where o(A\) = A\/¢~1()). Now choose a € (0,1 — %) such that go > 1. Notice that
we may also assume pa > 1 since by replacing the distance § by § A 1, we can take
p as large as we wish. The condition o < 1 — % and the definition of v imply that
©(A) = cA* for every A > 1, for some constant ¢ > 0. Hence, there exists a constant
C' independent of t and s such that

Eo[d™ (W), Wi )P] < C(s7 + s7%).

The Kolmogorov lemma then gives the existence of a continuous modification of the
process (WZ,s > 0) with respect to the distance d*. The various assertions of the
proposition follow easily, recalling that we already know that the process (W5, s > 0)
has continuous paths for the distance d. O

4.5. The Brownian motion case

In this section, we concentrate on the case when the underlying spatial motion &
is Brownian motion in R%. We will give a necessary and sufficient condition for the
process W* to have a modification that is continuous with respect to the distance d*.

To this end, we introduce the following condition on 1:

(119) /100 (/Ot P(u) du)_1/2dt < oo0.

Note that this condition is stronger than the condition [ du/(u) < oo for the path
continuity of H. In fact, since 9 is convex, there exists a positive constant ¢ such
¥(t) = ct for every t > 1. Then, for t > 1,

/ p(u)du < () < L(e)?
0

lm% gC_l/z/loo (/()t¢(u) du)_l/th.

Also note that (119) holds if ¥ > 1. On the other hand, it is easy to produce examples
where (119) does not hold although H has continuous sample paths.

and thus

Condition (119) was introduced in connection with solutions of Au = ¥(u) in
domains of R%. We briefly review the results that will be relevant to our needs (see
(25],[41] and also Lemma 2.3 in [45]). We denote by B, the open ball of radius r
centered at the origin in R
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A. If (119) holds, then, for every r > 0, there exists a positive solution of the
problem

(120) {%Auzw(u) in B,

UjpB, = 0.

Here the condition ujgp, = oo means that u(z) tends to +oo as ¢ — y,z € B, for
every y € 0B,.

B. If (119) does not hold, then for every ¢ > 0, there exists a positive solution of
the problem

(121)

{ T Au = 1p(u) in R4
u(0) =c.

Connections between the Lévy snake and the partial differential equation %Au =
Y(u) follow from Theorem 4.3.3. Note that this is just a reformulation of the well-
known connections involving superprocesses. We use the notation of Section 4.3. A
domain D in R? is regular if every point y of D is regular for D¢, meaning that:
inf{t >0:& ¢ D} =0, 11, as.

Proposition 4.5.1. — Assume that £ is Brownian motion in R%. Let D be a bounded
regular domain in R?, and let g be a nonnegative continuous function on 8D. Then
the function

u(@) = Ny(1 —exp—(Z°,9))
is twice continuously differentiable in D and is the unique nonnegative solution of the
problem

(122) {

Proof. — This follows from Theorem 4.3.3 by standard arguments. In the context
of superprocesses, the result is due to Dynkin [12]. See e.g. Chapter 5 in [31] for a
proof in the case ¥ (u) = u?, which is readily extended. O

1Au = p(u) in D

Upp =9 -

We can now state our main result.

Theorem 4.5.2. — Assume that £ is Brownian motion in R%. The following conditions
are equivalent.

(i) No(Z8r #0) < 0o for some r > 0.

(ii) No(ZB~ #0) < oo for every r > 0.

(iii) The left limit W, = W, (¢s—) exists for every s 2 0, Py a.s., and the mapping
s — Ws is continuous, Py a.s.

(iv) The left limit W, = W, (¢s—) exists for every s > 0, Py a.s., and the mapping
s — W7 is continuous for the metric d*, Py a.s.

(v) Condition (119) holds.
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Remark. — The conditions of Theorem 4.5.2 are also equivalent to the a.s. compact-
ness of the range of the superprocess with spatial motion £ and branching mechanism
1), started at a nonzero initial measure p with compact support. This fact, that fol-
lows from Theorem 5.1 in [45], can be deduced from the representation of Theorem
4.2.1.

Proof. — The equivalence between (i), (ii) and (v) is easy given facts A. and B.
recalled above. We essentially reproduce arguments of [45]. By fact B., if (v) does
not hold, then we can for every ¢ > 0 find a nonnegative function v, such that v.(0) = ¢
and 3Av; = ¥(vc) in R% Let 7 > 0 and A > 0. By Proposition 4.5.1, the nonnegative
function

ux () = Ny (1 — exp —A(Z57,1)), z € B,

solves $Aux, = ¥(ua,) in B, with boundary condition A on 8B,. By choosing A
sufficiently large so that sup{v.(y),y € 0B,} < A, and using the comparison principle
for nonnegative solutions of $Au = 9 (u) (see Lemma V.7 in [31]), we see that v, <
ux,r in By. In particular,

¢ = v(0) < ux(0) < No(Z2B #0).
Since ¢ was arbitrary, we get No(Z5 # 0) = co and we have proved that (i) = (v).
Trivially (i) = (i).
Suppose now that (v) holds. Let r > 0. By fact A., we can find a function u,) such

that %AU(T) = ¥(u(r)) in B, with boundary condition +o0o on dB,. The maximum
principle then implies that, for every A > 0, uy, < u(,). Hence

No(Z8 #0) = lim T ux+(0) < u()(0) < 00
AToo

and (ii) holds. We have thus proved the equivalence of (i), (ii) and (v).
Let us prove that (iii) = (ii). We assume that (iii) holds. Let > 0. Then on the
event {ZBr # 0}, there exists s € (0,0) such that W, € 8B,. It follows that
NO( sup |W3| > r) > No(Z8 #£0).
s€(0,0)
Let T} = inf{s > 0 : L? > 1} (in agreement with the notation of Chapter 1). The
path continuity of W, ensures that Py a.s. there are only finitely many excursions
intervals (o, 3;) of Hs away from 0, before time 77, such that
sup |/VI73| >
s€(ai,Bi)
On the other hand, excursion theory implies that the number of such intervals is
Poisson with parameter
No( sup |Wi|>r).
s€(0,0)
We conclude that the latter quantity is finite, and so No(Z8" # 0) < oo.
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Note that (iv) = (iii). Thus, to complete the proof of Theorem 4.5.2, it remains
to verify that (ii) = (iv). From now on until the end of the proof, we assume that
(ii) holds.

We use the following simple lemma.

Lemma 4.5.3. — Let D be a domain in R? containing 0, and let
S =inf{s > 0: W(t) ¢ D for somet € [0,Hs)}.
Then No(ZP # 0) > No(S < 0).
Proof. — By excursion theory, we have
Po[S > T1] = exp(—No(S < 00)).

Then, let 7 be as previously the exit time from D. If there exists s < Tj such that
7(Ws) < H,, then the same property holds for every s’ > s such that s’ — s is
sufficiently small, by the continuity of H and the snake property. Hence,
Ty
{S < T1} C { ds 1{-r(Ws)<Hs} > O}, Py a.e.
0

It follows that
T

Po[S > Th] > ]P’o[ dslir(wy<H,} = 0] =Po[LZ, = 0],
0

where the second equality is a consequence of the formula

T
L% = ZD(/O ds 1{7(W3)<H’}),

together with the fact that ¢P(s) > 0 for every s > 0, a.s.
Using again excursion theory and the construction of the exit measure under Ny,
we get
Po[S > T1] > Po[L2 = 0] = exp(—No(2P #0)).
By comparing with the first formula of the proof, we get the desired inequality. [

Let € > 0. We specialize the previous lemma to the case D = B, and write S = Sf.
Then, for every r > 0,

Po[S > T;] = exp(~rNo(S5 < 00)) > exp(~rNo(Z5 # 0)).

From (ii), it follows that S§ > 0, Py a.e. Also note that S§ is a stopping time of the
filtration (F,4) and that {Wse(t) : 0 < t < Hge} C B, (if this inclusion were not
true, the snake property would contradict the definition of S%).

Recall the notation mg(s,s’) = inf(, o) H, for s < s’. We define inductively a

sequence (S&)n>1 of stopping times (for the filtration (Fs4)) by setting
Sy o1 =inf{s > Sy : |[W,(t) — Ws(t Ampu(S;,,s))| > e for some t € [0, H)}.

At this point we need another lemma.
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Lemma 4.5.4. — Let T be a stopping time of the filtration (Fs4.), such that T < oo,
Po a.s. For every s > 0, define a killed path W with lifetime Hs by setting

Wa(t) = Wa(my (T, T+5)+t)—Wy(mp (T, T+s)), 0 < t < Hy := Hryy—mp (T, T+s)
with the convention that Wy = 0 if H, = 0. Then the process (Ws, s > 0) is indepen-
dent of Fry and has the same distribution as (W, s > 0) under Py.

This lemma follows from the strong Markov property of the Lévy snake, together
with Lemma 4.2.4. The translation invariance of the spatial motion is of course crucial
here.

As a consequence of the preceding lemma, we obtain that the random variables
S%,85 — S§,...,5,41 — S;,... are independent and identically distributed. Recall
that these variables are positive a.s. Also observe that

{Wse,, (t) = Wse,, (¢ Amu(Sy, S541)) s t € [0, Hse, )} C Be,

by the same argument as used previously for {Ws:(t) : t € [0, Hse)}.
Let a > 0. We claim that Ny a.s. we can choose é; > 0 small enough so that, for
every s,s € [0,T,] such that s < s’ < s+ 4y,

(123) [Ws (t) — We (mu(s,s') At)] < 3e, for every t € [0, Hy).
Let us verify that the claim holds if we take
0y =inf{S; - S;;n>1,8; <T,} >0.

Consider s, s’ € [0,T,] with s < s’ < s+ d1. Then two cases may occur.
Either s,s’ belong to the same interval [S5, S5, ;]. Then, from the definition of
Sr 1 we know that

(124) |Ws (t) — W (t Ampu(SE,s"))| < € for every t € [0, Hy/).
Since mp(s,s’) = mu(SE, s’) we can replace ¢t by t A m(s,s’) to get
W (¢t Amp(s,s)) = We (¢t Amp(Ss,s'))| < e for every t € [0, Hy),

and our claim (123) follows by combining this bound with the previous one.

Then we need to consider the case where s € [S5_,,S5] and s’ € (S5, Sg ;] for some
n > 1 (by convention S§ = 0). If mg(s,s’) = my(SE,s'), then the same argument as
in the first case goes through. Therefore we can assume that mg (s, s’) < mg(Sg,s'),
which implies mg(S5_;,595) < mg(SE,s’). Note that the bound (124) still holds.
We also know that

(125) |Wse (t) — Wse (t Amu(S;,_1,S5))| < ¢ for every t € [0, Hge).

We replace t by t A mg(Sg,s’) in this bound, and note that Wse (t A mg(S5,s')) =
W (tAmy (S5, s")) for every t € [0, Hss A Hyr), by the snake property. It follows that

(126) |Wo(t Amu(S;,s")) — Wss (t Amp(S;,_q,55))| < ¢ for every t € [0, Hy/).
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Similarly, we can replace t by t Ampg(s, s’) in (125), using again the snake property to
write Wss (tAmp (s, s')) = We (tAmp (s, s')) (note that mg (S5, _1, S;) < mu(s,s’) <
mpyg(SE,s’)). It follows that

127 We(t Amp(s,s’)) — Wse (t Amg(SE_1,85))| < € for every t € [0, Hy/).
n n—11%n

Our claim (123) is now a consequence of (124), (126) and (127).

We can already derive from (123) the fact that the left limit W, exists for every
s € [0,T,], Py a.s. We know that this left limit exists for every rational s € [0, Ty],
Py a.s. Let s € (0,T,], and let s, be a sequence of rationals increasing to s. Then
the sequence mp(sn,s) also increases to Hs. If my(sp,s) = H, for some n, then the
snake property shows that W, (t) = W;, (t) for every ¢ € [0, Hs) and the existence of
/Ws is an immediate consequence. Otherwise, (123) shows that for n large enough,

sup |Ws(t) — Ws(t Amp(sn,s))| < 3e
te(0,H,)

and by applying this to a sequence of values of € tending to 0 we also get the existence
of Ws.

We finally use a time-reversal argument. From Corollary 3.1.6, we know that the
processes (Hiar,,t > 0) and (H (g, _4)+,t > 0) have the same distribution. By consid-
ering the conditional law of W knowing H, we immediately obtain that the processes
(Wint,,t > 0) and (W, _4)+,t > 0) also have the same distribution. Thanks to this
observation and the preceding claim, we get that Py a.s. there exists d2 > 0 such that
for every s,s’ € [0,T,] with s < 8’ < s+ d2,

(128) [Ws(t) — Ws(mu(s,s') At)| < 3¢, for every t € [0, Hy).
To complete the proof, note that the snake property implies that
Wr(mu(s,s')) = Wi(mu(s,s)),

using a continuity argument in the case my(s,s’) = Hs A Hy. Thus, if s < 8’ < T,
and s’ — s < 01 A da,

sup|W; (t A Hs) — W (t A Hy )|

>0
< sup [Wi(t) - Wi (tEAma(s,s))+ sup [Wi(t) — Wit Ama(s,s))]
te[0,H] te[0,H /]
= sup |Ws(t) — Ws(tAmu(s,s'))|+ sup |[Wy(t)—Ws(tAmg(s,s))|
te(0,H,) te[0,H,/)
< 6e.

This gives the continuity of the mapping s — W} with respect to the distance d*,
and completes the proof of (iv). O
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4.6. The law of the Lévy snake at a first exit time

Our goal in this section is to give explicit formulas for the law of the Lévy snake at
its first exit time from a domain. We keep assuming that H has continuous sample
paths and in addition we suppose that the process W* has continuous sample paths
with respect to the metric d*. Note that the previous two sections give sufficient
conditions for this property to hold.

Let D be an open set in E and x € D. We slightly abuse notation by writing
7(w) = inf{t € [0, (w] : w(t) ¢ D} for any stopped path w € W*. We also set

Tp =inf{s > 0:7(W]) < oo}.

The continuity of W* with respect to the metric d* immediately implies that Tp > 0,
N; a.e. or P, a.e. Furthermore, on the event {Tp < oo} the path Wy hits the
boundary of D exactly at its lifetime. The main result of this section determines the
law of the pair (pr,, Wr,) under Ny (- N {Tp < oo}).

Before stating this result, we need some notation and a preliminary lemma. For
every y € D, we set
u(y) = Ny(Tp < o0) < o0.
Recall that, for every a,b > 0, we have defined

_ [ (W(a) =) /(a—b) if a#b,
7u(a,b) = {w’(a) if a=b.

Note that vy (a,0) = J(a) (by convention 'lZ(O) = 1¢/(0) = a). The following formulas
will be useful: For every a,b > 0,

(129) / (dr) /0 (1 — e=at-br=0) — 5 (a,b) — o — Bla+b)

(130) [rtan [ ateeta - t0) = 5y (ab) = Ba) - .
0

The first formula is easily obtained by observing that, if a # b,

/ de(1 — et (r=0b) — 1 (r(a —b)+ (e7™ — e ™).

0 a—b
The second one is a consequence of the first one and the identity
P(a) = a+ Ba+ /ﬂ(dr)/ de(1 — e ).
0

Recall from Section 3.1 the definition of the probability measures M, on My (R.)2.

Lemma 4.6.1. — (i) Let a > 0 and let F be a nonnegative measurable function on
Mf(]R+) X Mf(R+) xW. Then,

Nx( /0" dLg F(ps,ns, Ws)) =e @ / M, (dp dv) I [F(p, v, (&,,0 < 7 < a))].
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4.6. THE LAW OF THE LEVY SNAKE AT A FIRST EXIT TIME 127

(ii) Let f,g be two nonnegative measurable functions on Ry. Then,
N( [ dzs exp(—(pu 1) = 12 9) =exp (= [ 2(7(0),9(0)) dt).
0 0

Proof. — (i) As in the proof of Lemma 4.2.5, we may restrict our attention to a
function F(ps,ns, Ws) = F(ps,ns). Then the desired result follows from Corollary
1.3.4 in the same way as Proposition 3.1.3 was deduced from Proposition 1.1.4.
(ii) By part (i) we have

N( [z exp(~(ou. 1) = (n0,0)) = e [ Mafdudv) exp(~(u, 1) = (.9))

From the definition of M, this is equal to

exp ( —aa— ﬁ/ (f(t) +g(t))dt — / dt/n(dr)/ de(1 — e_lf(t)_(r‘z)g(t))).
0 0 0
The stated result now follows from (129). O

Theorem 4.6.2. — Assume that u(z) > 0. Let a > 0, let F' be a nonnegative mea-
surable function on W} and let g be a nonnegative measurable function on Ry with
support contained in [0,a]. Then

(131) N, (1{To<oo}1{a<HTD}F(WTD (t),0<t<a) exp(—<pTD,g)))

~ 1L [Lacrul€) (&0 < 7 < emp (= [ w(ute),grar)

Alternatively, the law of Wr, under Ny (- N {Tp < oo}) is characterized by:
(132) Ny (I{TD<OO}1{G<HTD}F(WTD (t)70 St a))

a o~
=1l [1{a<7}u(§a)F(§ra0 <7 < a)exp ( - / w(u(ér))dr)] s
0
and the conditional law of pr, knowing Wr, is the law of
Blio, by, (r) dr + Z('Ui —£;) 0y,
iel
where 26(”11,“@1.) is a Poisson point measure on ]R?,_ with intensity

(133) 10,E,) (1) 1j0,0) (O)e 0 ") dr 7 (dv)de.

Proof. — We will rely on results obtained in Section 4.2 above. As in subsection
4.2.2, we denote by (pt, W?), i € I the “excursions” of the Lévy snake above height
a. We let (a;,3;) be the time interval corresponding to the excursion (p¢, W*) and
¢' = L%, . We also use the obvious notation

Tp(W*) =inf{s > 0: 7(W>*) < oo}.

For every s > 0, set
Gs = Lis<rp} F(WS) exp(=(ps, 9))-
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Then it is easy to verify that

(134) D G, Lizpwiy<oo)
iel
= l{TD<oo}1{a<HTD}F(WTD (t),0 < t < a)exp(—(prp,9))-

In fact, the sum in the left side contains at most one nonzero term, and exactly one
iff Tp < 0o and @ < Hr,. On this event, Tp belongs to one excursion interval above
height a, say (a;,3;), and then the restriction of pr,, to [0, a] coincides with p,; (see
the second step of the proof of Proposition 1.3.1), whereas the snake property ensures
that the paths Wy, and W, are the same over [0,a). Our claim (134) follows.

Recall the notation W,ﬁ, ~%(£) introduced in the proof of Proposition 4.2.3. The
proof of this proposition shows that conditionally on the o-field &,, the point measure

> bt wi
il
is Poisson with intensity

110,15)(¢) 4¢N=  (dpdW),

Y (&)
Note that the statement of Proposition 4.2.3 is slightly weaker than this, but the
preceding assertion follows readily from the proof.
We now claim that we can find a deterministic function A and an £,-measurable
random variable Z such that, for every j € I, we have

(135) ch,- = A(Za ej»(eiaWi)iGI)'
Precisely, this relation holds if we take for every ¢ > 0,

A(Z, £, (€ W)ier) = ( H 1{TD(W*‘)=0<>}) 1{Wr(t)€D,VrG[O,'y“(Z)],tG[O,a]}

i<l
X F(W3asy) exp(—(Pye(e), 9))-

Note that the right side of the last formula depends on ¢, on (¢!, W¢);c; and on the
triple (W, p,v*) which is &,-measurable, and thus can be written in the form of the
left side. Then, to justify (135), note that

La;<1p} =( 11 I{TD(Wi)=°°})1{Wr(t)€D,Vr€[0,7“(21)],t€[0,a]}’
AR Z)

since y*(¢) = [, Oaj dr 1{p,<aq) as observed in the proof of Proposition 4.2.3. The latter
proof also yields the identities

Wa; =Wp;, = Waage) Pa; = Pp; = Py (t9)
from which (135) follows.
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Then, by an application of Lemma 3.1.5 to the point measure ). ;0 pi W),
which is Poisson conditional on &,, we have

Nz ( Y Ga,; Lzpwiy<oo} ga)

jel
=N, ( Z A(Z, 0, (6, W*)ier) LiTpwiy<oo}
jeI

&)
LS . .
= Nz (/ df/N:: (dp,dW,) 1{TD(W’)<00}A(Z’Zv (fl, Wz)iel)
0 Waae)

£a)-

&)

=N / TdLA(Z,6,(6,W)ier) N (Tp < c0)
0 ve

@)

Now use the definition of A(Z, £, (€¢, W);cr) to get
(136) No( 3 Goy Limpws)<oo))
jel

—

Lg =
= Nw(/o de“(W'r“(f))( H 1{TD(W")=<><>}) 1{TD(W)>7°(Z)}
AR

X F(Wea o) exp(=(Fye(e),9)) )

= NI(/OG dLg U(Ws) F(Ws*) exp(—(ps,g)) 1{s<TD})'

The last equality is justified by the change of variables £ = L and the fact that dL§
a.e.,
Wiyere)y =Wz. = Ws , Pye(Le) = PZa = Ps>
(where K‘; = fos dr 1{H,<a} as previously) and similarly, dL§ a.e.,
II 1{To(W*)=oo}) Lirp (W) >ya(Le)} = HWz (€D, Vr<s, tela, Hol} Lz, (W)> Aa)
i< L2
= 1{s<TD}'

To evaluate the right side of (136), we use a duality argument. It follows from
Corollary 3.1.6 and the construction of the Lévy snake that the triples

(ps, L2, Ws;0< s < 0)

and
(n(a—s)—vL‘; - L7 Wa_s;O <s <K 0')

o—38?

have the same distribution under N;. From this we get
(137) No( [ aLgulWe) FOV;) exp(=(oe,0) Lserny)

=N ([ AL u2) POVZ) expl=(mn, ) Lrwiy-om 21 )
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Now we can use the strong Markov property of the Lévy snake (as in the second step
of the proof of Proposition 4.2.2), and then Lemma 4.2.4, to get

(138) No( [ L3 () FOW;) exp(= (0, 0)) Lriws oo v )
= N ([ LS w0) POV exp(— 0,90 Lo 7100y B, (T = o)
=N ([ dzau@) Fov;)
0

x exp(—(ns, 9)) 1{7(W;)=oo} €Xp ( - /ps(dt) u(Ws(t))))'

Finally, we use Lemma 4.6.1 to write

e ([ 40 2) POV) Lrwsr ey e50(—10:0) 50 (— [ @y uw,0)))
=eo¢ / M, (dudv) 1, [1{a<r}u(£a)F(£r,0 <r<a)e” 9 exp(— / uldr) “(5T))]
= eI, [1(cryu(€a) F(&,0 < 7 < 0) / Mo (dudv) e exp(— [ u(ar)u(é,)]

= I, [1a<ru(a) F(&,0 < 7 < a)exp ( - /0 Cp(ul),o(r)dr) -

Formula (131) follows by combining this equality with (134), (136), (137) and (138).
Formula (132) is the special case g = 0 in (131). To prove the last assertion, let
¢(Wrp,du) be the law of the random measure

Blio,Hry)(r) dr + Y (vi — £:) 6,
i€l
where > 6(r; v;,¢,) is a Poisson point measure on R‘:’_ with intensity given by formula
(133). Then, for every a > 0, we can use (132) to compute

Ny (F(WTD(T)’O <r< a) 1{TD<°°}1{G<HTD} /C(WTD,d/,L) 6_(“’9))

~ I [t F6r0 < 7 < @u(en) exp (= [ ule)ar)

X exp ( — ,B/a drg(r) — /a dr/ﬂ(dv) /v dee=tuE) (1 — e_(”_e)g(r)))]
0 0 0
~ I [ P60 < 7 < @Jul6e) exp (= [ u(u(e) g ar)]

using (130) in the last equality.
Set N2 = N, (- | Tp < o0) to simplify notation. By comparing with (131), we see
that for any nonnegative measurable function g with support in [0, a], we have

N2fe 7o) | W, | = [ (W du) 9,
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a.s. on the set {Hr, > a}. This is enough to conclude that {(Wr,,du) is the
conditional distribution of pr, knowing Wr,, provided that we already know that
pr, ({HTp}) = 0 a.s. The latter fact however is a simple consequence of (106). This
completes the proof of the theorem. O

The case of Brownian motion. — Suppose that the spatial motion £ is d-
dimensional Brownian motion and that D is a domain in R?. Then, it is easy to see
that the function u(z) = No(Tp < o0), € D is of class C? and solves $Au = 9 (u).
In the context of superprocesses, this was observed by Dynkin [12]. We may argue
as follows. First note that the set of nonnegative solutions of %Au = ¢(u) in a do-
main is closed under pointwise convergence (for a probabilistic proof, reproduce the
arguments of the proof of Proposition 9 (iii) in [31]). Then let (D,) be a sequence
of bounded regular subdomains of D, such that D,, C Dp41 and D = lim 1 D,,. For
every n > 0, set

Un(2) = Ny (ZP» £0), un(z) = Ny(Tp, < 0), z€ D,.

From the properties of the exit measure, it is immediate to see that v, < u,. On the
other hand, by writing

Un(x) = /{ng T Nz(l - exp_)‘<ZDn7 1>))

we deduce from Proposition 4.5.1 and the stability of the set of nonnegative solutions
under pointwise convergence that vy is of class C? and solves 2Av, = ¢(vy) in D.
Since the function x — N (1 — exp —A(ZP~,1)) has boundary value A on 8D,
(Proposition 4.5.1), we also see that v, has boundary value +o00 on 8D,,.

Then, it follows from Lemma 4.5.3 and our assumption D,, C D, that v,(z) >
un+1(z) for x € D,. Since it is easy to see that u,(z) decreases to u(z) as n — oo,
for every x € D, we conclude from the inequalities un+1(z) < vn(z) < un(x) that
un(z) also converges to u(x) pointwise as n — oo. Hence u is a nonnegative solution
of 2Au = t(u) in D. The preceding argument gives more. Let v be any nonnegative
solution of %Av =9 (v) in D. Since vp|9p, = +00, the comparison principle (Lemma
V.7 in [31]) implies that v < v, in D,. By passing to the limit n — oo, we conclude
that v < u. Hence u is the maximal nonnegative solution of £ Au = ¥(u) in D.

Suppose that u(z) > 0 for some z € D. It is easy to see that this implies u(y) > 0
for every y € D (use a suitable Harnack principle or a probabilistic argument relying
on the fact that u(&;) exp(— fot {/;(u(ér))dr) is a martingale). By applying Itd’s formula
to log u(&:), we see that I1, a.s. on {t < 7},

t t
logu(&) = logu(a) + [ 2(&)- dér + 5 [ Alogu)(€)dr
0 0
1|Vu
i

“togute) + [ e dee+ [ (Bate) - 1% (o)

t
0
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We can then rewrite (132) in the form

Ny (1{To<oo}1{t<HTD}F(WTD (r),0< 7 < t))

t t
Vu 1 Vu |2
=11, [1{t<1—} exp (/ — (&) - d& — —/ i— (&) dr)F({r,O <r< t)]
0 u 2 0 u
An application of Girsanov’s theorem then shows that Wr, is distributed as the
solution of the stochastic differential equation

dl‘t = dBt + %(.’Et)dt

Top =%

(where B is a standard d-dimensional Brownian motion) which can be defined up to
its first hitting time of dD. See [29] for a discussion and another interpretation of
this distribution on paths in the case ¥ (u) = u®.

4.7. The reduced tree in an open set

We keep the notation and assumptions of the previous section. In particular, we
assume that W* has continuous sample paths with respect to the distance d*, D is an
open set in E, z € D, Tp = inf{s > 0: 7(W}) < oo} and u(z) = N, (Tp < 00) < oo.
To avoid trivialities, we assume that u(z) > 0, and we recall the notation N2 =
N;(- | Tp < 00). We will assume in addition that
(139) sup u(y) < oo

veK
for every compact subset K of D. This assumption holds in particular when £ is
Brownian motion in R?, under the condition (119) (use translation invariance and the
fact that u(0) < co when D is an open ball centered at the origin).

We also set:

Lp =sup{s > 0: 7(W}) < o0},
and

mp = inf  H,.
Tp<s<Lp

As a consequence of the first lemma below, we will see that mp < Hr,, ND a.s.

Our goal is to describe the genealogical structure of the paths Wy that exit D, up
to their first exit time from D, under the probability measure N2. To be more precise,
all paths W; such that 7(W7) < oo must coincide up to level mp. At level mp there
is a branching point with finitely many branches, each corresponding to an excursion
of H above level mp during which W hits D¢. In each such excursion, the paths W,
that hit D¢ will be the same up to a level (strictly greater than mp) at which there
is another branching point, and so on.

We will describe this genealogical structure in a recursive way. We will first derive
the law of the common part to the paths W, that do exit D. This common part
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is represented by a stopped path W in W, with lifetime CWOD = mp. Then we
will obtain the distribution of the “number of branches” at level mp, that is the
number of excursions of W above height mp that hit D¢. Finally, we will see that
conditionally on W, these excursions are independent and distributed according to
NW‘? (| Tp < o00). This completes our recursive description since we can apply to

each of these excursions the results obtained under NZ.
Before coming to the main result of this section, we state an important lemma.

Lemma 4.7.1. — The point Tp is not isolated in {s > 0: 7(Wy) < oo}, N; a.e. on
{TD < OO}

Proof. — We start with some preliminary observations. Let (u, w) € ©, be such that
pw({H(1)}) = 0 and w(t) € D for every t € [0, H()). As an application of Lemma
4.2.4, we have

P;,W[TD <oo]=1-exp —/ Ny () (Tp < 00) p(dt)
[0,H(u))

=1—exp— A),H(u)) u(w(t)) p(dt).

By the previous formula, the equality IP;,W{TD = 0] =1 can only hold if

(140) / u(w(t)) p(dt) = oco.
[0,H(p))

Conversely, condition (140) also implies that P}, ,,[Tp = 0] = 1. To see this, first note
that our assumption (139) guarantees that for every € > 0,

/' w(w(t)) u(d) < oo,
[0,H (u)—¢€]

and thus we have also under (140)

/ w(w(t)) pu(dt) = oo.
(H(pn)—e,H(u))

Then write p. for the restriction of u to [0, H(u) — €], and set
Se =inf{s > 0: (ps,1) = (e, 1)}

Lemma 4.2.4 again implies that

Piullo < S =1-exp— [ u(w(t)) pu(d) = 1.
(H(p)—e,H(p))
Since S: | 0 as ¢ | 0, P}, ,, a.s., we get that P}, ,[Tp = 0] = 1, which was the desired
result.

Let us prove the statement of the lemma. Thanks to the strong Markov property,
it is enough to prove that P* [Tp =0] =1, N; ae. on {Tp < oo}. Note that

T Wrp
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we have pr, ({Hr,}) =0 and W, (t) € D for every t < Hr,, N, a.e. on {Tp < oo}.
By the preceding observations, it is enough to prove that

(141) /[0 . u(Wrp (t)) prp (dt) = 00,  a.e. on {Tp < oo}.

To this end, set for every s > 0,
M, =Nz (Tp < oo | Fs).
The Markov property at time s shows that we have for every s > 0, N, a.e.,
M = 1irp <) + 1s<tp} P, w.[TD < 09

= l{TDSS} + 1{3<TD} (1 — €Xp — /U(Ws(t)) ps(dt))

Since the process (ps) is right-continuous for the variation distance on measures,
it is easy to verify that the process 1{,<r1,}(1 — exp— [u(W,(t)) ps(dt)) is right-
continuous. Because (M, s > 0) is a martingale with respect to the filtration (), a
standard result implies that this process also has left limits at every s > 0, N, a.e. In
particular the left limit at T

lim M,= _lim (1 —exp— /u(Ws(t)) ps(dt))

s1Tp,s<Tp s1Tp,s<Tp
exists N a.e. on {Tp < oo}. It is not hard to verify that this limit is equal to 1: If
D, ={y € D : dist(y,D°) >n"'} and T,, = Tp,, we have T, < Tp and T}, T Tp
on {Tp < oo}, and My, = Nz(Tp < oo | Fr,) converges to 1 as n — oo on the set
{Tp < oo} because Tp is measurable with respect to the o-field \/ Fr,.
Summarizing, we have proved that

(142) lim /u(Ws (t)) ps(dt) = +o0

s1Tp,s<Tp

N, a.e. on {Tp < oo}. Then, for every rational a > 0, consider on the event
{Tp < oo} N{Hr, > a}, the number o, defined as the left end of the excursion
interval of H above a that straddles Tp. As a consequence of the considerations in
subsection 4.2.2, the following two facts hold on {Tp < co} N {Hr, > a}:

Paa, 18 the restriction of pr,, to [0,a)
Wa, (t) = Wry(t) ,  for every t € [0, a).

Thus, we have also on the same event

/ (W, (£)) o, (d8) = / w(Wry () pry (d1).

[0,a)

Now on the event {Tp < 0o} we can pick a sequence (a,) of rationals strictly increas-
ing to Hr,. We observe that a(,,) also converges to Tp (if S is the increasing limit
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of aq,,), the snake property implies that /Ws = WTD € D¢ and so we have S > Tp,
whereas the other inequality is trivial). Therefore, using (142),

oo = lim U(Wa(an) (t)) Paian) (dt) = lim u(WTD (t)) PTp (dt)v

n—0o0 n—00 [O,an)
which yields (141). O

Lemma 4.7.1 implies that Tp < Lp, N2 a.s. Since we know that pr, ({Hrp}) =0,
N2 a.s., an application of the strong Markov property at time Tp shows that mp <
Hr,, NP a.s. We define WP as the stopped path which is the restriction of Wr, to
[0,mp]. Then we define the excursions of W above level mp in a way analogous to
subsection 4.2.2. If

Rp =sup{s<Tp:Hs=mp}, Sp=inf{s>Lp:Hs;=mp},

we let (aj,b;), j € J be the connected components of the open set (Rp,Sp) N
{s>0:H,>mp}. Foreachj € J, we can then define the process W) € C(R4, W)
by setting

Ws(j)(T) = Wa].+s(mD +7), CW§j) = Ha,~+s —mp if0<s<bj—a;

wi =wp if s=0o0rs>b;—aj
By a simple continuity argument, the set {j € J : Tp(W ) < oo} is finite a.s., and
we set

Np = Card{j € J : Tp(WY)) < oo}.

We write WP, WD:2 . WDPNp for the excursions W) such that Tp(W W) < oo,

listed in chronological order.
We are now ready to state our main result.

Theorem 4.7.2. — For every r > 0, set 6(r) = /() — 1(r). Then the law of WP is
characterized by the following formula, valid for any nonnegative measurable function
F on W*:

(143) Na:(l{TD<oo}F(WOD))

- /O L, [1{b<,.}u(§b) 8(u(&s)) exp ( - /0 ' w'(u(ﬁr))dr) Fl&,0< T < b)].

The conditional distribution of Np knowing WP is given by:
Y'(U) — (U, Q1 -1)U)
¢/(U) - 'W)(U’ 0) ’

where U = u(WOD ). Finally, conditionally on the pair (W, Np), the processes
wDbl wb2 WDNp gre independent and distributed according to NVDAV,J.
o

(144) N2 | WP =r 0<r<l,
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Proof. — Our first objective is to compute the conditional distribution of mp knowing
Wr,. To this end, we will apply the strong Markov property of the Lévy snake at
time Tp. We have for every b > 0

NPmp > b| prp, Wrp] = inf JHs > b).

PTD Wrp [O<

By Lemma 4.2.4, the latter expression is equal to the probability that in a Poisson
point measure with intensity

P15 (dh) Nwp (n) (dpdW)

there is no atom (h;, p*, W?) such that h; < b and Tp(W*) < co. We conclude that

NP [mp > b | pry, Wrp] = exp—/ prp (@) Nwz (n)(Tp < 00)

)

(145) — exp— /[ , P @) W Wiy ()

Recall that the conditional law of pr, knowing Wr, is given in Theorem 4.6.2. Using
this conditional distribution we see that

Nf[mp >b| Wr,] =exp (—,B/Ob dau(WTD(a))) [exp Z(v, — L) u(Wrp, (n))]

r: <b

where 3 0(r, v, .¢,) is a Poisson point measure with intensity (depending on Wr,,) given
by (133). By exponential formulas for Poisson measures, we have

E[exp =) (i — £)u(Wr, (Tz'))]

’I‘,’Sb
b
= exp—/ dr/ﬂ(dv)/dfe_eu(WTD(r))(l — e~ (v=uWrp (M),
0
By substituting this in the previous displayed formula, and using (130), we get

b ~
(146)  N2lmp >b| Wrg) =exp (= [ dr 6/ (W, (1)) = Bu(Wiy ()
0

Hence, if 6(r) = ¢'(r) — ¥(r) as in the statement of the theorem, the conditional law
of mp knowing Wr,, has density

b
Ltz (0 0(u(Way () exp (= [ 0u(Wa, (1) ar).
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It follows that
N (I{TD<°°} F(WOD))
= No (Lro<o0) F(Wrp (8),0 < t <mp))

~Ne (1zp<cer | 7 oW, () ex (- / oW, (7)) dr)

x F(Wr,(t),0 < t < b))

- /0 " 0N, (L <o) Lip< 1y 10(u(Wi (1)) exp (- / " 0u(Wa, (r)) )

x F(Wrp (t),0 <t < b))

o] b
= [ 1L [Lpenu@otue) el [ vue))an) Fle.0 < <],
0 0

using (132) in the last equality. This gives the first assertion of the theorem.

We now turn to the distribution of Np. We use again the strong Markov property at
time Tp and Lemma 4.2.4 to analyse the conditional distribution of the pair (mp, Np)
knowing (pr,, Wrp, ). Conditional on (o1, Wr,,), let > 0(n, pi,wi) be a Poisson point
measure with intensity

prp (ah) Ny, (n) (dpdW).
Set

m = inf{h; : Tp(W*) < oo},
M = Card{i : h; = m and Tp(W?) < oo}

Then Lemma 4.2.4 and the strong Markov property show that the pairs (m,1 + M)
and (mp, Np) have the same distribution conditional on (pr,, Wr,). Recall that the
conditional distribution of mp (or of m) is given by (145).

Now note that:

- If p7, ({m}) = 0, then M = 1 because the Poisson measure ) 0z, pi,wi) cannot
have two atoms at a level h such that pr, ({h}) = 0.
— Let b > 0 be such that pr,, ({b}) > 0. The event {m = b} occurs with probability

exp (= [ pro (dh) u(Wry (1)) (1= oo D20V 00,
[0,0)

Conditionally on this event, M is distributed as a Poisson variable with parameter
¢ = prp, ({b})u(Wr, (b)) and conditioned to be (strictly) positive, whose generating
function is

e—c(l—r) —e€

1—e¢
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Since the continuous part of the law of m has density
BuWa, ) exp (= [ pry(h) u( Wiy (1)
we get by combining the previous two cases that
(147) NP [f(mp)r™P | pry, Wi

Hrp,
= Br? / db £ (8) u(Wr, (b)) exp ( - /[ ,, P () (W ()

)

b 3 q0en (= [ om(mutv, ()

prp ({6)>0 ’
x (e-pTD({b})u(WTD<b))<1—r> _ e—pTD({b}w(WTD(b)))

We now need to integrate the right side of (147) with respect to the conditional law
of pr, knowing Wr,. We get

NZ[f(mp)r™® | Wr,] = Ay + 42

where
(148)

41 = proND | /OHTD db f(b) w(Wr, (8)) exp - /[0 , Pro (@ U, (1)) |wr, |

= pr? /0 P b 1) u(Wy (5) exp (- /[0 , 2o (1)) ),

by the calculation used in the proof of (146). We then compute As. To this end, let
N (dbdvdl) be (conditionally on Wry,) a Poisson point measure in R3 with intensity

Ljo,rr,,) (5) 10,0) (€)= VT (O)) dbr(dv)de.
From Theorem 4.6.2, we get
Ay =rNP [//\/’(dbdvdé) f(®) e B Jo daw(Wrp, (a))= [, <oy N (dadv'dl’) (v €' yu(Wrp, (a))
x (e=(@=DuWrp (B)(1-r) _ e—(v—e)u(WTD(b))) .WTD]-

From Lemma 3.1.5 and (once again) the calculation used in proving (146), we arrive
at

Ag=r /0 "0 b F(b) exp (- /[0 , 0¥, (a))) da)

x / (dv) / ”dge—mwTD(b))(e—(v—le—r)u(wTD(b))_e—(v—ou(wTD(b))),
0
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From (130), we have

/ (dv) / " 40 e—tu(Wrp (®) (e—(v—e)(l—r)u(wTD () _ o~ (v—0u(Wry, (b)))
0

=" (w(Wrp, (0)) = v (u(Wr, (0)), (1 — r)uw(Wry, (b)) — Bru(Wr, ()

By substituting this identity in the previous formula for A, and then adding the
formula for A;, we arrive at:

N7 [f(mp)r™P | Wry]
Hrp, b
= T/o db f(b) exp ( - /0 da (u(Wry, (a))))

x (¥ (W (8))) = ¥ (w(Wr, (1), (1 = )u(Wr, ()

uw(Wrp, (mp))) — v (wWrp (mp)), (1 — r)u(Wr, (mp))
V' (u(Wrp, (mp))) = vy (u(Wr, (mp)), 0)

In the last equality we used the conditional distribution of mp knowing Wr,, and
the fact that 6(u) = 1 (u) — ¥(u) = ¥ (u) — 7y (u,0).

Finally, if U = u(Wr, (mp)) = u(WOD ), we have obtained
Y'(U) — (U, (1 -r)U)

P (U) = 7(U,0) 7

= NP[f(mp)r L )‘WTD].

NE[Ne | W) = r

which is formula (144) of the theorem.

It remains to obtain the last assertion of the theorem. Here again, we will rely on
Lemma 4.2.4 and the strong Markov property at time Tp. We need to restate the
result of Lemma 4.2.4 in a slightly different form. Let (u, w) € ©, with u({H(u)}) =0
and w(t) € D for every t < H(p). Under P}, w, we write ¥; = (pt, 1), Ky = infr; Yy
and Iy = K; — (u,1). If (as,08:), ¢ € I are the excursion intervals of Y — K away
from 0, we introduce the “excursions” (p;, W*), i € I as defined before the statement
of Lemma 4.2.4. The starting height of excursion (p;, W?) is h; = Ha, = H(k_ Ta, 1)
The proof of Lemma 4.2.4 shows that the point measure

Z 6(—104,; 0%, W)

iel
is Poisson with intensity 1(g (,,1y](%)du Ny (g (k, u)) (dp dW) (this is slightly more precise
than the statement of Lemma 4.2.4).

We then write i1, i2, ... for the indices i € I such that Tp(W?*) < oo, ranked in such
a way that In, < I,,, <---. Our assumption (139) guarantees that this ordering is
possible, and we have clearly h;; < h;, < ---. By well-known properties of Poisson
measures, the processes Wi , W ... are independent conditionally on the sequence
hiy, hiy, - .., and the conditional distribution of W is Ng(hie)'

If we apply the previous considerations to the shifted process (o1, +s, Wrp+s; s = 0),
taking p = pr, and w = W, and relying on the strong Markov property at Tp, we
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can easily identify

mp = h1'1

Np =1 +sup{k >1: hik = hil}

WPAND = i whNo=1 =i wP2 = Wwinp-1,
By a preceding observation, we know that conditionally on (mp, Np), the processes
Wi, ..., WiNp-1 are independent and distributed according to NP

w(m D)’
Combining this with the strong Markov property at time Tp, we see that, condition-
ally on (Np, W), the processes WP:2 ... WD-Np are independent and distributed

according to N% o (recall that W(P = Wry(mp)). An argument similar to the end

0
of the proof of Theorem 3.2.1 (relying on independence properties of Poisson mea-

sures) also shows that, conditionally on (Np, WP), the vector (WP:2,... WP-Np) is
independent of WP, Furthermore, denote by WP the time-reversed processes
irD,t _ yiyD.t
W = Wiatwpiy—sy+:

The time-reversal property already used in the proof of Theorem 4.6.2 implies that

the vectors (WD ... , WDP:Np) and (WDP-Np ... WD:1) have the same conditional

distribution given (Np, W). Hence, the conditional distribution of WPl or equiv-

alently that of WP»1, is also equal to N% 5. This completes the proof of Theorem
o)

4.7.2. O

Remarks

(i) By considering the special case where the spatial motion &; is deterministic,
& =t,and E =Ry, 2 =0 and D = [0,T) for some fixed T > 0, we obtain an
alternative proof of formulas derived in Theorem 2.7.1. In particular, formula (86) is
a special case of (144). Similarly, (85) can be seen as a special case of (146).

(i) In the stable case ¥(u) = cu®, the variable Np is independent of W, and its
law is given by

ND[rNP] = (1 rzl - 11 + ar

Of course when « = 2, we have Np = 2.
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NOTATION INDEX

X Lévy process (Sect. 1.1.1)

P probability measure under which X starts from 0
9 Laplace functional of X (Sect. 1.1.1)

P(u) = au+ pu? + [ ) m(dr) (e7™ — 1+ ru)
POy =

— A
o(A) = T=IN

S = sup X
s<t

h =inf)Q
st

I} = inf X,
s<r<t

T, =inf{t >0: X, = —x}

N excursion measure of X — I (Sect. 1.1.2)

N* excursion measure of X — S (Sect. 1.1.2)

o duration of the excursion under N or under N*

L; local time of X — S at level 0

L=1(t) =inf{s > 0: Ly > t}

XD = Xrig— Xr

Aét) process time-reversed at t¢: X’S) =X¢ — Xg—s)—
H; height process (Sect. 1.2)

H(p) = sup(supp(p))

pt exploration process (Sect. 1.2)

M¢(Ry) set of all finite measures on R

kqop “killing operator” on measures (Sect. 1.2, Sect. 3.1)
[, V] concatenation of the measures 4 and v (Sect. 1.2)
p* exploration process started at p € M¢(Ry)

P# law of p#

M invariant measure of p (Sect. 1.2)

L% local times of the height process
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us(A) = N(1 — exp(—ALL))
v(t) = N(sup H, > t)
o)~ v )
¥la) -
’711)(0'» b) = a—b
1 dual of the exploration process (Sect. 3.1)
M invariant measure of (p,7n) (Sect. 3.1)
T set of all finite rooted ordered trees (Sect. 0.1)
ky(T) number of children of the vertex v in the tree 7
h, mark (lifetime) of v
O(e,t1,...,tp) tree associated with the function e and the times ¢1,...,%,

& Markov process in E (Sect. 4.1)
I1, law of £ started at x

W set of all E-valued killed paths
¢ = (w lifetime of the killed path w
w = w((w—)

ma(s,s) = inf h(r)

W = (ps, Ws) Lévy snake (Sect. 4.1)

P,,w law of the Lévy snake started at (u, w)

Qs transition kernels of the Lévy snake

N, excursion measure for the Lévy snake

P?, & law of the Lévy snake started at (u,w) and stopped at inf{s > 0: p; = 0}

@) = | " dLe §(W)

F(w) = inf{t > 0: w(t) ¢ D}

LD exit local time from D (Sect. 4.3)
ZP exit measure from D (Sect. 4.3)
W* set of all E-valued stopped paths
Tp =inf{s > 0: 7(W}) < oo}
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INDEX

approximation of local time
for the height process, 36
for the Lévy process, 21
conditioned Galton-Watson tree, 65
continuous-state branching process, 39
contour function, 2
contour process, 3
convergence of rescaled contour processes, 62
convergence of rescaled Galton-Watson pro-
cesses, 48
convergence of rescaled height processes
finite dimensional marginals, 49
functional convergence, 54
stable case, 56
duality property of exploration process, 10, 81
excursion measure
of Lévy process, 7, 19
of Lévy snake, 14, 105
exit local time, 115
exit measure, 117
exploration process, 6, 25
first-exit distribution, 127
Brownian case, 131
generalized Ray-Knight theorem, 40
height function, 2
height process
continuous, 6, 24
discrete, 3
Holder continuity, 43
path continuity, 42

invariant measure
for exploration process, 30
for exploration process and its dual, 80
for Lévy snake, 105
Lévy measure, 17
Lévy process, 17
Lévy snake, 13, 101
uniform continuity, 119
uniform continuity in Brownian case, 121
local time
at the maximum, 19
at the minimum, 19
of the height process, 34
partial differential equation, 121
reduced tree
convergence, 67
for a Galton-Watson tree, 67
spatial, 15, 132
snake property, 100
stable continuum tree, 12, 95
strong Markov property of Lévy snake, 102
superprocess, 106
time-reversal property, 84
tree
associated with Poissonnian marks, 87
coding by a function, 11
embedded in a function, 85
finite-dimensional marginals, 12, 95
Galton-Watson, 3
rooted ordered, 2



