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NILPOTENT ORBITS, ASSOCIATED CYCLES A N D 
WHITTAKER MODELS FOR HIGHEST WEIGHT 

REPRESENTATIONS 

Kyo Nishiyama, Hiroyuki Ochiai, Kenji Taniguchi, 
Hiroshi Yamashita, Shohei Kato 

Abstract. — Let G be a reductive Lie group of Hermitian type. We investigate 
irreducible (unitary) highest weight representations of G which are not necessarily in 
the holomorphic discrete series. The results of three articles of this volume include 
the determination of the associated cycles, the Bernstein degrees, and the generalized 
Whit taker models for such representations. We give a convenient description of K-
types by branching rules of representations of classical groups. An integral formula 
of the degrees of small nilpotent orbits is established for arbi trary Hermitian Lie 
algebras. The generalized Whit taker models for each unitary highest weight module 
are specified by means of the principal symbol of a gradient type differential operator, 
and also in relation to the multiplicity in the associated cycle. In the text, we also 
present some expository introductions of the key notions t reated in this volume, such 
as associated cycles, Howe correspondence for dual pairs where one member of the 
pair is compact, and the realization of highest weight representations on the kernels 
of the differential operators of gradient type. 

© Astérisque 273, SMF 2001 



iv 

Résumé (Orbites nilpotentes, cycles associés et modèles de Whittaker pour les représen
tations de plus haut poids) 

Soit G un groupe de Lie réductif de type hermitien. Nous étudions les représenta
tions irréductibles (unitaires) de G de plus haut poids, qui ne sont pas nécessairement 
dans la série discrète holomorphe. Les résultats obtenus dans les trois articles de ce 
volume comprennent la détermination des cycles associés, des degrés de Bernstein 
et des modèles de Whit taker généralisés de ces représentations. Nous donnons une 
description commode des i f - types par les règles de branchement des représentations 
des groupes classiques. Une formule intégrale pour les degrés des petites orbites nilpo
tentes est établie pour les algèbres de Lie hermitiennes quelconques. Les modèles de 
Whit taker généralisés pour chaque module unitaire de plus haut poids sont spécifiés 
au moyen du symbole principal d 'un opérateur différentiel de type gradient, et égale
ment en relation avec la multiplicité dans le cycle associé. Le texte comporte aussi des 
exposés introductifs concernant les principales notions considérées : cycles associés, 
correspondance de Howe dans le cas où la paire duale contient un membre compact 
et réalisation des représentations de plus haut poids dans les noyaux d 'opérateurs 
différentiels de type gradient. 
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INTRODUCTION TO THIS VOLUME 

1. A s s o c i a t e d cyc le 

Let G be a reductive group over E, and consider an irreducible admissible rep
resentation 7r of G. There are many kinds of invariants at tached to TT in order to 
study, even classify, such representations. Among these invariants, one of the most 
important ones is the global character 0 ^ of 7r. However, since the global character 
determines n completely, it is hard to compute 0 ^ explicitly. Besides it, there are 
several invariants which are easier to handle; such as the infinitesimal character A^, 
the Gelfand-Kirillov dimension Dim7r, the Bernstein degree Deg7r, minimal i f - types, 
etc., where i f is a maximal compact subgroup of G. These invariants are "coarse" in 
the sense tha t a single invariant cannot specify 7r by itself. However, they are strong 
enough when you use them together to analyze the properties of 7r. 

It is Vogan who was first aware of the importance of using the associated variety 
AV TT of 7r to study admissible representations of a real reductive group G ([18, 19]). 
Let 0R be the Lie algebra of G, and let U(g) be the universal enveloping algebra of the 
complexification g = g®> ® R C of 0R . The associated variety AV n is defined to be the 
support of graded 5(g)-module gr corresponding to the Harish-Chandra (U(g), K)-
module Xn of 7r, where grXn is defined through a good filtration of Xn compatible 
with the natural filtration of U(g), and S(g) = gr U(g) denotes the symmetric algebra 
of g (see [19] for precise definition). The associated variety is a kind of geometric 
counterpart of the purely algebraic notion of primitive ideals. It is not so hard to 
compute, but , as an invariant of 7r, it contains rich information on 7r. Later, Vogan 
refined the notion of associated variety to define the associated cycle. Let us see what 
is the associated cycle of 7r briefly (for precise definition, see [19], and also [NOT] in 
this volume). Before tha t , we need some notation. 

Fix a maximal compact subgroup K of G. The choice of K determines a complex
ified Car tan decomposition g = £ 0 p. We denote by Kc the complexification of if, 
which has the Lie algebra t. Let Af(p) be the nilpotent variety in p. By the adjoint 
representation, the group Kc acts on Af(p) with finitely many orbits. 



2 INTRODUCTION T O THIS VOLUME 

The associated variety of an irreducible admissible representation 7r is a union of 
the closure of eaui-dimensional nilpotent Ifr-orbi ts in to: 

AV* = 
i 

vx!!: 
Q1,1 

where {Oi}l

i=zl C M(p)/Kc is a family of i^c-orbits which generate the same nilpotent 
Gc-orbit O^ in g (Gc is a connected Lie group with Lie algebra g). Then, the 
associated cycle of 7r is a linear combination of the closure of Of. 

AC 7T — 

1=1 

.mi[Oi\, 

where rrii is a positive integer called the multiplicity of TT at Oi. Roughly speaking, 
the orbits Oi describe the "directions" in which TT spreads most rapidly (cf. [5]). The 
multiplicity mi gives the "rank" of [/(g)-module Xn localized at Oi. Take A G Oi and 
let ifc(A) be the fixed subgroup of Kc at A. Then Kc(X) acts on the space of multi
plicities, and therefore rrii can be interpreted as the dimension of the representation 
of ATc(A) (see [19, Definition 2.12]). 

The cycle AC n behaves very well as an invariant of TT. For example, the orbits Oi 
are equi-dimensional, and their complex dimension is equal to the Gelfand-Kirillov 
dimension Dim7r. Also the Bernstein degree is expressed as 

Deg 7T = 

i=l 
rrii deg Ou 

i 

where deg Oi denotes the degree of the nilpotent cone Ou and it should be understood 
as tha t of the corresponding projectivised variety in P(p) (cf. [NOT]; see [4, 6] for 
the definition of the degree of a projective variety). 

The authors of the first article in this volume, namely, Nishiyama, Ochiai and 
Taniguchi (abbreviated as N O T in the following), were interested in the computat ion 
of the Bernstein degree Deg TT. It seemed rather hard to compute Deg TT for a particular 
instance of TT. It is directly related to the associated cycle, but only few (non-trivial) 
examples were known at tha t t ime. 

Assume tha t G/K is an irreducible Hermitian symmetric space, and take an irre
ducible uni tary highest weight representation TT of G. As a representation of Kc, the 
space p decomposes into two irreducible components: 

p = p + 0 p . 

Then it is well known tha t AV n is the closure of a single ifc-orbit On C p + . Hence 
the associated cycle can be writ ten as 

AC n = m f f [Off] (mn e Z > 0 ) 

where is the multiplicity of TT at On. 
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In [NOT], NOT derive an explicit if-type formula of 7r via the method of reductive 
dual pairs in the stable range, where G is assumed to be classical. The asymptotics of 
the if-types implies a formula for Deg7r = mndeg07r. Further, the multiplicity mn 
is interpreted as the dimension of an irreducible finite dimensional representation a of 
a compact Lie group G' which forms a reductive dual pair (G,G') with G. The rep
resentation a naturally determines TT through the Weil (or oscillator) representation, 
and vice versa. The correspondence between a and n is called the theta correspon
dence (see below for the precise formulation which requires metaplectic covers). As 
a byproduct, NOT also get an integral formula of degC^, which can be calculated 
explicitly. 

For any real reductive group G, the author of the second article, Yamashita, has 
been interested in the embeddings of irreducible admissible representations 7r into 
a series of representations induced from certain nilpotent subgroups of G. Such an 
induced module is called a generalized Gelfand-Graev representation of G (cf. [9]). 
By construction, it is attached to each nilpotent G-orbit OR in the real Lie algebra 
9K through the Dynkin-Kostant theory. We say that 7r has a generalized Whittaker 
model of type OR if there exists an embedding of TT into the generalized Gelfand-Graev 
representation attached to OR. 

The existence of generalized Whittaker models (or such vectors) reflects some reg
ularity of the irreducible representation TT of G in question. For example, as is shown 
by Kostant (for quasi-split groups) and Matumoto (for any real reductive groups), 7r 
has the largest possible Gelfand-Kirillov dimension if and only if the algebraic dual 
of the Harish-Chandra module of n has nonzero Whittaker vectors attached to the 
principal nilpotent orbits (see [NOT, Th.2.4]). Further, Matumoto ([11], [12]) estab
lished some results of this nature on generalized Whittaker vectors in connection with 
the associated variety AV(Annu^Xn) of the primitive ideal Ann^(0)X7r, or the wave 
front set WF(7r) of 7r. For details, we refer to [Y, Introduction]. It is well-known that 
v4V(Annt/(0)X7r) is the closure of a single nilpotent orbit in g which contains AVn. 
The wave front set WF(7r) describes the singularity of the distribution character 
of 7r, and it is a union of some nilpotent G-orbit s in g^. By Rossmann [14], it is 
shown that WF(7r) coincides with the asymptotic support of TT introduced in [1]. Re
cently, Schmid and Vilonen proved that the wave front "cycle", which is a refinement 
of WF(7r), corresponds to the associated cycle via Kostant-Sekiguchi correspondence 
(tie]). 

Then, it is natural to ask whether the associated cycle characterizes the generalized 
Whittaker models of interest. At first glance, this problem may seem to be more diffi
cult to handle directly, since the associated cycle lives in AA(p), contrary to the above 
two invariants AV{kimu^X1];) and WF(7r) of TT. But, in [5], Gyoja and Yamashita 
found evidence for a strong relationship between the associated variety AVn and the 
embeddings in question. Moreover, for any unitary highest weight representation TT 

1. ASSOCIATED CYCLE 
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of the indefinite uni tary group G = U{p,q), Tagawa calculated in his master the

sis [17] the dimension of the space of generalized Whit taker models at tached to the 

Cayley transform of On, by using the realization of TT in the oscillator representation 

of reductive dual pair (G ,G ' ) with G' = U(m). It is equal to the dimension of the 

corresponding irreducible representation a of G', if the dual pair (G, G') is in the 

stable range, i.e., m ^ min(p, q). 

Concerning the irreducible admissible (unitary) highest weight representations TT 

in Hermitian symmetric case, Yamashita gives in [Y] some structure theorems for 

the space yn of all (g, i f )-homomorphisms from the Harish-Chandra module Xn into 

the generalized Gelfand-Graev representation T(0^). Here, On G Af(p)/Kc and 

£ Af(&R)/G are related by the Kostant-Sekiguchi correspondence, and the rep

resentation r(On) is a t tached to the nilpotent G-orbit O j . It is proved tha t , if the 

representation n is unitary, the associated cycle ACn completely characterizes the 

generalized Whit taker models of type O^. 

In 1998 and 1999, we, N O T and Yamashita, had several occasions to discuss what 

is going on, and we gradually had been understanding tha t some of our results are 

very close in terms of associated cycles. For example, it turns out tha t the dimension 

of the vector space yn and the multiplicity in the associated cycle of TT coincide 

each other; they are both equal to dimcr in the stable range case, where a is the 

irreducible representation of G' associated with 7r via the ta correspondence. 

Both methods have their own advantages. 

In [Y], it is shown tha t the space yn, which characterizes the generalized Whit taker 

models, carries a natural Kc(X)-action, where X e On, and Kc(X) denotes the fixed 

subgroup of X in Kc- As mentioned before, the multiplicity in the associated cycle 

is naturally interpreted as the dimension of a certain representation of Kc(X). An 

application of such interpretation is given in [Y] by showing tha t yn is contragredient 

to the Kc(X)-module at tached to 7r by Vogan [19]. Moreover, in view of the work 

[16] of Schmid and Vilonen, the result of [Y] naturally gives an interpretation of 

the multiplicity in the wave front cycle for unitary highest weight modules. In fact, 

Yamashita 's proof uses the Cayley transform (Kostant-Sekiguchi correspondence) es

sentially. It should be noticed tha t the work [Y] does not deal with the degree of the 

nilpotent orbit, which is the other important quanti ty in the associated cycle. 

On the other hand, in [NOT] , their computat ion also gives the degree deg itself 

for the representation TT in the stable range of reductive dual pairs by some definite 

integral. Although, the formula of deg On for such representations 7r is already known 

(Giambelli-Thom-Porteous formula, see [NOT]) , this seems to be a new proof which is 

purely representation theoretic. Also, we can read off the strong relationship between 

i f - type decomposition TT\K and if<c-module s tructure of the regular function ring 

C[OTT], which is predicted also by Vogan (cf. [20]). 
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2. MAIN RESULTS 5 

Later, Kato and Ochiai [KO] obtained a formula for the degree deg ON for irre
ducible unitary highest weight modules n of an arbitrary simple Lie group of Hermi-
tian type, including exceptional groups. Here, we can not use the theory of reductive 
dual pairs or classical invariant theory. Instead, we use the structure of root systems 
corresponding to the orbits. The same method is applicable for orbits of irreducible 
representations with multiplicity-free action. The results in [KO] cover all the irre
ducible multiplicity-free representation. As an application, we determine the explicit 
value of the Bernstein degree and the associated cycle of irreducible unitary high
est weight representations with scalar extreme if-type. This is a generalization of 
[NOT]. 

After discussing, we, all of five authors of these three articles, finally were led to 
an idea that we should publish our results in a unified volume, and here it is. 

2. Main results 

Up to now, we are concentrated only on the associated cycles. Although each 
article contains its own introduction, let us briefly take a look at the other aspects of 
the three articles. 

2.1. Description of the generalized Whittaker models via gradient type 
differential operators. — Let us first explain the results of [Y]. 

Let 7r be an irreducible admissible representation of G. We denote by 7r* the 
representation of G contragredient to 7r. Suppose that the Harish-Chandra module 
Xn* = (XnY of 7r* is realized as the if-finite kernel of a certain invariant differential 
operator V of gradient type acting on the G°°-sections of a G-homogeneous vector 
bundle over G/if. For example, discrete series representations or derived functor 
modules satisfy this assumption, if the infinitesimal character is sufficiently regular. 

The main object of the article is a description of generalized Whittaker models 
for each representation n with highest weight, by using the principal symbol of the 
differential operator V. 

To be more precise, let G be a connected simple Lie group of Hermitian type. 
As a representation, we take an irreducible admissible highest weight representation 
7r = 7T(T) with extreme if-type r G Irr(if). Note that 7r is not necessarily unitary for 
a while. We write L(r) = Xn(T) for the Harish-Chandra module of 7r. It is known 
that the dual lowest weight module L(r)* can be realized as the if-finite kernel of a 
G-invariant differential operator VT* of gradient type (this fact is due to Davidson, 
Enright and Stanke; see [Y, Section 2.3] for the definition of VT*). 

Take an arbitrary ifc-orbit O in p+. Let OR denote the nilpotent G-orbit in g®> 
attached to O by the Kostant-Sekiguchi correspondence. Then, a standard argument 
in the Dynkin-Kostant theory on the nilpotent orbit OR allows us to define a nilpo
tent Lie subalgebra n((9R) of g and its character r]((DR). An infinitesimally induced 
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6 INTRODUCTION T O THIS VOLUME 

representation 
r ( 0 R ) = I n d ? ( O R ) î ? ( ( 9 R ) 

is called a generalized Gelfand-Graev representation of G associated to OR. For each 
L(t) and each T(OR). we are concerned with the snace 

y(r,0) := H o m f l , K ( L ( T ) , r ( 0 R ) ) , 

which describes the generalized Whit taker models for L(r) of type OR. 
Let AV TT = ON C p + be the associated variety of 7r, and OR C Af(gu) the Cayley 

transform of On. 
The following theorem is a consequence of Theorems 4.7 and 4.9 in [Y]. 

Theorem A 
(1) The dimension of the vector space y(r, O) is given by 

d i m y ( r , 0 ) = 
' 0 

finite 0) 
0 0 

ifdimO > d i m O * , 
ifO = 0„, 
ifdimO < dimOn. 

(2) Let a(VT*) be the principal symbol of the differential operator VT* at the origin 
{see [Y, Section 3.3] for the precise definition). Then, the kernel of the linear map 
a(VT*)(X1 •) does not vanish if the element X lies in On. For such an X, there exists 
a canonical linear embedding of this kernel space into yn := y(r, On). 

This theorem tells us tha t the embeddings impose a strict restriction on the associ
ated variety (cf. [11]). Note tha t the ifc-orbits in p + are distinguished by their dimen
sion. In particular, we have O C AV N = ON if and only if dim (9 ^ Dim7r = dim ON. 

As for the unitary highest weight modules, we get the following neat description 
[Y, Theorem 4.8] of generalized Whit taker models. 

Theorem B. — Suppose that the representation TT = TT(T) of G is unitary. Then, the 
linear embedding of kera(DT*)(X, •) into yn given in Theorem A is surjective, where 
X G On- Moreover, the common dimension of these two spaces coincides with the 
multiplicity mn in the associated cycle, i.e., 

ACN - ( d i m ^ ) • [ a ] = ( d i m k e r < 7 ( P r * ) ( * , •)) • P^l 

This theorem tells us tha t the associated cycle gives some control even on the 
embeddings of 7r into some kind of representations. We note t ha t the kernel 
k e r < 7 ( D r * ) ( X , •) has a s tructure of i ^c (^ ) -modu le in a natura l way, where Kc(X) is 
the fixed subgroup of X in Kc as before. 

As an application of Theorem B, one can compute the multiplicity mn = d i m ^ 
explicitly, if 7r is the the ta lift of a finite dimensional representation of a compact group 
G'. To be more precise, assume tha t G is a classical group of type AIII, CI or DHL Let 
G' be a compact group dual to G in the sense of Howe's theory on reductive dual pairs 
in the large symplectic group Sp(2N,R). Let Mp(2N, R) be the metaplectic group 
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2. MAIN RESULTS 7 

which is the unique non-trivial double cover of Sp(2N, E). We denote by G, K and 
G' the inverse images of G, K and G' by the covering map Mp(2N, E) Sp(2N, E) 
respectively. Then, the Weil representation LJ of Mp(2N, E) restricted to the pair 
(G, G') decomposes into a direct sum of irreducible representations of G x G' without 
multiplicity: 

vcbb 
CT 

0(a) ê er, 

and the assignment a H-> 0(<J) gives a one-one correspondence between a set of (equiv
alence classes of) irreducible unitary representations of G' and a set of such represen
tations of G. Note that a is necessarily finite dimensional since G' is compact. The 
representation 0(a) of G is called the theta lift of a. It is well known that 0(a) is 
a unitary highest weight representation 7r = TT(T) for some r G Irr(i^) (see [10] and 
[3]). Although 0(a) is a genuine representation of the double covering G, after the 
twist by an appropriate character, or just taking the connected component, we also 
get almost all the unitary highest weight representations of G itself in this way. 

By using the above realization of the irreducible representation ix — 0(a) in cj, the 
i^c(X)-module kera(T>T*)(X, •), which is isomorphic to the space yn of all (g,K)-
homomorphisms from TT into T((9^), can be described through some algebraic and 
geometric techniques. See Theorems 5.14 and 5.15 (together with the isomorphism 
(4.15)) in [Y] for the precise statements. We deduce in particular the following 

Theorem C. — Assume that the pair (G,G') is in the stable range with G' the smaller 
member. Let n = 0(a) be the theta lift of an irreducible finite dimensional represen
tation a G Irr(G'). Then we have 

ACn = dima'[(D7r], 

where On does not depend on the individual TT = 0(a), but it depends only on the 
group G'. 

NOT proved the same statement in a completely different way. 

2.2. Asymptotics of K-types and the stable branching coefficients.— Now 
let us turn to [NOT], 

Let (G, G') be a reductive dual pair of type I which is irreducible. We consider the 
case where G' is a compact group. Then G is necessarily of Hermitian type. Namely, 
the pair is one of the following. 

(G,G') = 

(Sp(2n,R),0(m)^^ml), 

(U(p,q),U(m)g,;. 

(0*(2p),Sp(2m)gg. 

We further assume that the pair is in the stable range with G' the smaller member. 
For a G Irr(G'), there corresponds an irreducible unitary representation 0(a) G Irr(G) 
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8 INTRODUCTION T O THIS VOLUME 

called the theta lift of a. Note tha t 0(a) is possibly zero. We assume tha t 0(a) does 
not vanish in the following. If we twist a by a certain uni tary character x of G', then 
<7 = <j <g> x - 1 factors through to the representation of G'. We denote L(a) = 8(a ® \) 
for cr G Irr(G') (see [ N O T , §5] for more details). In this case, L(a) is an irreducible 
uni tary highest weight representation which is singular with few exceptions. 

In [NOT] , we first s tudy the i f - type decomposition L(a)\g via the branching 
coefficients of finite dimensional representations of classical groups. It has a nice if-
type formula. P u t TT = L(a). Let On be the open ifc-orbit of the associated variety 
of 7r = L(a) which actually depends only on G'. It is well known among experts 
tha t On is a geometric quotient of a vector space by a linear action of G'c. From 
the description, we can compute the regular function ring € [ (9^] explicitly. These 
considerations are more or less folklore in the representation theory. 

The first main result of [NOT] is an integral expression of the degree of nilpotent 
orbits. If a = \Q< is the trivial representation of G', then its t he ta lift TT = L(lc) 
has almost the same i f - type structure as C [ , 4 V F F ] . The difference between these 
two i f - type structures are only a small constant shift in the highest weights. This is 
essentially due to Davidson, Enright and Stanke [2]. The coincidence of i f - types imply 
tha t the multiplicity of the associated cycle AC n is one, and we have Deg TT = deg On. 
Thus the calculation of deg On reduces to tha t of the Bernstein degree of the the ta 
lift of the trivial representation. This is a purely representation theoretic problem. 

Theorem D. — For the Kc-orbit On in p + , there exist integers F , m, n and 1 ^ a ^ 4 
such that 

degOw = 1 
F 

(dim On)\ 
ml 

Xl-\ h Z m ^ l 
<,,;:!wnl x1 >>0 

(X{ X j ) 
a 

(x\ ' ' ' Xffi) dxjfi^ dx\ ' ' ' dxjfi^ 

where F , n , m , a are explicitly given in [ N O T , §7.6]. 

The above definite integral can be expressed explicitly in terms of G a m m a func
tions, and it gives Giambelli 's formula. 

The second result is a comparison theorem of i f - types of TT = L(a) and those of 
C[AV TT] for general a. If a is not the trivial representation, the description of i f - types 
L(a)\g. in terms of C[^4V n] requires the notion of stable branching coefficients^ which 
is first introduced by Sato [15]. Let (L,H) be a spherical pair of reductive algebraic 
groups. Let be the lattice semigroup consisting of the dominant integral weights 
for L. We denote by $ the integral weight lattice generated by $ + . P u t 

Ф + ( Я ) = О? e Ф + I (тп)н ф о}, 
where denotes an irreducible finite dimensional representation of L with highest 
weight r? G $ + and (rv)H is the subspace of ii"-invariants (or i7-spherical vectors). Let 
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$(H) be the sublattice in $ generated byxxcvbnn<<w;;:!ùù^<< Sato's observation is as follows. 
Take an irreducible finite dimensional representation a G Irr(iif) of H. Then the 
branching coefficient m(A,<r) (A G 3>+) defined by 

wx<,,;:nnb 

aelvv{H) 
ra(A,cr) a 

does not depend on a particular A, but only depends on the coset [A] GUajarweAt (<*> ) for 
sufficiently "large" A. We call the value m(A, a) for a sufficiently large A the stable 
branching coefficient and denote it as m ([A], a). 

Now let us take H — G'c and L as follows according as the pair (G, G'). 

(G,G') 

(Sp(2n,W),0(m))rr 

(U(p,q),U(m)r) 

(0*(2p),Sp(2m)r) 

(L,H) 

(GLm, Om) 

(GLm x GLm,GLm) 

(GI/2m,5p2m) 

nl 

n 

miyynO,(p.q) 

p 

Note that L is the complexification of a member of "seesaw" dual pairs. 
We do not assume that the pair (G,G') is in the stable range in the following 

theorem. 

Theorem E. — Fix I in the above table, and take a G Irr(G') = Irr(H). Then L(a)\^. 
is asymptotically a multiple of C[AV n] (n = L(a) = 0(a <8> x))- The multiplicity, 
denoted by m^, is given as follows. There are a sublattice A+ C $+ and a dimension 
function r([A]) on A*/$(i?) such that 

xxc,,;:!ww 

[ A ] € A + / * ( / f ) 
m([AU)r([A]). 

Moreover, coincides with the multiplicity of On in the associated cycle AC n. 

If the dual pair (G, G') is in the stable range, then m ^ I holds and the above A^ 
coincides with the whole In that case, we can use Sato's summation formula to 
deduce that — dimcr, which will imply Theorem C. 

2.3. Degree of nilpotent orbits. — We now explain the paper [KO]. 
Let G be a simple Lie group of Hermitian type, and consider X-invariant de

composition g = p~ 0 6 0 p+ as above. Then there are precisely r + 1 ifc-orbits 
Om (0 ^ m ^ r) in p+, where r is the real rank of g^. 

For three types of groups G in Section 2.2, the degree of the closure of the nilpotent 
orbit Om is given by Giambelli formula. In [NOT], the degree in this case is com
puted using the explicit ifc-structure of the regular function ring C[Om] and Weyl's 
dimension formula. The result is expressed by some definite integral over some sim
plex. The integral can be evaluated explicitly by using the gamma function associated 
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to the Hermitian symmetric cone. This gives an alternative, and possibly new, proof 
of Giambelli's formula. 

In [KO], we consider the degree of the closure of the nilpotent orbit Om for a 
simple Lie group of Hermitian type. It is significant that the representation of Kc on 
C[p+] is multiplicity-free. In general, let us consider an irreducible representation V 
of a complex reductive algebraic group K whose action on C[V] is multiplicity-free. 
We obtain the integral formula of the degree of the closure of an arbitrary K-orbit in 
V. 

Let A be the root system of K and define pK = \ J2aeA+ a-> ^ne han° sum °f a^ 
the positive roots. We may assume that there exists Z G Lie(K) which represents the 
degree operator for the polynomial ring C[V]. 

Theorem F. — Let Y be an irreducible closed K-stable subset ofV. Then there exist 
a set of dominant integral weights {y>i,..., (fm} and a subset Ay C A such that 

deg F = , 
(m + |A+|)! 

wxx,,aa,;;;!aa 
D ckGAJ 

fd;<<w:^^ùùùjaba!;;,// awwxr 

where the domain D of the integration is given by 

D = (x1..........xm)/....x1.......xm00vvmd!<<affl mzz k<<<11 

In the case of a simple Lie group of Hermitian type, the set of linear functions 
{(a5 Z^Iii xi(fi) I ol G Ay} can be described in terms of the restricted root systems. 
Then, we have a unified formula to express the degree of the orbits Om, which cov
ers the Giambelli formula in [NOT] as well as that for two exceptional groups of 
Hermitian type. We also apply this method to obtain the associated cycles and the 
Bernstein degrees of certain unitary highest weight representations of exceptional G, 
which are in the Wallach set. 
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Abstract — Let G be the metaplectic double cover of 5p(2n,R), U(p,q) or 0*(2p). 
we study the Bernstein degrees and the associated cycles of the irreducible unitary 
highest weight representations of G, by using the theta correspondence of dual pairs. 
The first part of this article is a summary of fundamental properties and known results 
of the Bernstein degrees and the associated cycles. Our first result is a comparison 
theorem between the K-module structures of the following two spaces; one is the 
theta lift of the trivial representation and the other is the ring of regular functions 
on its associated variety. Secondarily, we obtain the explicit values of the degrees 
of some small nilpotent if<c-ort)its by means of representation theory. The main 
result of this article is the determination of the associated cycles of singular unitary 
highest weight representations, which are the theta lifts of irreducible representations 
of certain compact groups. In the proofs of these results, the multiplicity free property 
of spherical subgroups and the stability of the branching coefficients play important 
roles. 

Résumé (Le degré de Bernstein et le cycle associé des modules de Harish-Chandra — le cas 
hermitien symétrique) 

Soit G le revêtement double métaplectique de 5p(2n,M), U(p,q) ou 0*(2p). Nous 
étudions les degrés de Bernstein et les cycles associés des représentations irréduc
tibles unitaires de G de plus haut poids, en utilisant la correspondance thêta par 
paires duales. La première partie de cet article est un résumé des propriétés fon
damentales et des résultats connus concernant les degrés de Bernstein et les cycles 
associés. Notre premier résultat est un théorème de comparaison entre les structures 
en tant que if-modules des deux espaces suivants : l'un est le relèvement thêta de 
la représentation évidente, l'autre est l'anneau des fonctions régulières sur la variété 
associée. Deuxièmement, nous obtenons de manière explicite les valeurs des degrés de 
quelques petites Kc-orbites nilpotentes au moyen de la théorie des représentations. 
Le résultat principal de cet article est la détermination des cyles associés aux repré
sentations singulières unitaires de plus haut poids, qui sont les relèvements thêta des 
représentations irréductibles de certains groupes compacts. Dans les démonstrations 
de ces résultats, la non-multiplicité des sous-groupes sphériques et la stabilité des 
coefficients de branchement jouent des rôles importants. 

2000 Mathematics Subject Classification. — Primary 22E46, 32M15, 14L30, 58J70. 
Key words and phrases. — Hermitian symmetric space, highest weight representation, nilpotent orbit, 
associated variety, associated cycle, multiplicity-free action, dual pair correspondence. 
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I n t r o d u c t i o n 

Let G be a semisimple (or more generally, reductive) Lie group. For an irreducible 
admissible representation n of G, there exist several important invariants such as irre
ducible characters, primitive ideals, associated varieties, asymptotic supports , Bern
stein degrees, Gelfand-Kirillov dimensions, etc. They are interrelated with each other, 
and intimately related to the geometry of coadjoint orbits. 

For example, at least if G is compact and 7r is finite dimensional, the character 
of 7r is the Fourier transform of an orbital integral on a semisimple coadjoint orbit 
([29]). This is also the case for a general semisimple G and fairly large family of 
the representations (see [41]). This int imate relation between coadjoint orbits and 
irreducible representations invokes the philosophy of so-called orbit method, which is 
exploited by pioneer works of Kirillov and Kostant , and is now being developed by 
many contributors. However, for a general semisimple Lie group G, it seems tha t the 
orbit method still requires much to do. In particular, we should understand some 
small representations corresponding to nilpotent coadjoint orbits, which are called 
unipotent 

On the other hand, by definition, most of invariants are directly related to nilpotent 
coadjoint orbits. In a sense, the corresponding nilpotent orbits represent the leading 
term of irreducible characters ([1], [44]). The invariants of large representations 
correspond to the largest nilpotent coadjoint orbit, namely, the principal nilpotent 
orbit. For large representations, the orbit method seems to behave considerably well. 
Therefore we are now interested in 'small ' representations whose invariants are related 
to smaller nilpotent coadjoint orbits. 

One extreme case is the case of finite dimensional representations. In this case, 
however, the corresponding orbit is zero, and there is not a so much interesting phe
nomenon. The next to the extreme case is the case of minimal representations, which 
corresponds to the minimal nilpotent orbit. The minimal nilpotent orbit is unique in 
the sense tha t it is the only orbit among non-zero nilpotent ones with the smallest 
possible dimension. These representations have a simple structure. For example, their 
K-type s t ructure is in a ladder form and is multiplicity free ([50]). Against its simple 
s tructure, though, systematic and thorough study of the minimal representations is 
still progressing now through the works of Kostant-Brylinski and many other mathe
maticians. If we tu rn our at tent ion to the small representations other than minimal 
ones, it seems tha t there is relatively less knowledge on them up to now. In this 
paper, we study small representations which are unitary lowest (or highest) weight 
representations of G. Such representations exist if and only if G/K enjoys a s tructure 
of Hermitian symmetric space, where K denotes a maximal compact subgroup of G. 

To be more specific, let us introduce notations. We assume tha t the symmetric 
space G/K is irreducible and Hermit ian. Moreover, we assume tha t G is classical 
other than 5 0 ( n , 2), i.e., G = 5p(2n, M), U(p, q) or 0*(2p). Let g 0 be the Lie algebra 
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of G and go = £o + Po the Cart an decomposition with respect to K. We denote 

the complexified decomposition by g = t + p. Since G/K is an irreducible Hermitian 

symmetric space, the induced adjoint representation of K on p breaks up into precisely 

two irreducible components p = p+ 0 p~. Note tha t , as a representation of K, p~ is 

contragredient to p + via the Killing form. We extend this representation of K to the 

representation of the complexification Kc of K holomorphically. 

Let L be an irreducible unitary lowest weight module of G. Then it is well-known 

tha t the associated variety of L, denoted by AV (L), is the closure of a single nilpo

tent i^c-orbit contained in p~ (we choose an appropriate positive system which is 

compatible with p + ) . 

Pu t r — M-rankG, the real rank of G. Then there exist exactly ( r + 1 ) nilpotent Kc-

orbits {(9o, Oi,..., Or} in p~. We choose an indexing of the orbits so tha t dim < 

dim Oi holds for 1 ^ i ^ r ; in particular, O 0 = {0} is the trivial one, and Or is the 

open dense orbit. Most of lowest weight representations L correspond to the largest 

orbit Or- For example, the associated variety of a holomorphic discrete series (or its 

limit) is Or — p~. The invariants of the holomorphic discrete series representations 

are completely understood (see [14], [43], [7]; also see §2.4 below). However, for 

each orbit Om (0 < m < r ) , there exists a relatively small family of lowest weight 

representations whose associated variety is indeed the closure of the orbit Om. Thanks 

to the theory of reductive dual pairs via the Weil representation of metaplectic groups, 

we have a complete knowledge of such a family of lowest weight representations (at 

least for classical groups listed above). 

Although we can define a specific 'small ' representations even for the largest orbit 

Or, we restrict ourselves to the case Om (m < r) in this introduction. Then there 

exists a compact group G2 corresponding to each m (cf. §3 , Table 2) such tha t 

(Gi,G2) forms a dual pair in a large symplectic group Sp(2N,R). Let Mp(2N,R) 

be the metaplectic double cover of Sp(2N,R). We denote by H C Mp(2N,R) the 

inverse image of a subgroup H C Sp(2N, R) of the covering map. 

The family of uni tary irreducible lowest weight representations of G whose as

sociated variety is Om is parametrized by Irr(G2), the set of the irreducible finite 

dimensional representations of G 2 . We denote the lowest weight representation of G 

corresponding to a € I r r (G 2 ) by L(a) (see §5 for precise description). Roughly, the 

correspondence a L(G) is the the ta lift after twisted by a certain unitary character 

of G2. 

Our first observation is the following. 

Theorem A. — Let 1G2 be the trivial representation of G2 and L(1G2) the unitary 

lowest weight representation of G corresponding to 1Q2 • The Bernstein degree of 

L(1G2) coincides with the degree of the closure of the nilpotent orbit Om (defined in 

the sense of algebraic geometry) ; 

D e g L ( l G 2 ) = d e g O ^ . 

We also get an explicit and computable formula for D e g L ( l o 2 ) -
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16 K. NISHIYAMA, H. OCHIAI & K. TANIGUCHI 

Note tha t the varieties Om are determinantal varieties of various type and an 
explicit formula of their degree is known as Giambelli-Thom-Porteous formula. Our 
representation theoretic proof of the formula seems new, and gives an alternative 
proof. 

To prove Theorem A, we construct a Kc-equivariant map ip : V Om, where V 
is a certain Kc x ( G 2 ) c - m o d u l e . This map induces an algebra isomorphism 

:C[Om] - ^ C [ V * ] ( G 2 ) C > 

which means tha t Om = V / / ( G 2 ) c - The map V is closely related to the dual pair 
( G , G 2 ) , and we call it unfolding of Om. By this, the proof of Theorem A reduces to 
a problem of classical invariant theory. 

The 'smallest ' unipotent representation at tached to the orbit Om should be realized 
on the section of a certain line bundle on Om called half-form bundle ([5], [6], [52]). 
We investigate such half-form bundles, and get an evidence of strong relationship 
between the space of global sections of the half-form bundles and L(a), where a is a 
special one-dimensional character of G2. 

Next, let us consider a general uni tary lowest weight module L(a) (a E I r r (G2) ) . 
We describe its I f - type decomposition and the Poincaré series in terms of certain 
branching coefficient of finite dimensional representations of general linear groups 
and G2 . Such descriptions are well-known among experts. However, references to 
them are scattered in many places, and sometimes their t rea tments are ad hoc. Since 
we need an explicit and unified picture for the i f - types of L(o~), we reproduce the 
decompositions in the sequel. 

Now our main theorem says 

Theorem B. — Let L(a) be an irreducible unitary lowest weight module of G corre
sponding to a e I r r (G2) . Then its Bernstein degree is given by 

Deg L(a) = dim a • deg Om. 

There is a notion of associated cycle which is a refinement of the notion of associated 
variety. Roughly speaking, it expresses associated variety with multiplicity. For a 
precise definition, see §§1.1 and 1.3. Then the following is an immediate corollary to 
Theorem B. 

Theorem C. — The associated cycle of L(a) is given by AC (L(a)) = d i m a • [Om]. 

The proof of Theorem B is based on the theory of multiplicity free action of alge
braic groups, which is a subject of § 8. The key ingredients of the proof are multiplic
ity free property of spherical subgroups and Sato's summation formula of the stable 
branching coefficients. 

Lastly, we would like to comment on several aspects of our results. 
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First, the Bernstein degree of an irreducible representation TT is closely related to 
the dimension of its "Whittaker vectors". In fact, for large representations, Matumoto 
proved that the Bernstein degree and the dimension of algebraic Whittaker vectors co
incide ([36]). For 'small' representations, we cannot hope the same story, because they 
do not have any Whittaker vector in a naive sense. However, for complex semisimple 
Lie groups, Matumoto observed that the finite-dimensionality and non-vanishing of 
the space of certain degenerate Whittaker vectors determines the wave front set of TT 
([34], [35]). Recently, Yamashita has found a strong relation between the multiplicity 
of associated cycles and the dimension of generalized Whittaker vectors in the case 
of unitary highest weight module ([54]). 

Second, let us consider the (twisted) theta correspondence (or Howe correspon
dence, dual pair correspondence, ...) between L(a) G Irr(G) and a G Irr(G2). Since 
G2 is compact and a is finite dimensional, its associated cycle is simply given by 
AC (a) = dim a • [{0}]. Recall AC (L(a)) = dimcr • [O^] from Theorem C. These 
formulas strongly indicate the following; there should be a correspondence between 
nilpotent orbits of the dual pairs, and it induces certain relation between associated 
cycles of representations in theta correspondence. An optimistic reflection suggests 
that, if L(a) is a theta lift of cr, then their associated varieties are related as 

AC (L(a)) = mi[Oi) <—• AC (<r) = 
i 

wxxcv:: 

with the same multiplicity, where Oi «-> 0\ indicates the orbit correspondence. How
ever we do not have an intuitive evidence of such a kind of correspondence other than 
the cases treated here. 

Third, Theorem A (or if-type decompositions) suggests that we should "quantize" 
the orbit Om to get an irreducible unitary representation L(1G2), which certainly 
should be a unipotent representation. For this, it will be helpful to try the similar 
method exploited by Kostant-Brylinski in the case of the minimal orbit. However, 
this will require much more than what we have presented in this note. 

Now let us explain each section briefly. 
In § 1, we define the associated cycles and other important invariants of represen

tations in a general setting. After that, we collect their basic properties which will 
be needed later. In particular, in Lemma 1.1 and Theorem 1.4, we clarify the rela
tionship between the associated cycles and the Bernstein degree (or the degree of the 
projectivised nilpotent cone); also, we recall the fact that the associated variety is the 
projection of the characteristic variety under the moment map (Lemma 1.6). 

In §2, we briefly summarize known facts and examples of associated cycles of 
various types of representations. To see what is going on in this paper, §§ 1.3 and 2.4 
will be extremely useful. 

In §3, we review the properties of a reductive dual pair which we will need later. 
After an explicit description of the Fock realization of the Weil representation in 
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§4, §5 is devoted to giving the complete description of the unitary lowest weight 
representations of G via theta correspondence. 

In §6, we give a formula of K-type decomposition of the unitary lowest weight 
representations, using the branching coefficient of finite dimensional representations 
of compact groups. These formulas are well-known among experts, however, we need 
full detailed formulas in the following sections. 

In § 7, we study the geometry of nilpotent orbits in the case of Hermitian symmetric 
pair. Take a Kc-orbit Om in p~ and the unfolding i\) : V —> Om as above. We use 
ip to study the ring of regular functions C[(9m] on Om, and clarify its ifc-module 
structure. This leads us an identification of deg Om and the Bernstein degree of one 
of the smallest unitary lowest weight module attached to Om. As a result, Theorem 
A is proved. We also study the global sections of the half-form bundle over Om in 
the tame cases. 

In § 8, we study a general theory of multiplicity free actions of a pair of reductive 
algebraic groups. We define the notions of degree and dimension of the space of 
covariants. The main result in this section is the formula of the degree and the 
dimension of covariants (Theorem 8.6). 

In § 9, we treat general unitary lowest weight representations of G, which are sin
gular. By the results of § 8, we prove Theorems B and C in this section. 

We thank M. Duflo, M. Vergne, J. Faraut, D. Vogan, J. Adams and H. Yamashita 
for useful discussions. The first author is grateful to Université Paris VII for the kind 
hospitality during his stay in 1998. The preliminary note of this paper was prepared 
at that time. 

Notation. — We denote the field of real (respectively, complex, quaternionic) num
bers by R (respectively, C, H). If K is one of these fields, we use the following notation 
for subsets of matrices: 

M(n, m, K) the set of all n x m matrices, 
Sym (n, K) the set of all symmetric matrices of size n, 
Alt (n, K) the set of all alternating matrices of size n. 

These subsets are abbreviated as Mn,m,Symn, Alt n respectively, if there is no con
fusion on the base fields. For K = C or H, we also denote by skew-Her (n, K) the 
set of all skew Hermitian matrices of size n. If T\ is an irreducible finite dimensional 
representation of GL(ra,C) (or U(m)) with highest weight À, we often write it as 
r}m\ denoting the rank m of the group explicitly by the superscript. 

1. Invariants of representations 

1.1. A review on the commutative ring theory. — First of all, we review 
well-known results in the commutative ring theory, which we need in the subsequent 
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sections. For more details of what are discussed here, we refer the readers to textbooks 
on the commutative ring theory, for example, [10], [21], [33]. 

Let V be an n-dimensional vector space over the field C and let A := C[V] be the 
ring of polynomials on V. For a finitely generated ^-module M, the support SuppM 
of M is defined to be the set of prime ideals p with M p ^ 0. Since M is finitely 
generated, Supp M coincides with the Zariski closure of Ann M := {a G A \ aM = 0}, 
which is denoted by V (M). We often identify V (M) with the affine variety 

V (M) fi m-Spec A = {x G V \ p(x) =0 (Vp G Ann M)}. 

Let An be the set of homogeneous polynomials of degree n. By the natural grading 
A - e £ L 0 A n , A is a graded C-algebra. Let M = e £ L 0 M n be a finitely generated 
graded A-module. As usual, we denote the Poincaré series by P(M;t). It is well-
known that there exists a unique polynomial Q(t) and a non-negative integer d such 
that 

(l.i) P(M;t) = 
oo 

n=0 
(dim Mn)t

n = Q(t) 
xxcvyy^^ 

Q ( 1 ) ^ 0 . 

It turns out that Q(l) is a positive integer. By the expression (1.1), we know that 
dim Mn is a polynomial in n for sufficiently large n, and it is written as 

dim Mn ~ 
cxv 

(d-i)\ 
n (d-1) (lower order terms of n). 

Note that the integer d is the dimension of V(M). The integer Q(l) is called the 
multiplicity of M, and we denote it by m(M). 

A prime ideal G Spec A is called an associated prime of M if ^3 is an annihilator 
of some non-zero element of M. The set of associated primes is denoted by AssM. 
It is easy to see that AssM C SuppM. The set of minimal elements of AssM and 
that of SuppM coincide, and they form a finite set. Let {^Pi,... ,^J r } be the set of 
minimal primes in Supp M, and let V (M) = U[ = 1 Ct be the corresponding irreducible 
decomposition of the variety V (M). 

Choose O 1 G Ass M. Then there exists a submodule M 1 C M such that M 1 ~ 
A/Q1. By induction, there exists a finite sequence 0 = M° C M 1 C • • • C Ml = M 
such that Mk/Mk-X ~ A/Qk for some Qk G Spec A (k = 1,2,. . . , /) . It is not hard 
to check that the integer 

mult^(M) := I Ùk = Iß: minimal prime 

is independent of the choice of the sequence {Mk}k- This integer is called the mul
tiplicity of M at ^J. Note that mult«p(M) is reinterpreted as the length of Artinian 
A<p-module M<p. By the correspondence of minimal G AssM and the irreducible 
component C of V(M), we also denote the multiplicity by multc(M). 
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As a refinement of SuppM, we consider the formal linear combination of the 
minimal primes ^ (or irreducible components Ci) with coefficients m u l t ^ M ) = 
mutter (M), 

SuppM := 
n 

multv< (Af) №i] = 
i 

multe,(M) [Cd. 

More generally, let T be a coherent Ox-module on an algebraic variety X. We 
can refine SuppJF analogously. For any irreducible component C of the support 
of JF, the rank of the module T at a generic point of C is a well-defined positive 
integer m\x\tc{T). This is called the multiplicity of C in the support of T. Then 
we consider the formal linear combination of the components C of Supp(JF) with 
coefficients multc(^"), 

Supp(jr) = 
c 

multe (J7) [C]. 

The multiplicity of M can be obtained from Supp M. Let degC be the degree of 
the variety C, i.e. degC = m(A/%i) (see, e.g., [16]). Since the Poincaré series is 
additive, m(M) is the sum of m(Mk/Mk'1ys with dim V (Mk/Mk~1) = dim V (M). 
By the definition of the sequence {Mk}k and the multiplicity mult<p(M), we have 

Lemma 1.1. — m(M) = 

dim Ci=dim V (M) 

multe-(M) deg Ci. 

Remark 1.2. — The notion of degree is usually defined for projective varieties. In 
our case, we can projectivise V (M) and its irreducible components since Ann M is 
graded. Then deg d should be interpreted as the degree of the projectivised variety. 

1.2. Invariants of [/(g)-modules. — In this subsection, we introduce invariants 
of representations of Lie algebras after [49], [51]. These invariants are main objects 
of this paper. 

Let g be a finite dimensional complex Lie algebra and let U (g) be its universal 
enveloping algebra. We denote by Un(g) the finite dimensional subspace of U(g), 
spanned by products of at most n-elements of q. Then {Un(g)}^L0 is a filtration of 
C/(0), called the standard filtration. By the Poincaré-Birkhoff-Witt (PBW) theorem, 
the associated graded algebra grJ7(g) = 0^Lo^n(0)/C^n-i(0) is isomorphic to the 
symmetric algebra S(g). 

Let V be a [/(g)-module. A chain 0 = V-i C V0 C V\ C • • • C V, where the Vn's 
are subspaces of V, is called a filtration of V if it satisfies the following conditions: 

00 

n=0 
vn = v, Un(0)Vm C Vn+m, dimVn < 00. 

By the second condition, the graded object 

grV = 
00 

n=0 
gr n V 1 gvnV := Vn/Vn-i 
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has the structure of a graded S(g)-module. A filtration is called good if it also satisfies 

(1.2) Un(B)Vm = Vn+m (for all m sufficiently large, all n ^ 0). 

In this case, V is a finitely generated U(g)-module and gr V is a finitely generated 
S(g)-module. Conversely, if V is finitely generated, we can construct a good filtration 
by choosing a finite dimensional generating subspace Vb and by putting Vn = Un(g)Vo. 

Regarding the symmetric algebra A — S(g) as the polynomial ring on the dual 
space g*, we define several invariants of V using those defined via commutative ring 
theory. 

Definition 1.3. — For a finitely generated [/(g)-module V, we define the associated 
variety AV(V), the associated cycle AC (V), the Gelfand-Kirillov dimension DimV, 
and the Bernstein degree Deg V by 

AV(V) = V(grV), 

DimF = dim.4V(F), 

AC(V) = $um(gvV), 

DegF = m(grF) 

respectively. They are independent of the choice of good filtrations of V, and therefore 
well-defined for V. 

For an exact sequence 

0 -> Vi V2 -> V3 -> 0 

of finitely generated f/(g)-modules, we have DimV2 = max{Dim Vi, Dim V3}, and 

(1.3) AV (V2) = AV (Vi) U AV (y3). 

Note that the associated cycle is not additive in general, i.e., AC (V2) ^ AC (Vi) H-
AC{V3). If we write 

cd(V) = 
DezV if^ = DimF, 

0 if d > Dim V, 

then the Bernstein degree becomes additive in the sense that 

Deg V2 = CDim V2 (V2) = CDim V2 (^1 ) + CDim V2 (^3). 

The right hand side is equal to Deg V\ + Deg V3 if Dim V\ — Dim V3. 

1.3. The structure of invariants of Harish-Chandra modules. — The asso
ciated variety of a module (with some assumption, of course) over a reductive Lie 
algebra g is contained in the nilpotent cone in g*. Moreover, if it is a Harish-Chandra 
(g, if )-module, the associated variety has a ifc-orbit structure. In this subsection, we 
shall review these well-known results. 

Let G be a connected reductive group over E and go its Lie algebra. Take a maximal 
compact subgroup K c G and let Kc be its complexification. Denote by go = 
£0 +po a Cartan decomposition associated to K and by g = t + p its complexification. 
For a Harish-Chandra (g,X)-module H, we choose a finite dimensional if-invariant 
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generating subspace Ho and define a filtration by Tin = Un(g)7io. Then the graded 
object gr% has compatible S(g)- and Kc-actions. 

By the compatibility of g- and ii^-actions, AV (%) is invariant under the action of 
Kc and t acts on grW trivially. It follows that AV {%) is a i^-mvariant subvariety 
in {g/ty ~ p. 

Fix a connected algebraic group Gc with Lie algebra g. The algebra U(g)Gc of 
Ad (Gc)-invariants in U(g) is isomorphic to the center Z(g) of U(g), since Gc is con
nected. Filter the algebra U(g)Gc by the standard filtration of U(g), then grU(g)Gc 
is isomorphic to S(g)Gc, the algebra of Ad (Gc)-invariants in S(g). Since any irre
ducible {7(0)-module is annihilated by a maximal ideal in U(g)Gc, any [/(g)-module 
of finite length is annihilated by the product of a finite number of maximal ideals in 
U(g)Gc. Such a product is of finite codimension in U(g)Gc. Therefore, the radical of 
the graded object of this product is the ideal 5+(g)G(C, the set of invariant polynomials 
without constant term. This argument implies that the associated variety AV (H) is 
contained in the zero set V(S+(g)Gc) of S+(g)Gc. Note that V(S+(g)Gc) coincides 
with the set J\f* of nilpotent elements in g*, since Gc is connected. 

Consequently, AV (H) is a union of Zfc-orbits in ftf* fi (g/t)* ~ Afp, the set of 
nilpotent elements in p. By a theorem of Kostant-Rallis, Afp is a finite union of Kc-
orbits. Summarizing the above discussion and the results of many contributors, we 
have the following well-known theorem. 

Theorem 1.4. — IfH is a Harish-Chandra (g,K)-module, then the associated variety 
AV (H) is a finite union of nilpotent Kc-orbits in p. Moreover, if H is irreducible, 
we have the following. 
(1) There exist nilpotent Kc-orbits {d} C Mp with dimension equal to DimW such 
that 

(1.4) AV(H) = 
i=l 

I 
Ci. 

(2) Denote the associated cycle as AC (H) = ^ ^ [ G j ] . Then the Bernstein degree 
is given by 

(1.5) Degft = 
1 

cx:1 
mi deg Ci. 

(3) Let I = 1% C U(g) be the associated primitive ideal. Then AV (U(g)/1) is the 
closure of a single nilpotent Gc-orbit Cu, o,nd for any i, the Gc-orbit through Ci 
coincides with Cu. In fact, Cu H p decomposes into a finite union of equidimensional 
nilpotent Kc-orbits, and {Ci} is a subset of its irreducible components: 

(i.6) CHr\pDCi,...,Q. 
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Remark 1.5. — Take A £ Ci and denote by Kc(X) the isotropy subgroup of Kc at A. 

The multiplicity ra* in (2) can be interpreted as the dimension of a certain represen

tat ion of i^c(A). For this, we refer to [51, Definition 2.12]. 

1.4. Invariants of £>x -modules . — The relation between the associated varieties 

(associated cycles) and the characteristic varieties (characteristic cycles) is discussed 

in [3]. First , we recall the definition of the characteristic varieties and the charac

teristic cycles, which is analogous to tha t of the associated variety and its cycle for 

^-module given in § 1.2. 

Let X be a smooth algebraic variety over an algebraically closed field C. We denote 

by T>x the sheaf of (algebraic) differential operators on X. On T>x, we have a natural 

increasing filtration by the Ox-submodules T>x(n), the subsheaf of all differential 

operators of order ^ n; 

0 = Vx(-1) C Vx(0) = OxC Vx(l) C - c D i . 

The associated graded sheaf 

xv::-aafgkl 
oo 

n=0 
g*rJ>X, gvnVx =Vx(n)/Vx(n-l) 

is naturally identified with the direct image sheaf TT*(OT*X), where n : T*X -> X is 

the cotangent bundle of X , and OT*X is the structure sheaf of T*X. 

Let M be a coherent T>x-module. Then there is a good filtration 

0 = M-i C Mo C Mi C • • • C M. 
The corresponding graded module is defined by 

gr M = 
n=0 

)grnM grnM = Mn/Mn-i. 

Then grM is coherent over 7T*((9T*X ) - The support of gr .M as a module on T*X, 

more precisely, the support of OT*X ®grT>x g r - ^ > i s called the characteristic variety 

of M. This is a closed conic algebraic subvariety of the cotangent bundle T*X, which 

is usually denoted by 

Ch(M) = S u p p ( g r M ) . 

The variety does not depend on the choice of a good filtration. As a refinement of 

Ch(wM), w e define the characteristic cycle of a coherent T>x-module M by 

CUM) = Supp(grA4). 

The characteristic cycle is also independent of the choice of a good filtration. 

From now on in this subsection, let G be a reductive algebraic group over C and 

let X be the set of Borel subgroups of G. Then it is known tha t X is a complete 

G-homogeneous variety, and the Lie algebra g of G acts on X by vector fields on X. 

This gives a Lie algebra homomorphism 

9 -»• D(X), 
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where D(X) = T(X,Vx) denotes the set of all global sections of the sheaf Vx on X. 
This map extends to an algebra homomorphism 

rl> : mU(g) -> D(X), 

which is known to be surjective. With the natural filtrations, gr U(g) is canonically 
isomorphic to the symmetric algebra 5(g), while gr D(X) to the set of global sections 
C[T*X] of (algebraic) holomorphic functions on the cotangent bundle T*X. Since 
the map V> is compatible with the natural filtrations, we have the associated graded 
ring homomorphism 

<f> = grrP:S(g)^C[T*X]. 

The map <j> gives rise to the moment map 

H : T*X -> g*, 

where g* is the dual vector space of g. It is known that the image of fi is normal and 
that the map ¡1 is birational onto its image. The moment map is the key to give a 
relation between the characteristic variety and the associated variety. 

Let M be a coherent Vx-module. Then the set of all global sections M — T(X, M) 
is a module over D(X) — T(X,Vx)> Using the algebra homomorphism ifr, a D(X)-
module is considered as a g-module. Then M is a finitely generated g-module with 
the trivial central character. Conversely, any finitely generated g-module M with the 
trivial central character can be obtained in this manner from a coherent Vx -module 
M. Indeed, M is obtained by, so called, the localization such as M = Vx ®u(g) M 
using the homomorphism ip. 

Lemma 1.6. — Let M be a coherent Vx-module. Consider M = T(X, M) as a g-
module. 
(1) The associated variety of M is the image of the characteristic variety of M under 
the moment map: 

AV (M)= fi(Ch(M)). 

(2) Suppose, moreover, that M has a good filtration {Mj}j such that H1(X,Mj) = 
0. We denote the direct image under the moment map of the Or*x -module grM by 
pL*(grM), which is a coherent O^*-module. Then the associated cycle is described by 
the cycle of this module 

^ C ( M ) = Su£B(/i.(grA<)), 

where the definition of the cycle of Og* -module is given in § 1.1. 

More general statement would be found in Theorem 1.9 and Remark to Lemma 1.6 
in [3]. The condition of the vanishing of the first cohomology appearing in (2) of the 
lemma holds for sufficiently regular infinitesimal characters, due to a result of Serre. 
See Appendix A of [3], for details. 
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2. Known results and examples 

In this section, we summarize known results and examples of the invariants defined 
in § 1. Some of them are immediately obtained from the definition, others are non-
trivial. 

2.1. Finite dimensional representation. — For a finite dimensional representa
tion V of a complex Lie algebra g, we may take Vq = V and consequently VN = V for 
all n ^ 0. Then the Poincaré series is a constant d imF, and we have 

Dim V = 0 and Deg V = dim V. 

From this, we conclude that the associated variety of V is {0}, and the associated 
cycle equals AC (V) = (dim V) • [{0}]. 

2.2. Generalized Verma module. — Let q = I + u be the Levi decomposition 
of a parabolic subalgebra q of a complex reductive Lie algebra g, where \ is a Levi 
subalgebra and u is the nilpotent radical of q. Denote by u the opposite nilpotent 
Lie algebra to u. Take an irreducible finite dimensional representation T\ of i with 
the highest weight A and extend it to a representation of q trivially. The generalized 
Verma module M(A) is defined by M(A) := U(g) <S>u(q) T\-

Proposition 2.1. — The invariants for the generalized Verma module M (A) are 

(2.1) DimM(A) = dimu = dimû, DegM(A) = dimr^, 

(2.2) AV(M(X)) = û and AC(M(X)) = (dimrA)[û]. 

Here, we identified g* with g by the Killing form. 

Proof. — By the PBW theorem, M(A) = U(u) ® c n as a vector space and M(A) n := 
Un(\x) 0 c i~\ (n = 0 ,1 ,2 , . . . ) defines a good filtration of M(A). We denote the asso
ciated graded module by grM(A). Since 

dimgr n M(A) = (dim TA) X 
( n + dim u — 1 ^ 

dim u — 1 

we immediately conclude that DimM(A) = dimu and DegM(A) = dimr*. 
Next, we shall calculate AC (M(A)). Since q is contained in Ann S ( g ) grM(A) and 

the intersection 5(u)nAnn 5 ( f l ) grM(A) is {0}, Ann 5 ( 0 ) grM(A) coincides with S(g)q. 
Then 

^V(M(A)) = {a:€fl*|(a:,q) = { 0 } } ~ u . 

Moreover, since u 2̂  C*imu is irreducible and its degree is one, the multiplicity is 
dimTA by Lemma 1.1. • 
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2.3. Lowest weight module. — We use the same notation as in the previous 
subsection. 

Let V be a q-lowest weight [/(g)-module, i.e. there exists an irreducible finite 
dimensional l-submodule Vo in V such that u acts trivially on it and V is generated 
by it. Let A be the highest weight of Vo. By the universality of the generalized Verma 
module, there exists a unique surjective U(g)-homomorphism 

$ : MIX) -» V. 

By this homomorphism, a good filtration on V is induced from that of M(A). By 
(1.3) and (2.2), we have 

(2.3) AV(V) c u . 

2.4. Hermitian symmetric case. — Let (G, K) be an irreducible Hermitian sym
metric pair. We use the notation in §1.3. The adjoint representation of K on p 
decomposes into two irreducible components p±. Since q := £ + p~~ is a maximal 
parabolic subalgebra of g, we can apply the results in §§1.3 and 2.2 for a q-lowest 
weight module. By (2.3) and Theorem 1.4, the associated variety of a q-lowest weight 
(g, If )-module is a finite union of Kc-orbits in p~. 

In particular, since the (g, K)-module of the holomorphic discrete series is a gen
eralized Verma module, the invariants for it are given by (2.1) and (2.2), where T\ is 
the minimal If-type and u = p~. Namely we have 

Proposition 2.2. — Let TT\ be a holomorphic discrete series representation of G with 
the minimal K-type T\. Then invariants of TT\ are given as 

(2.4) Dim 7T\ = dim p = 1 
2 

dim G/K, D e g T T A = dimrA, 

(2.5) AV(7T\) = p and AC(nx) = (dimrA)[p-]. 

Let us consider the Poincaré series of a q-lowest weight module V. Let Z be the 
center of K and let 30 be its Lie algebra. Under our setting, every element of Z acts 
on p± by a non-trivial scalar and it acts on the minimal if-type of V also by a scalar. 

Choose a base H of 30 and denote by a the scalar ad (H)\p+. Let h(s) := exp sH e 
K. The action of h(s) on V gives the Poincaré series of V. More precisely, 

Proposition 2.3. — The Poincaré series of a q-lowest weight module V is 

P(ffV]t) = t~no (trace h(s) \ v), 

where t = eas and no is the scalar by which H acts on the minimal K-type ofV. 

Proof — First, we consider the generalized Verma module M(A). The action of h(s) 
on M{X)n is a scalar e(n+no)as gy the definition of the Poincaré series, we have 
P(grM(A);£) = t~n° (traceh(s)\M{A))- Using the universality of the Verma module, 
we obtain the Poincaré series of a lowest weight module V in the same way. • 
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2.5. Discrete series of real rank one groups. — For the discrete series repre
sentations of real rank one groups, the associated cycles are explicitly obtained by 
Chang [8]. 

By many contributors, the associated variety of a discrete series is well-known. 
Especially, it is a closure of a single Kc-orbit in p, and irreducible (see Theorem 1.4). 
Then the problem reduces to the determination of the multiplicity. Using the relation 
between the associated cycle and the characteristic cycle (Lemma 1.6), he calculated 
it by investigating the fiber of the moment map. 

For the explicit value of the multiplicity, we refer to his paper. 

2.6. Large representation. — Let G be a real reductive Lie group and let G — 
KAmNm, go = to + am,o + nm,o be the Iwasawa decomposition of G and go •= Lie G, 
respectively. 

For a Harish-Chandra (g, K)-modu\e V, it is known that the Gelfand-Kirillov di
mension is at most dimnm?o ([49]). We call V large if Dim V = dimnm?o. In this case, 
V has Whittaker models and the dimension of models coincides with the Bernstein 
degree of V. 

To state more precisely, we need some notation. Let ip : Nm —> C be a unitary 
character. We denote the differential character of nm,o by the same symbol ip. Then 

is identified with an element of v/~T(nm,o/[^m,o^mjo])*. We call %j) admissible if 
the coadjoint Mm>lm-orbit of ip is open in (nm,o/[nm?o,ttm,o])*• Here, Mm is the 
centralizer of Am in K. For an admissible ^ , we define the space of dual Whittaker 
vectors W h ^ (V) by 

W h L ) 0 , ^ ) := {v* e v* I Xv* = *p(X)v* (vx e nm,0)}, 

where V* is the dual space of V. 

Theorem 2.4 ([36]). — The space Wh*m 0^ (V) is not zero if and only z/DimV = 
dimnm?o. In this case, the dimension o/Wh*m0 ^ (V) equals DegF. 

If V is a principal series representation, the dimension of Wh*m o^ (V) is obtained 
by Kostant (quasi-split case, [30]) and Lynch (non-quasi-split case, [32]). Thus by 
the above theorem, we know the Bernstein degree of V: 

Theorem 2.5 ([30], [32]). — The principal series representation Ind Mm Amivm (a ® ® 
1) is large, and the Bernstein degree is #W(0o><*m,o) * dim a, where W(Qo,Um,o) is 
the little Weyl group. 

Remark 2.6. — The associated variety of a principal series representation is a finite 
union of the closure of regular nilpotent Z^c-orbits in p. Let {A/i,...,Mi} C p be the 
set of all regular nilpotent i^c-orbits. Then we have 

l 

i=l 
degJTi = #W(0o,am,o) 
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(see [31]). Since degJJl = degfTj, we see that gbegTJi = #W(go,amio)/l. 

There are explicit calculations of Whittaker models of some low rank groups. For 
the following representations, the Whittaker models are explicitly determined. 
(1) Large discrete series representations of 5p(2,R) (by Oda [38]). 
(2) Large discrete series representations of SU(2,2) (by Yamashita [53] and Hayata-
Oda [19]). 
(3) The generalized principal series representation Indpj(cr ® ev+PJ 0 1) of G = 
Sp(2, R) (by Hayata [18]). Here, Pj = MJAJNJ is the Jacobi parabolic subgroup of 
G and a is a discrete series representation of Mj ~ Cx x 517(1,1). 
(4) Large discrete series representations of SU(n,l) and 5pm(2n, 1) (by Taniguchi 
[46]). 

From these calculations, we know their Bernstein degrees. The Bernstein degrees 
of (l)-(3) are all four. Those of (4) are twice the multiplicities, which are obtained 
by Chang (see §2.5). In other words, the degree of the associated varieties of large 
discrete series representations of SU(n, 1) and Spin(2n, 1) is two (cf. Lemma 1.1). 

2.7. Minimal representation. — In this subsection, we will give Bernstein de
grees of so-called minimal representations. Here we only consider non-Hermitian 
symmetric space G/K, though the arguments below equally works well for general 
situations. 

If G/K is non-Hermitian, G has a minimal representation if and only if G/K is in 
the following list. 

- Classical case : SO(p,q)/SO(p) x SO(q) where p ^ O + g € 2Z or p G 
2Z,q = 3. 

- Exceptional case : The following 8 cases. 

F4,4/5p(3) x 517(2) G2/50(4) E6A/SU{2) x SU(6) E6ìe/Sp(4) 
E7A/Spin(12) x SU(2) E7i7/SU(S) ESA/E7 x 5*7(2) £8,8/5pm(16) 

Take the minimal nilpotent Gc-orbit öm\n C q. Then in this case Om[n Hp =:Y 
is a single nilpotent i^c-orbit, which is minimal among non-zero nilpotent Äc-orbits 
in p with respect to the closure relation. 

Theorem 2.7 (Vogan). — Let 7rmin be a minimal representation ofG. Then there exists 
some weight v such that 

nwwx::! 
cxv 

bwwxyy 

where i\) is the highest weight of p (= the highest root), and Tm^u is the irreducible 
representation of K with highest weight mi]) -f v. 

Remark 2.8. — The weight v is the highest weight of the minimal K-type of 7rmin. 
For an explicit description of v, we refer to Table 1 of [5] and the references cited 
there. 
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Put A+(t/>) = {a G A+ | (i/j,a) ^ 0 } , where A+ denotes the totality of positive 
compact roots. For a G A+, note that (^,a) ^ 0 if and only if 2(i/>,a)/(ip,ip) = 1 
([27, Lemma 2.2]). 

Proposition 2.9. — With the above notation, we have 

Dim (7rmin) = #A+(V>) + 1 = dime Omìn/2 = dimc Y, 

Deg (7rmin) -degy=(#Ac+W)! 

wxwwn, 

^^::!wwa 
!!:<<^^ 

AC(7rmin) = [Y]. 

Proof. — From the explicit description of v (cf. [5 , Table 1]), we conclude that 
(i/,a) = 0 holds for each positive compact root a $ A+(^)- Also we know a good 
filtration of (7rmin, V) is given by 

Vn = 
^^!;nddx 

::))<<^^ 

(see [50]) . Put d = #A+(-0) + 1. By Weyl's dimension formula, we calculate the 
dimension of g rnF as 

d imgrnF = dim Tn^+i, = 
^^ù,bn 

(nip + v + Pc,a) 
(PC,OL) 

d-l 
= n 

aeAt(i>) 

Uj), a) 
(pc,ot) 

llmù^^xcvv 

(z/ + pc,a) 
{PC,OL) 

-f (lower order terms of n) 

1 
bbvù 

d - l ) ! 
xwccvn 

ccxhki 

^^<<wx 

. 2<pc,a) 
^ù:,,, - (lower order terms of n) 

From the last formula, we can read off the desired formulas of dimension and degree. 
On the other hand, since Y is a Kc-orbit through a highest weight vector in p, Y 

is a highest weight variety (see [48]). Then the decomposition of the coordinate ring 
as a .KV'-module becomes 

C[Y] ~ 
,;^^ùg 

ùù^,,; 

with grading given by m. By the same method as above, we conclude that degF is 
equal to Deg7rmin which proves that AC (7rmin) = [Y]. • 

3. Reductive dual pair 

Let W be a real symplectic space of dimension 2N. We put Q = Sp(W) = 
Sp(2N,R) and Q = Mp(2iV,M), the metaplectic double cover of Q (see [47, §1.2] 
for example). A pair of reductive subgroups (Gx.G^) of Q is called a reductive dual 
pair if they are mutually commutant to each other in Q (see [22], for example). We 
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denote by (Gi,G2) the inverse image of these subgroups under the covering map 
Q -> Q. Then they are also commutant to each other in Q. 

Let us assume that the pair (Gi,G2) is irreducible (see [25, §4] for definition). 
Then there are two possibilities. 
(I) The pair (Gi,G2) jointly acts on W. This action is irreducible. 

(II) There exists a maximally totally isotropic space U of W, such that W = U 0 U* 
gives the irreducible decomposition with respect to the joint action of the pair. 

In the following, we only treat the dual pair of type (I), so that we assume that the 
joint action of Gi x G2 on W is irreducible. Then, by the irreducibility, there exist 
a division algebra D over K. and vector spaces Vi/D and D\V2 over D for which the 
following two properties hold. First, W is the tensor product of V\ and V2 over D : 

W = Vi®DV2. 

Second, Gi (i = 1,2) acts on V% irreducibly as D-linear transformations. We put 

(3.1) 2n = dhriR Vi, m = dim/) V2, 

hence dimR^T = 2N = 2nm. Note that the division algebra is given by D ~ 
EndGl(Vi) -EndG2(V2). 

Since W carries a symplectic structure (and (Gi,G2) is a pair in the symplectic 
group Sp(W)), it produces some additional structure on the vector spaces V\ and V2. 
Namely, we have the following. 

First, there exists an involution 1 of D (possibly trivial). Second, (i = 1,2) 
carries a sesqui-linear form ( , )i which is invariant under Gi. One of the forms, 
say ( , )i, is skew-Hermitian with respect to the involution 1 and the other ( , )2 is 
Hermitian; and the original symplectic form ( , )w on W is given by the product of 
these forms: 

( , ) w = I t e ( , ) I<S>D( , )2-

Moreover, the group Gi is the full isometry group with respect to ( , )i. In the 
following, we always assume that ( , )i is skew-Hermitian, and ( , )2 is Hermitian. 

Here is a table (Table 1) of such pairs borrowed from [25, Table 4.1]. 

(£>,0 Q (GUG2)  

(K,l) 5p(2nm,E) (Sp(2n,R),0(p,g)) m=p + q 

(C, 1) 5p(4nm, R) (5p(2n, C), 0 (m, C)) 

(C,") 5p(2nm,R) (U(p,q),U{r,s)) n = p + q,m = r + s 

(M,_) Sp(2nm,R) (0*(2p),5p(r,s)) n = 2p,m = r + 5 

TABLE 1. Reductive dual pairs of type (I). 
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In this paper, we only treat the case where one of the pair, say G2, is compact. 
In fact, we have the following explicit cases in Table 2 in mind. However, we try 
to keep general situation whenever possible. In any case, G2 is always assumed to 
be compact. Let us specify an explicit embedding of (Gi,G2) into Q — Sp(2nm,R). 

( A O G (Gi,G2)  

Case (Sp, O) (E, 1) Sp(2nm, E) (5p(2n, E), O(m)) 

Case (17,£7) (C,~) Sp(2nm,R) (U(p,q),U(m)) n=p + q 

Case (0*,Sp) (H,") Sp(2nm,R) (0*(2p),Sp(2ro)) n = 2p 

TABLE 2. Reductive dual pairs (Gi,G2) with G2 being compact. 

Although our arguments below are fairly general, sometimes it is convenient to use 
a concrete realization. In each of three cases, we will give a symplectic vector space 
R2nm endowed with an explicit symplectic form in terms of invariant bilinear forms 
of Vi and V2. This will determine the group Q — Sp(2nm, R). 

Case (5p, O). — Let E2n be a symplectic vector space with a symplectic form 

(3.2) (u; v )1 = luJ„v (u,v e K2n), Jn — 
0 

In 
- I n 

0 

and consider G\ = Sp(2n,R) as the isometry group of (IR2n, ( , )i). For G2 = O(m), 
we take the standard Euclidean bilinear form (w, 17)2 = luv (u, v G Rm), and consider 
O(m) = 0(Em, ( , )2). Then the tensor product W = E2n <g>R Em with a symplectic 
form 

( , )w = ( , )l ®R ( , )2 

gives the embedding (Gi,G2) ^ Q — Sp(W, ( , )w). 
Let us see this embedding infinitesimally. So, first consider sp(2n, E): 

5p(2n, R) = {Z e Ql(2n, E) I lZJn -f- JnZ = 0} 

(3.3) :!$ô 
xxc: 

llxv 
X12 

vv<<wx 
Xu €gl(n,R), 
X12,X21eSym(n,R) 

Then it is embedded into larger sp(2nm, E) as 

(3.4) sp(2n,E) 3 
;;^^ù 

X21 
X\2 

wv; ccxww 
xxcc 

21 
A12 

_tX ®m 
e sp(2nm,R 

where 

Xem = d i a g ( X , X , . . . , X ) (m-times). 
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Similarly, o(m,E) = Alt (ra, E) is embedded into sp(2nra,E) as 

o(ra,E) 3 X i—> 
cvbnn 

0 
0 

X*ln 

where 

(3.5) X*A = 

xiiA 
X2lA 

xm\A 

x12A 

X22A 

Xm2A 

xx;!!as 

X2mA 

sccxbnh 

Case (U,U). — Consider an indefinite Hermitian form ( , )i on C™ of signature 
(p,q) (n=p+q): 

(3.6) (U,v)i = tuIPtqV (U,V & C"), A>.9 — 
hh 

0 
0 

-1« 
Then, Gi = U(p,q) is the full isometry group of (Cn, ( , )i). Also we take a definite 
Hermitian form ( , )2 on C771 as {u,v)2 = luv (u,v G C71). This determines the 
unitary group G2 = U(m). Then the tensor product W = C1 0c Cm naturally 
inherits a Hermitian form ( , )i 0c ( > )2- We make use of its imaginary part to define 
a symplectic form on W ~ E2nm: 

(, )w=Re(y^ï(y ) i 0 c ( , )2). 

(3.8) 

The form ( , )w is clearly non-degenerate and it defines the isometry group Q = 
Sp(W, ( , )w) ~ Sp(2nra,E). 

Under our explicit realization of U(p,q), its Lie algebra is given as 

(3.7) 

u(p,a) = {Z € ol(p + g , Q I 'ZI™ + J--Z = 0} 

,:!=* Z = 
Z H 

nnddd 

**bn 

Z22) 

Z11 G skew-Her (p, C) ' 
Z22 G skew-Her (q, C) 

Z12eM(p,q,C) 

Let us write Z = X + >/—T V with 1 , 7 G M(n,E). Then an explicit embedding into 
sto(2n,E) is given by 

\x{p,q)3 X + yJ-ÏY ^ 
X 

^^:;;n 
YIp,q 

dqsw===$ 
G sp(2n,E). 

Now the above embedding composed by the embedding (3.4) will give the desired 
realization of u(p, q) in 5p(2nra, E). 

On the other hand, the compact companion u(m) is embedded into sp(2nra, E) as 

u(m) = Alt (m, E) + V e ! Sym (m, E) 3 X + yj-l Y 

(3.9) k$^^ 
X * l n 

, Y*IPtqn 
-Y * JM 
bnbn=$; 

G sp(2nra,E). 
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Case (0*,5p) . — Let 0(2p,C) be the complex orthogonal group with respect to 
the following bilinear form 

(u,v) = buSpv (u,v eC2p), Sp — 0 
,;;!^^ 

V 
0 

We realize G\ = 0*(2p) as a subgroup of 0(2p,C), namely, 

(3.10) 0*(2p) = 0(2p,C) П U(PjP) С M(2p,C), 

where U(p,p) is realized in the same way as Case (U,U). Similarly, we realize G2 = 
Sp(2m) as a compact subgroup of 5p(2ra,C) : 

Sv(2m) = Sp(2mX) П C/(2m) С M(2m,Q. 

First we describe embedding of o*(2p) into sp(2n, E) (n = 2p). Our realization of 
O* (2p) gives its Lie algebra as 

o*(2p) = { Z G flI(2p,Q | *ZL,,P + /P,PZ = 0, lZSp + 5 P Z = 0} 

,,nx 
fx 
F 

cxù 

n,; 
I X G skew-Her (p, C), Y G Alt (p, C) 

where IPiP is given by (3.6). 
It is subtle to describe a symplectic form of the larger 5p(2nm, E) (n = 2p) in terms 

of the original (skew-)Hermitian forms over H which define 0*(2p) and Sp{2m) as 
the full isometry groups. Instead, we give here only an explicit embedding of 0*(2p) 
infinitesimally. Let us write X = X\ + v̂ —T X2 and Y = Y± + Y2 with real 
matrices Xi,Y{ (i = 1,2). Then, the infinitesimal embedding of o*(2p) into Bp(2n, E) 
is given by 

(3.11) o*(2p) Э 
fx 
$*ù 

-Y 
X 

ùcv 

X\ —Y\ —Xo —Yo 
Y\ X\ Y2 —X2 
X2 —Y2 X\ Y\ 
Y2 X2 —Y\ X\ 

G sp(2n,E). 

This embedding is compatible with the embedding given in Case (£/, U), i.e., we have 
a sequence of subgroups 

0*(2p) <-+ U(p,p) <ч> 5p(2n,E). 

The embedding into the larger sp(2nra, E) is given by the composition of (3.4) and 
(3.11). 

Let us see the embedding of the compact companion sp(2m). Its Lie algebra 
becomes 

sp(2m) = {Ze fll(2m, Q\*Z + Z = 0, bZJm + JmZ = 0} 

ccvn Z = 
ghc 
nnsx 

-Y 
X I X € skew-Her (m, C), Y € Sym (то, С) 
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If we denote Z = A + >/—T B with real matrices A and B, then the embedding is 

given by 

sp(2ra) 3 Z = A + y/-ï B I — > 
wwx<< 

ccvbn - 5 * v 
x<<w 

G sp (2nm,E) . 

4. Fock rea l i zat ion of W e i l r e p r e s e n t a t i o n 

Let u be the Weil representation of M p ( 2 n , E ) , the metaplectic double cover of 

Sp(2n, E). Weil representation plays central roles in many fields, and a large amount 

of results are known. For example, see [24], [25], [28], [47], [40], etc. We introduce 

here, among all, explicit realization of Harish-Chandra module of a; on a polynomial 

ring (e.g., see [25] and [9]). It is called Fock model 

For the t ime being, we write G = Sp(2n, E) and G = M p ( 2 n , E ) . Since we only 

consider Harish-Chandra modules, in fact we do not need entire Mp(2n , E) but only its 

complexified Lie algebra g = sp(2n, C) and a maximal compact subgroup K — JJ(n)~. 

We fix a maximal compact subgroup K ~U(ri) in 5p (2n ,E) as follows. P u t 

(4.1) Sp(2n,R) = {ge GL(2n,E) | *gjng = </«}, Jn — 
0 

In 

- I n 

0 

Then K is given as 

(4.2) K = 
a 

b 

-b 

a 
\a,be M ( n , E), a + ibe U(n) 

We identify K and U(n) as above and sometimes we will write a + ib G K. Let g0 = 
£o + Po be the corresponding Car tan decomposition, and g = t + p its complexification. 

Let Eij be the matr ix unit, and put 

F{j !— Eij Eji, Gij i— Eij H~ Eji. 

Then it is easy to see tha t a basis of 6 is given by 

(4.3) 

Aij :— (Fij 
x^^ù 

On 

TP.. ( 1 < * < J < n ) , Bij := 
(Or, 

\G%j 

-Gij 

On 

( l ^ i ^ j ^ n ) , 

and tha t of p is given by 

(4.4) 

xxcvww: :::xcv 

On 
On 

-G^ 
xcv1<*x< J <n Dij := 

On Gij 

x,;a On 

1<<wxx*gg< J <n 

The representation space of u in Fock model is a polynomial ring in n variables. 

Here we only give the explicit action of each basis element on the polynomial ring 
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C[#i,#2, . . . ,#n]: 

(4.5) 
^(•A-ij) — XidXj XjdXi1 

u{Çij) - 2dXidXj - \xiXj, 

(jj(Bij) = V ^ Î (xidXj + dXiXj), 

uj(Dij) = -x/11! (2dXidXj + \xiXj). 

The action of K on C[# i , . . . , xn] is the symmetric tensor product of the natural 
representation of U(n) on C1 tensored by det*/2, which requires the double cover K. 

Put Hi = -A / 1 1 ! B«/2 and let 

t = 
n 

, i=l 
UHi \uec 

A(fl,t) = 

be a Cartan subalgebra of g contained in E. We define Sj G t as Sj{Hi) = dij. Then 
the root system A(g,t) is given by 

{SÌ - Si I 1 ^ i ф j ^ n} U {±(£i + еЛ I 1 ^ г s£ j ^ n} , 

A+(s,t) = 

where — £j is a compact root while ±(£* + Sj) is non-compact. We take a positive 
system in the standard way : 

{e¿ - £j I 1 ^ i < j < n} U {£¿ + £j I 1 ^ г ^ j ^ n} . 

Then root vectors Xa (a G A(g, t)) and its action on Weil representation are given as 

(4.6) xxv: 
ddgfd 

2 
^^^vb ui(Hi) = XidXi 4 

1 

(4.7) 

2 ' 

^ùsdffxcv 1 

2V 
*ùùc ^ù*azccb ^ù*as 

(4.8) 

^^^^a dmd,ddf ddt!!mù 

^*ùaacvb,,,; 1 

:! 
[Cij - V—Ï Dij) ^ùeddss *!!:xxwnt 1 

2 

(4.9) 

V{Xj 

^$*aazrtn, l 

2 
^^*wwxvtiopww «(X_ei_ei) ttvvdsw^$ 

Note that 

(4.10) t ~ 0 l ( n , C ) 9 Eij 

$$gdssxwwaq:!ù ùùvv;;: 

Hi — Xidx± ~\~ 
1 

2 
:!hhxwvv, 

We write 

A+ = {SÌ + ^ I 1 < i, j < n}, An = A+ U ( -A+) , 

the set of non-compact roots, and 

si +d 6j)si + d6j)si + d6jd)si + 6j)si + 6j) A* = A + U ( - A + ) , 

the set of compact roots. Then p decomposes up into two if-irreducible components 
p^ given by 

**x;:!== 

±AGA+ 

0a, 
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where ga denotes the roots space corresponding to a. Note that u;(p~) is realized 
as differential operators of degree two, and that u>(p+) is the multiplication by ho
mogeneous polynomials of degree two. So p± increases/decreases the degree of the 
representation space C[xi ,#2, • •. ,#n] by 2, while u(t) keeps the degree stable. 

5. Unitary lowest weight representations 

Let ft be the Weil representation of Q = Mp(2N,R) (N = nm) and consider 
reductive dual pair (Gi,C?2) of compact type in Q — Sp(27V, R). In the following, 
we often write G — G\ without the subscription 1. In fact, our main concern is 
on the irreducible infinite dimensional representations of G — G\ which appear in 
the restriction of Weil representation Q. Moreover, we assume that G2 is contained 
in the specified maximal compact subgroup /C ~ U(N) of Q given in the former 
section (cf. (4.2)). Each of our three cases (and their realization) clearly satisfies this 
condition. 

For a subgroup H C G, we denote by H the inverse image of H in Q of the covering 
map Q and call it the metaplectic cover of H by abuse of terminology. Since the 
metaplectic covers G\ and G2 commute with each other, we have a natural projection 
Gi x G2 -> G\ - G2 (product in Q). By this projection, we consider the restriction 
fi|gr as a representation of Gi xG2> Then we have a discrete and multiplicity free 
decomposition 

(5.1) b^ùwxv 
a6lrr(G2) 

$*ù:;si + 6j)cccv 

as a representation of G\ x G2. Here we denote an irreducible representation of 
G — G\ corresponding to a G Irr(G2) by L(50x_1) , where \ G Irr(G2) is the unique 
one-dimensional character which appears in fi^ (cf. Theorem 4.3 in [25]). 

To be more specific, we argue like this. The representation space of Q is realized 
on a polynomial ring of N = nm variables. We consider it as the polynomial ring on 
the dual space of n x m matrices Mn?m over C. Since the one-dimensional space of 
constant polynomials in C[M* m] is preserved by the action of /C, it is also preserved 
by G2 because of our assumption. Hence it gives the one-dimensional character and 
we denote it by \ € Irr(G2)-

The representation L(a ® X~X) 1S possibly zero, and if it is not zero, then the 
representation a = irC^x-1 factors through to the representation of G2. Therefore we 
write L(a) — L(a 0 x~l) f°r 0 € Irr(G2). The decomposition (5.1) can be rewritten 
as 

(5.2) nn,;:^^ 
<r€lrr(G2) 

L(a)E(<7<g)x). 
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In the following, as explained above, we always twist the representation a G Irr(G2) by 
X, and consider a — a <g> \~x as the representation of G2. This twist might be some
times misleading, but it reduces considerable amount of untwisting. For example, 
under this convention, we have L(1G2) 0, where 1Q2 denotes the trivial repre
sentation of G2. This representation turns out to be strongly related to geometric 
properties of nilpotent orbits. 

It is known that L(a) (a G Irr(G2)) is an irreducible unitary lowest weight module 
of G, if it is not zero (cf. Theorem 4.4 in [25]). Every irreducible unitary lowest 
weight module of G arises in this manner if G = 5p(2n, E) or U(p, q) and the compact 
companion G2 moves all the possible rank. If G is 0*(2p), there are other unitary 
lowest weight modules which can not be obtained in this manner ([9], [11]). 

In our cases, the compact subgroup G2 naturally acts on its defining vector space 
V2 keeping the non-degenerate Hermitian form ( , )2 invariant (see §3). Put 2n = 
dimR V\ and m = dimo V2 as in (3.1). Then we can realize G in a smaller symplectic 
group: G <-> 5p(2n, E), putting m = 1. 

Let us denote the Weil representation of the smaller group Mp(2n, E) by UJ. Then, 
it is easy to see that Q ~ o;0m as a representation of Mp(2n, E), and the Harish-
Chandra (g, if )-module of the Weil representation Q (resp. UJ) is realized on the poly
nomial ring C[M*m] ~ 0mC[(Cn)*] over n x m matrices (resp. the polynomial ring 
C[(Cn)*]). Note that we take a contragredient representation of Mn>m rather than 
Mn,m itself. 

Let K C G be a maximal compact subgroup of G which lives in U(n) C 5p(2n, E), 
where U(n) is a maximal compact subgroup of 5p(2n,E) (cf. (4.2)). We will explain 
briefly how we get K-type decomposition of L(a) for each a G Irr(G2). Note that the 
product K - G2 is compact and that it is contained in the maximal compact subgroup 
K ~ U(nm) of Q — Sp(2nm, E). It is well-known that /C-types of Ct can be described 
as 

00 
(5.3) Q\z= ] £ e r ( ^ + l / 2 I ) , I = ( l , l , . . . , l ) , 

k=0 

where i\) is the highest weight of the natural (or defining) representation of /C ~ U(nm) 
on Cnm and r(A) is an irreducible finite-dimensional representation of /C with highest 
weight A. Note that the representation space of r(k^ + 1/2 1) coincides with the 
space of homogeneous polynomials of degree k. Decompose r(ktp + 1/21) by the joint 
action of K x G2: 

r ( W + 1 / 2 1 ) 1 ^ = 

n€lrr(K), o-€lrr(G2) 

m}, (TL , <T) n 13 a (a = a®x). 
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Note that we again use the projection map K x G2 -> K • G2 C JC here. In particular, 
the one-dimensional space r(1/2 I) is decomposed as 

T ( V 2 i W a = x i i a x . 

n other words, the multiplicity for k = 0 has the property n / 

moiri, a) = 1 T I = X I ^ = 1G2 

0 otherwise. 

The explicit form of \ and Xi *s given in Section 7 after we fix the embedding K C /C. 
Since L(cr) consists of the space of multiplicities of a in fi, we get /f-type decom

position of L(a) as 

(5.4) si; + ;6j)s,,i + 6j) 
cv 

€lrr(K k=0 
mk(rua) n , 

where the sum 0̂0 
b,v 

. rriA; (T"I , cr) is necessarily fi in 
Let ka be the lowest possible degree of cr-isotypic component of C[M* m]. We 

define the Poincaré series of L(a) in terms of the multiplicity mfc(ri, cr) as 

(5.5; 
00 

(5.5)si + g6j)si +g 6j) P(L(a);t2) = t~k" £ ^ mk(rua) d i m n t*. 
k=0 n€lrr(K) 

Note that the action of p+ increases the degree k by two (cf. (4.8)), so we write 
P(L(a);t2) instead of P(L(a);t). We denote the center of ÌC by Z(/C). We know 
that Z(JC) is isomorphic to U(l) and there exists an element H in the Lie algebra of 
Z(/C) such that fl(H) acts on the space of homogeneous polynomials of degree k by 
k + nra/2. Indeed, iJ = with the notation (4.10). The operator Q(H) is 
semisimple, and the decomposition into the /^-isotypic components is given by (5.3). 
Moreover, the natural embedding K C /C induces an isomorphism between the Lie 
algebra of Z(K) and that of Z(/C). We denote the element in the Lie algebra of Z(K) 
corresponding to H by H'. Then the formal character of L(a) on the compact Cartan 
subgroup restricted to the center of K can be expressed by the Poincaré series: 

(5.6)si + 6cv;j;)n;si + 6;j)si;; + 6j) trace L{a)tH' = tk"g+nm/2Pg(L(a);t2). 

To get explicit multiplicity formulas, we are involved in case-by-case analysis. 

6. Description of K-types of the lowest weight modules 

Assume that the pair (Gi,G2) is in the stable range where G2 is the smaller mem
ber. This means that m ^ R-rankGi, where m = dimo V2 (cf. §3). Take a G Irr((?2) 
for which L(a) is not zero, and put a — a 0 \ as above. Let us describe if-type 
decomposition of L(a) in each explicit cases. 
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6.1. Case (Sp,0). — Assume that m ^ n = E-rank5p(2n, E). This means the 
pair (5p(2n, E),0(ra)) is in the stable range. As before, we shall write G — G\ — 
Sp(2n,E) and Q = 5p(2nm,E). 

Let K — U(n) be a maximal compact subgroup of G = 5p(2n, E) which is realized 
in the standard way (cf. (4.2)). Let /C = U(n x m) C Q act on Mn,m = M(n,ra,C) 
naturally as unitary transformation group. The product group U(n) x 0(m) acts on 
Mn,m naturally as 

(6.1) (jfe, h)X = kXlh ((fc, h) G U(n) x O(m), X G Mn,m). 

Since the action is also unitary, it induces a map U(n) x O(m) —> U(nm) = /C. The 
image of the above map coincides with K • G2. Note that the kernel of the map is 
{ (± ln ,± lm) eU(n)xO(m)}. 

The metaplectic cover /C acts on Mn?m as the composition of the projection /C -> /C 
and the natural action of the unitary group /C = U(nm). This action induces the 
representation of K on the polynomial ring C[M* m], which is isomorphic to the 
symmetric tensor of Mn?m. By the formula (4.10), we conclude that the action of 
/C on C[M* m] via Weil representation ft is twisted by detx/2. We shall denote this 
representation by C[M*m] <g> det1/2. Therefore K acts on C[M*>m] as C[M*>m] <8) 
detm/2 and G2 acts as C[M*m] ® detn/2. So the one-dimensional representation 
Xi of if coincides with detm/2, and the one-dimensional representation \ G Irr(G2) 
coincides with detn/2. However, we should be more precise about \ because G2 = 
0(m) is not connected. 

The metaplectic cover /C has a realization 

)C = {(k,z)6JCxCx |detfc = ^2} 

and the representation det 1I2 of JC is given by the map (k,z) z. Then the subgroup 
G2 is realized as 

G2 = {{k,z) G G2 x Cx I detnA: = z2} 

and its character x = detn/2 is given by x{k->z) — z- The identity component of G2 
is 

(G2)0 - {(fc,z) G G2 x Cx I detfc = 1,^ = 1} - 50(m) . 

The map (k,z) i-> (detfc,^) induces the isomorphism of the component group 
G2/(G2)Q onto the group 

A(G2) = {{t,z)EZ2xCx \tn = z2} 

of order four. Since the one-dimensional character x is trivial on the identity 
component (G2)Q, it induces the character of the component group A{G2). We 
denote it by the same letter x> then x(t>z) — z- First, we consider the case 
where n is odd. Then A(G2) = {(C2,C) I C = ±l,±yj-l } = Z4. If we define 
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e = ( ( d i a g ( l m _ i , - l ) , \ / - T ) € G2, then e G A(G2) generates the component group 
Z4. Then we see tha t 

G2 ~ SO(ra) xi Z4 if n is odd. 

The character \ satisfies \(e) = >/—T > which determines the character \ of Z4. 
Second, let us consider the case where n is even. In this case, 

(6.2) G2 = G2 x Z2 if n is even. 

The character x is trivial on G2 = 0(m) and is non-trivial on Z2. 

By the argument in §5, we will get iiT-type decomposition of L(a) if we know the 

explicit decomposition of C[M*m] <8> det1//2 as K x G2-module. We first consider 

the space C[M* m] as the usual symmetric tensor of the natural representation of the 

uni tary group /C = U(n x m ) , then afterwards we will twist it by detly/2 to fit it to 

the Weil representation Q. 

We extend the U(n) x 0 (m)-ac t ion (6.1) on Mn>m naturally to the U(n) x U(m)-

action. It is well known (cf. [23]) tha t , as U(n) x [/(ra)-module, C[M* ] decomposes 

as 
si + 6j)XXV 

U(n)xU(m) 

vb^$ 

cvq qw<^$ ^^^$xv 

where Vm denotes the set of all parti t ions of length less than or equal to m. We make 

use of this decomposition. We identify K with U(n) above, and consider G2 = 0 ( m ) 

in U(m) in the s tandard manner, i.e., 0 ( m ) = U(m) n G L ( m , l ) . Decompose r}m^ G 

Irr(C/(ra)) as <3(ra)-module: 

(6.3) ( m ) | 
'A lo(m) -

aGlrr(0(m)) 

ra(A,cr) a. 

Then we have a joint decomposition 

FF<<W¨£££§/ U(n)xO(m) : 
crGlrr(0(m)) $jùù 

* r\ \ (n) kkj 

So we completely know cr-isotypic component of C[M* m] in terms of the multiplicity 

ra(A,cr). Twist of this representation by det1/2 causes the twist by detm^2 \ as a 

representation of i f x G2. Therefore L ( ( j ) | ^ decomposes as 

(6.4) Llr)\u(nr~ 
hwx,;: 

m(X,a)r{xn] )detm/2. 

This formula describes the multiplicities of If- types of L(a) in the case of Case (Sp, O) 

To describe the lowest weight and the lowest I f - type of I/(cr), we give a classificatioi 

of l r r (0 ( r a ) ) briefly. For more detailed discussion, see [23, §3.6] for example. Le 

a(fi) be an irreducible representation of SO(m) with highest weight /x. 

Lemma 6.1. — Let a be an irreducible representation ofO(m). 
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(1) Ua\so(m) ™ ^reducible, then a and cr 0 det are mutually inequivalent. 

(2) V a\so(m) *5 reducible, then a and a 0 det are equivalent. In this case, m is 

necessarily even. Moreover, there exist positive integers //i ^ //2 ^ * * * ̂  > 0 

such that 

a\sO(m) ^ ( M + ) e < 7 ( / i ), 

where n+= (p,!,CBNN§µµµPWX Hm/2) and ¡1 = (/¿1, [i2,..., - ^ / 2 ) -

In case (1) in the above lemma, it is subtle to tell the difference between A and 

c r0de t . However, since the difference causes strong influence on our result, we discuss 

this point. 

Take a Car tan subalgebra f)0 in o(m) as 

f)o = {H = d i a g ( a ( 0 i ) , a ( 0 2 ) , . . . ,a(0[m/2]),O) | 0* G E} , a(0) = 
0 -6T 

0 , 

where the last 0 in the expression of H appears if and only if m is odd. We define 

€j G J)* as 6j(H) = \/—T Oj in the above expression. Then, positive roots are given 

by 

CC 
{ei ± €j I 1 ^ % < j ^ m / 2 } 

{a ±Sj I 1 ^ % < j <: [m/2]} U {sj I 1 < j < [m/2]} 

if m is even, 

if m is odd. 

Assume tha t CR\SO^ be irreducible. Write 0"|5O(M) = 0"(AO f°r some highest 

weight ¡1 = J2LJLI2]№J- Let 6 = d i a g ( l m _ i , - l ) G 0(M)\SO(M). Then, a|50(m) 
is irreducible if and only if the twisted representation G{JJL)5 is equivalent to CR(FI). 
Consequently, the highest weight space of <J(/X) is preserved by the action of S. In 
particular, if m is even, we get = 0. 

Since S2 = lm, its action on the highest weight space is the multiplication by ± 1 . 
If it is 1, we will write A = A(FI) by abuse of notation; if it is — 1 , then we denote 
(7 = A(FJI) 0 det. Let K = £(//) so tha t > FJ,K+I = 0. We put /x+ = /x if A = O~{n). If 

A = cr(//) 0 det, we add 1 to \x (m — 2fc)-times after i.e., 

{a ±Sj ISS 1 S^ % < j <: [m/2]} SSU {sj I 1 < Sj < [m/2]} 

The following theorem is due to Kashiwara-Vergne [28] (see also [23, §3.6]). 

Theorem 6.2. — Assume that m ^ n — E - r ank5p(2n , E) . Then L(a) is not zero 

for any a G l r r ( 0 ( m ) ) and it gives an irreducible unitary lowest weight module of 

5p(2n, E)~. Let be as above, and extend /1+ to the weight of 5p(2n, E) by adding 

zero. Then the lowest weight of L(a) is given by 

wK BB m 

2 
I 

where WK is the longest element of the Weyl group of K = U(n) and 1= ( 1 , 1 , . . . , 1). 

Consequently, the lowest K-type of L(o~) is r ( ^ + ) 0 de tm/2 . 
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Prom this theorem, we get the Poincaré series of L(a) as 

(6.5) P(L(a);t2) =t~\^\ 

xeVm 
miX, a) dimrf} v K 

Consider the special case where a G lrr(0(ra)) is the trivial representation lo(m)-

Corollary 6.3. — We have the K-type decomposition of L(lo(m)) as 

L^0(m))\u(nr^ 
xxvj 

T2A )detm/2, 

where Vm is the set of all partitions such that £(X) ^ m. The Poincaré series of 
L(l0(m)) is given by 

(6.6) P(L(l0(m));t) = 

\evm 

xn,::))$$^^$* 

Proof — It is well-known that 

™(A, l0(m)) = 
1 if À is an even partition, 

[ 0 otherwise. 

Apply this formula to (6.4) and (6.5). 

6.2. Case (U,U). — We consider the pair (Gi,G2) = (U(p,q),U(m)). We put 
G — G\ — U(p,q) in this subsection. Assume that m ^ min(p, q) = E-rank 17(p, q). 
This means that the pair (U(p, q), U(m)) is in the stable range. 

A maximal compact subgroup of G is isomorphic to U(p) x U(q), and we realized 

it as 

(6.7) K = 
A 

0 

0 

ùù: 
\ A e U ( p ) , B € U ( q ) \ c U ( p , q ) . d g f f f < 

Put n = p-\-q. In this case, K xG2 acts on Mn?m in somewhat distorted manner. Let 
us identify Mn?m = Mp,m® Mq?m. Then the action of diag (a, b)xg € (U(p) x U (q)) x 
U(m) is given by 

(6.8) Mp,m e Mq,m 3 X ®Y \—> aXtgebYtg. 

This action gives the projection KxG2-^K-G2ClC = U(nm), where /C is the 
maximal compact subgroup of Q — 5p(2nra,E) (cf. (3.8) and (3.9)). The kernel of 
the projection K x G2 K • G2 is given by {((alp, al9), a_1lm) | a G Cx , \a\ — 1}. 

Let us consider the Weil representation ft of Q — Mp(2nm,R) on C[M* m]. Then 
the representation of ft\^ is isomorphic to C[M*m] 0 det1/2. If we consider the 
underlying space C[M*?m] as C[M*?m] = C[Af£m] 0 C[M9,m], the above embedding 
of K x G2 into /C tells us that the representation of U(p) xU (q) is isomorphic to 

(6.9) C[M;;m]®detm/2 'c[M,,m]®det - " ^ 
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while that of U(m) is isomorphic to 
(6.10) 
(<C[Mp*J 0 det 0 (c[M,,m] 0 det -«/2) ~ (C[Mp*J 0 C[Mg,m]) 0 det ù>-*)/2. 

Therefore the one-dimensional character \ £ I r r ^ ) is equal to det(p~g)/2, and the 
one-dimensional character \i of K is detm/2 det ~m/2. 

Let us first consider the untwisted representation C[M*m] of /C. To decompose 
the restriction to K x G2, we make use of U(p)xU(m) (or U(q)xU(m)) duality. We 
have the decomposition as (U(p) x U(q)) x [/(m)-module 

CM !!ùcxx c[M;ira]®c[Mg>ro] 

ccwx, 

T(P) r(™) 

^^$<<x 

^^^,; ù*^^ 

;;cvbb 

r(P) (T<«>)* <<$^ù (r(m)r' 

Therefore, if we define the branching coefficient ra(A,//; v) by 

(6.ii) TW0(T(m)r = 
1/ 

<<::=^**vvnn 

we get 

C[̂ n,m]|/vTxC/(m) ~ 
vn xxù^$== 

m ( A , W i / ) r W B ( f r Hr<m>. 

To get the representation ^ | ^ l X ^ , we should twist the above decomposition by 

(detm/2 El det_m/2) H det(p_9)/2. After this twisting, for a = 4m) G Irr(£/(ra)), we 
get the K-type decomposition of L(a): 

(6.12) L{rim))\k a 
vb;:!$$ 

m(A, /i; v) (r(xp) 0 detm/2) H (r^> 0 detm/2)*. 

To determine the lowest weight of Z/(r£m'), we prove a lemma. 

Lemma 6.4. — Take an arbitrary dominant integral weight v ofU(m), and write it as 

v - (ai, a 2 , . . . , as, 0 , . . . , 0, -bu . . . , -&2, -61), 

where 
ai ^ a2 ^ • • • ^ as > 0, 61 ^ 62 ^ • • • ^ 6* > 0, 
a*, 67- G Z; 5, £ > 0 and s + t ^ m. 

Consider a set of pairs of partitions {(A,//) G Pm x | m(A,//;z/) ^ 0}. 7%en 

partitions 

{ A = a := (a i , a2 , . . . , a s , 0 , . . . ,0) and 
fi = ß:= (&i,&2,...,6*,0,...,0) 
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minimize the degree |A| + among such pairs. Moreover, (a,f3) is a unique pair 

which attains the minimal degree. In this case, ra(a,/?;*/) = 1 holds. 

Proof. — Take a sufficiently large / ^ 0 such that v1 — */ + (/ , . . . , / ) becomes a 
partition. We have 

(6.13) m(A,/z;i/) = dim ((rA <g>r*) xl/(m) 

(6.14) = gg dim ((rA g0 detgz) 0 (rM 0 r„/)*) 
dvv,: 

(6.15) ùù ùùbb,w :!!ù 

where ^ = [r7 0r<5 : r^] denotes the Littlewood-Richardson coefficient. Since c^5 ^ 
0 implies \r]\ = \j\ + |<J|, we have |A| + ml = + or equivalently |A| = + 
Therefore, in order to minimize |A| + we only have to make |A| minimal. However, 
if v' is not contained in A + ('m), the coefficient u) ' vanishes. Therefore, A = a is 
the smallest possible partition (e.g., see [13, §5.2, Proposition 3]). If we take \x — f3, 
then it is easy to see that m(a,/?;i/) = 1 (loc. cit.). 

If we denote the highest weight of r* by 

^* = (h, 62 , . . . , bt, 0 , . . . , 0, -asi..., - a 2 , - o i ) , 

it holds that m(A,/x; v) — m(/x, A; u*). By the same argument as above, we conclude 
that /x = /3 is the only possibility for m(a, (3; v) ^ 0. • 

Remark 6.5. — If v is also a partition, the above proof tells us that m(A, //; z/) = c*?I/, 
where c*jI7 is the Littlewood-Richardson coefficient. 

Theorem 6.6. — Assume that m ^ min(p,q) = R-r&nkU(p,q). Then L(a) is not 
zero for any a = TO ] £ Irr(t/(ra)) and it gives an irreducible unitary lowest 
weight module of U(p,qY. For v, define a,/3 as in Lemma 6A, and put /3* = 
( 0 , . . . , 0, —6$,..., —62, — 6i). Then the lowest weight of L(rlm>)) is given by 

wK a 
^^j 

2 
ù!l; 

m 
2 

•la 

where WK is the longest element of the Weyl group of K = U(p) x U(q) and Ip = 
(1 , . . . ,1 ) = ( P ) . Consequently, the lowest K-type of L(rim)) is (rip) 0 detm/2) № 
(r^}0detm/2)*. 

Proof. — It is known that L(a) is an irreducible unitary lowest weight module of the 
metaplectic cover U(p,q)~. So we simply have to determine its lowest weight. To do 
that, we only need to know the lowest K-type (or harmonic K-type) which is unique. 
By Lemma 6.4, we conclude that № r ^ * gives such a if-type with a twist by 
Xi = detm/2 ISIdet-™/2. • 
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By this theorem, we obtain Poincaré series of L(r<m)): 

m(A,|i;i:/) dm(A,|i;i/) d m(A,|i;i/) d 

^^^^*wx 
m(A,|i;i/) d imr j^ d i m r ^ № 

ddbb,;: 

xxx,;:: 
ra(A,//;*/) d imr j^ d i m r ^ *'AI. 

This formula follows from (5.5) after a reflection on degrees. Note that the summation 
is taken over (A,//) satisfying |A| - \p\ = \u\ (see the proof of Lemma 6.4). Hence 
the total degree of r[p) № ( r ^ ) * is given by |A| + \p\ = 2\p\ + \u\ = 2|A| - while 

= |a| - \0\ and jbff = \a\ + |/?| for a = 4m). 
Consider the special case where r£m^ is trivial, i.e., v — 0. Then it is easy to see 

that 

m(A, ^;0) = 
1 if A = /i, 
0 otherwise. 

Therefore we get 

Corollary 6.7\ — We have the K-type decomposition of L(lu(m\) as 

(6.16) ,;::^^^wxxcvv 

vn;!! 

!!! detm/2 (T(X9) ®detm/2)*. 

Its Poincaré series becomes 

(6.17) P(L(lu(m));t) = 

!!bnn; 

dimr{p) d imr j^ № . 

6.3. Case (0*,5p). — We consider the pair (GUG2) = (0*(2p),Sp(2m)) in G = 
Sp(2nm,R) (n = 2p), which is in the stable range, i.e., we assume that m ^ [p/2] = 
E-rankO*(2p). 

In this case, a maximal compact subgroup K of 0*{2p) is isomorphic to U(p). We 
realize the isomorphism as 

(6.18) 0*(2p) DK = fX 
0 

0 
X x e u(p) ^ x e u(p) 

Then K x G2 is imbedded into /C = £/(2pm) canonically. To be more precise, this 
embedding of K = U(p) and G2 - Sp(2m) = Sp(2m, C) n U(2m) is given by the 
action on MP)2m as 

Mp,2m SX^gX'h d d d ( ( g , h ) e K x G 2 ) . 

The action induces a projection K x G2 -> K • G2 C K with kernel {(±lp, ±l2m) £ 
U(p) x 5p(2m)}. 

Let us consider the Weil representation fi. As the representation space of fi, we 
take the polynomial ring C[M*2m] as before. Then we know that is isomorphic 

to 
C[Mp*2m]®det"\ 
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where C[Mpj2m] is considered as the symmetric tensor product of the representation 
MPi2m above. On the other hand, we have G2 — Sp(2m) xZ2, and the one-dimensional 
character \ arises as the non-trivial character of Z2 as in (6.2). Therefore, we have f dakmeebn 
mfa ddddd***ùffù::vv$$^^vv 

Firstd, let us treat the untwisted symmetric tensor. So we decompose C[M*>2m] byxx 
using U(p) x U(2m) duality : 

C [ M ; I 2 J U(p)xU(2m) 
\ev2m 

JP) (2m) 

Take a highest weight A for U(2m) and JJL for Sp(2m). Let us define the branching 
coefficient m(A, 11) by 

(2m) 
A 5p(2m) 

m(A,/i)(jM, 

where <Jm G Irr(5p(2ra)) is the irreducible representation of Sp(2m) with highest 
weight fi. We also write m(X,afi) instead of m(A,/x). With this notation, we can 
write down the decomposition : 

с [м; )2т ] | U(p)xSp(2m) 
trM€lrr(Sp(2m)) UeT>2m 

m(A, / / ) r ^ ùùl 

To get the restricted representation ^ | ^ x £ r , we must twist the above representation 

by detm x- Therefore L(cr)|^ decomposes as 

(6.19) L(a^\u(Py 
xxv!!ù 

m(A,//)rf} ®detm. 

This formula describes the multiplicities of if-types of L(a^) in the case of 
Case (Q*,Sp). 

Theorem 6.8. — Assume that m ^ [p/2] = M-rankO*(2p). Then L(a) is not zero for 
any a = Op G Irr(Sp(2ra)) and it gives an irreducible unitary lowest weight module of 
O* (2p)~. Extend fi to the weight of O* (2p) by adding zero. Then the lowest weight of 
L(au) is given by 

wK (m + mlp) > 

where WK is the longest element of the Weyl group of K = U (p) and lp— ( 1 , . . . , 1) = 

(lp). Consequently, the lowest K-type of L(a^) is rjfi (g>detm. 

Proof. — See [23, §3.8.5]. 

From the above theorem, we obtain the Poincaré series of L(atl): 

P(L(au):t2) = t-M 

X€V2m 

] MIX,fi) dimr}p) № . 
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Consider the special case where crM = lsp(2m), i-e-> ^ = 0. It is well-known that 

™(A, lsp(2m)) -
1 
0 

if X2i-i = A2é for 1 ^ i ^ m, 
otherwise. 

So we get 

Corollary 6.9. — JVe fta^e K-type decomposition of L(lsp(2m)) as 

(6.20) £(lsp(2m))|# ff 
hhkkvn, 

TA# detm, 

w/iere A# = (Ai, Ai, A2, A2,... ) is a transposed even partition which is obtained by 
doubling each row of X. Its Poincaré series is given by 

(6.21) P(L(lSp(2m));t) = 
,,::ff 

dim ::bfff 

7. Degree of nilpotent orbits 

7.1. Automorphism groups of Hermitian symmetric spaces. — Let G be 
one of real reductive Lie groups Sp(2n, R), U(p,q), or 0*(2p). These groups appear 
as the group G\ in Table 2. The division algebra Z) is specified there. Let K be 
a maximal compact subgroup of G specified in § 6. In all cases, the corresponding 
Riemannian symmetric spaces G/K have G-invariant complex structure. In other 
words, the spaces G/K are Hermitian symmetric spaces. For G — Sp(2n,R), J7(p,p), 
or 0*(4&), the corresponding Hermitian symmetric space G/K is of tube type. For 
G = U(p, q) with p / q, or 0*(4fc + 2), G/K is not of tube type. For definitions and 
properties of symmetric spaces, see [20]. 

We fix a complexification Gc of the real Lie group G. Let Kc be the minimal com
plex Lie subgroup of Gc containing K. We list up here (Gc,ifc) f°r the convenience 
of readers. 

G Gc i^c 

Sp(2n,R) Sp(2n,C) GL(n,C) 

I7(p, g) GL(p + <?, C) GL(p, C) x GL(q, C) 

0*(2p) 0 (2p ,Q GL(p,C) 

TABLE 3. Complexifications of (G,K). 

For real Lie groups such as G and K, we denote the corresponding Lie algebra by 
go, 6Q5 respectively. Its complexification is denoted by g and 6. The corresponding 
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Cartan decomposition g = t 0 p is stable under the restriction of the adjoint action 
to Kc- Moreover, in our cases, the subspace p breaks up into the sum of two non-
isomorphic irreducible representations of Kc, say 

p = p + e p . 

The representation p~ is the contragredient representation of p+. 
Let us describe the pair (p+,p~) and the action of Kc on them for each case. 

Although the action itself is fairly well-known, we need more explicit features in the 
following. 

For G = 5p(2n,R), we realize it as in (4.1) and a maximal compact subgroup 
K ~U(n) is also specified there (4.2). The complexification Gc is identified naturally 
with 5p(2n,C) with respect to the same symplectic form as G (see (3.2) for the 
symplectic form). Then, the decomposition p = p+ 0 p~ is given by 

P± = 
f± - 1 A 

A 
A 

ddvv,1+ I A € Sym(n,C) 

Therefore, we can identify the both spaces with the space of symmetric matrices of 
size n. To see the action of Kc — GL(n, C), it is more convenient to use the different 
realization of Sp(2n, K). Let 

7 = 
1 

V2 
In 
- 1 1 » 

" U n 
In 

which is called the Cayley transform. The conjugation of Sp(2n, E) by 7 pro
duces a different (but isomorphic) real form of 5p(2n,C), and we denote it by 
G7 = Sp(2n, M)7. In G7, the conjugated maximal compact subgroup K1 has a 
simple diagonal form: 

K1 = fk 
0 

0 
,,;12+ I k e U(n) 

The complexification KQ is also expressed similarly as above, but k belonging to 
GL(n,C). Then p7 is represented by off diagonal matrices 

p7 = 0 
C 

B 
0 

I B,C e Sym(n,C) 

and 

p7+ = ' 0 
. 0 

B 
0 

I B € Sym(n,C) P7" = 
0 
c 

0 
0 

I C € Sym(n,C) 

We denote the element 0 
C 

B 
n of p7 by (B, C). Then the adjoint action of an 

element k € KZ on p7 is given by 

k(B,C) = (kBlk, tk^Ck'1) 

We sometimes identify the ifc-module p+ with Sym(n,C). 
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For G = U(p,q), we realized it as the full isometry group of the indefinite Hermitian 
form (3.6) (cf. (3.7)), and a maximal compact subgroup K ~U(p) x U(q) is given in 
(6.7). The complexification Gc is naturally identified with GL(p + q,C), and Kc is 

given by 

Kc = k = 
'fci 
0 

0 

k2 
I fci eGL(p,C), k2eGL(q,C) 

The other member of the Cartan decomposition is expressed by off diagonal matrices 

P = 
0 

C 

B 
0 

\BeM(p,q,C),C £M(q,p,C) 

and such an element is denoted by (B,C). Irreducible subspaces p± are given as 

P+ = 
0 
0 

B 
0 

\BeM(p,q,Q p = 
0 
c 

0 
0 \CeM(q,pX) 

The adjoint action of an element k = (fci, fc2) G Kc on p is given by 

(h,k2)(B,C) = {hBk^MCk^1). 

Therefore, the representation p+ of Kc is identified with M(p,q,C). 
For G = 0*(2p), we gave a realization in (3.10). A maximal compact subgroup 

K ~ U(p) is chosen again as diagonal matrices (6.18). The complexified Lie group 
Gc is identified with 

(7.1) 0(2p,C) = {Z e GL(2p,C) | lZSvZ = Sp} , Sp — 
' 0 

UP 

1DN 

0 

and 

Kc = 
'k 
0 

0 
0 I fe G GL{p, C) 

We identify JiTc and GL(p, C) in the following, so fc € iifc denotes a matrix in GL(p, C). 
Now p becomes 

P = 
0 
C 

B 
B,C£ Al t (p ,Q 

As above, we denote the element 
0 

0 

B 

0 
I by (B,C). The ifc stable decomposition 

of D is riven bv 

P+ = 
0 
0 

B 
0 

I ß e Ait(p,C) p -
0 
c 

0 
0 

I C e Alt(p,Ç) 

The adjoint action of an element fc e ÜTc on p is 

ifc(B,C) = (fcB**,'*"1*?*-1) 

We identify the ifc-module p+ with Alt (p,C). 
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7.2. Kostant-Rallis decomposition. — In this subsection, we summarize the 
ifc-orbit decomposition of p~. The orbit decomposition of p+ is the same. We 
denote the real rank of Lie group G by r (cf. §6). Then there are exactly (r + 1) 
ifc-orbits in p~ in each of the above three cases. We give a parametrization of these 
orbits by (r + 1) integers, 0 , 1 , . . . , r, 

P = 
3f=0 

r 
Ofj. 

We know that the dimension of the orbits are distinct (see below). We arrange the 
numbering of orbits so that an orbit with the larger index has the larger dimension. 
With this indexing, the set Or is an open dense subset of p~ in the classical topology 
(or, also in Zariski topology). On the contrary, the orbit OQ = {0}. We also know 
that the closure in classical topology (or, also in Zariski topology), 

Om = 
ffgg 

ggf 

In other words, the closure relation of the orbits is linear ordering. Each closure is 
a Zariski closed subset of the affine space p~, then Om is an affine algebraic variety. 
We denote the defining ideal of these subset Om by 

im~ {peC[ffggp-]\pgg\ë^ = o}. 

This is an ideal of the polynomial ring C[p~ ] on p~. Then, by definition, the coordinate 
ring C[(9m] is isomorphic to the residual ring C[p~]/Jm. 

Note that we can identify p+ with the dual vector space of p~ via Killing form. 
Therefore, by the natural identification, C[p~] = 5'(p+), where 5(p+) denotes the 
symmetric algebra. Since p+ is an abelian subspace of 0, we also identify 5(p+) with 
the enveloping algebra U(p+). We use these identification freely in the following. In 
particular, as a Kc-module, C[Om] is isomorphic to a quotient module of 5(p+). 

Let L — L(a) be an irreducible unitary lowest weight module of G treated in 
§ 5. We construct a good filtration of L by taking the lowest if-type as a generating 
subspace of L (cf. § 1.2). Let M = gr L be the associated graded S(g)-module. Since 
the generating subspace is preserved by t and p~, the S(g)-module M is annihilated 
by t and p~. Therefore, its associated variety AV (L) is contained in p~, by the 
identification above, and is a Kc stable closed subset. Since the Xc-orbits in p~ has 
linear ordering with respect to the closure relation, we can conclude that AV (L) = Om 
for some 0 ^ m ^ r. 

In the following subsections, we see that there is a strong relationship between 
C[Om] and the K-type decomposition of L(1G2)« In fact, they are the same as Kc-
modules up to some character. This relationship is an example of general phenomenon 
and is well-known among experts. It is a part of Vogan's philosophy of orbit method 
[52]. 
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Our main aim of the following subsections is calculation of the Bernstein degree of 
L(1G2). Our approach is purely representation theoretic. It turns out that Deg L(1G2) 
coincides with the classical degree of the corresponding orbit Om — AV (L(1G2))> 
which coincides with determinantal variety of various type (see, e.g, [12] or [16, 
Lecture 9]). Hence our calculation here will give a new proof of the formula of deg Om 
called Giambelli-Thom-Porteous formula ([15], [17]; also see [12, Chapter 14]). 

7.3. The case G — 5p(2n, E). — Consider G — Sp(2ny E). In this case, as is given 
above, K = U(n), Kc = GL(n,C), p~ = Sym(n,C). The action of k G Kc on 
A £p~ is given by 

(7.2) k-A = ^ - ^ f c " 1 (k G GL(n,C),A G Sym(n,C)). 

We define a locally closed subset of Sym (n, C) by 

Om = {A G Sym (n, C) | rank (A) = m}, (m = 0 , 1 , . . . , n). 

By the definition of the action of Kc, it is easy to see that Om is stable under the 
action of KQ. Moreover, they classify all the ATc-orbits in p~. The matrix Y^=\ Ejj 
belongs to the orbit Om. Here, Eij is the matrix unit, that is, (i.j)-entry of the 
matrix is one and all other entries are zero. The dimension of the orbit Om is 
given by 

dim Om = rm — (m — l )m/2. 

For subsets / = { i i , i2 , . . . ,im+i} and J = {Jij2,---Jm+i} of {1,2, . . . , n } with the 
same cardinality (m + 1), we define the minor 

Du(A) = det(aipjq)1<p 

where A = (aij)i^t,j^n ^ Sym (n,C). Then the defining ideal Im of Om is generated 
by these minors 

{Du I J, J C { 1 , 2 , . . . , n } , | / | = IJ| = m + 1}. 

Recall the dual pair (5p(2n, E), 0{m)) in §3. We define an unfolding of the orbit 
Om by an extra action of O(m), or more precisely, its complexification 0(m,C). Let 
us consider the space of m x n matrices Mm,n = M(ra,n,C) and define an action of 
Kc x 0(m,C) = GL(n,C) x 0(m,C) 3 (fc,ft) on Mm,n by 

(k,h)-X = hXk-1 (XGMm,n). 

For X G -Mm,n, we define 

<KX) = £XX G Sym(n,C). 

This is a polynomial map of degree two. With the trivial action of 0(m,C) on 0m, 
the map 

,n}, |/| = zzgggIJ| = m + 1}. 

is Kc x 0(m, C)-equivariant, that is, ip(hXk *) = lk 1xj){X)k 1 for all k G Kc, 
h G 0(m, C). We see that the image of é coincides with öm. 
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Lemma 7.1. — The map %p above induces the C-algebra isomorphism 

r •• qom] 9 / 4 / o ^ q ^ f w = s{Mn,m)°^, 

which means that Om is the geometric quotient Mn?m//0(ra, C). In particular, Om 
is a normal variety. Here we consider Mm,n = M* m as the algebraic dual of Mn,m. 

Proof. — The induced map tp* is injective since tp is surjective. The classical invariant 
theory, in the modern reformulation [24, §3.4], says that every 0(ra,C)-invariants on 
Mm,n is generated by typical invariants of degree two, which implies the map ip* is 
surjective. • 

Now we come back to the dual pair (5p(2n, R), 0(m)) in Q — Sp(2nm, R) and the 
Weil representation ft of Q (cf. §3). Let L(l0(m)) be an irreducible unitary lowest 
weight module of G which corresponds to the trivial representation of 0(m). We 
should clarify the relationship between Om and the representation L(l0(m))-

Since the associated variety of L(l0(m)) 1S contained in p~, it is enough to see 
the annihilator of grL(lo(m)) m ^(P+)- Therefore, let us see the action of the non-
compact root vector X£a+£b e p+ via ft : sp(2nra,R) Endc(C[Mn?m]), 

dff,;:::ù$$ $ 
1 

2 

m 

¿=1 
%aj%bj » 

(see (4.8)). By this formula, we see Q(X€a+£b) € C[Mm,n]°(m'c). Moreover, we have 

2il(Xea+eh)=tl>ab, 

here ipab £ C[Mmjn]°^m,c^ is the afc-component of ip. This means that the subspace 
spanned by typical invariants ipat, coincides with the image ft(p+). Thus, the sub-
algebra of ft(t/(p+)) generated by ft(p+) is isomorphic to C[Mm>n]°(m'c), which is 
generated by typical invariants as is explained above. Let us define the natural good 
filtration of L = L(l0(m)) by Lk = [/fc(p+)l, where 1 is the constant polynomial with 
value 1. Then we have an isomorphism 

L(l0(m)) = gr£(lo(m)) = U(p+)/Im 

as C/(p+)-modules, i^c-niodules and filtered modules. The filtration induced by the 
degree of polynomials coincides with the natural filtration up to a shift. This implies 

Lemma 7.2. — There are algebra isomorphisms 

ft([/(p+)) ~ C[Mm,n]°(™'c) ~ C[Om] = C[p-]/Im. 

We have AnnL(l0(m)) = Ann gri(1o(m)) = I m in £/(p+). 

Proof. — As is explained above, we have the desired isomorphisms. For the annihi
lator, note that the representation space C[M* m]°(m'c) of L(l0(m)) nas the natural 

ASTÉRISQUE 273 



BERNSTEIN DEGREE AND ASSOCIATED CYCLES 53 

grading as ^-module and p+ acts on C[M*m]0^m'c^ = C[Mm,n]°(m'c) as a homo
geneous operator of degree two. This means that the annihilât or in C/ (p+) does not 
change after taking gradation as a filtered U(g)-module. • 

Corollary 7.3. — The representation L(lo(m)) h°>s ^e following properties. 
(1) The associated variety of L(l0(m)) is Om. 

(2) As a K-module, L(lo(m)) i>s isomorphic to C[(9m] ®detm/2. 
(3) The Bernstein degree of L(l0(m)) coincides with degOm. 

Proof — (1) is a direct consequence of the above lemma. 
Let us consider (2). By definition, L(l0(m)) is realized on C[M*m]°(m'C) = 

C[Mm,n]°(m'c) (see § 5). As is explained in § 5, to get K-module structure of I/(l0(m))> 
we must twist C[Mm?n]°(m'c) by detm/2. Therefore, untwisting of L(l0(m)) produces 
C[Mmjn]°(m'c) itself, and the module structure factors through to that of K. 

Since the unfolding map ip has degree two, it is easy to see the definition of 
DegL(lo(m)) and deg (9m coincides, which proves (3). • 

Let us calculate DegL(lo(m)) = deg(9m explicitly. Recall the good filtration 
Lk = £4(p+)l. By (6.6) and the Weyl's dimension formula, we know 

dim Lk = 
xxcv$**ùù 

d i m r ^ 

==$$<<w 

i ^ < j < n ( 2 ^ - 2 A j - z + i ) 

wwbb,;ljj:$$$$ 

2m(m-l)/2+m(n-m) j^m(m—l)/2+m(n—m)+m 

m 
4=1 (n-i)\ 

X 

0<asm â;m_1<-̂ x1 
XI-\ hasm<l 

l^i<j^m 
(Xi Xj ) 

m 

i=l 
x ̂  dx i * * * dx 

+ (lower order terms of k) 

2mn-m(m+l)/2 umn—m(m—1)/2 

m!] m [n-i)\ 

Xl-\ |-im l̂ jjjkkkww< 

\X{ Xj 
m 

i=l 
x7} mdx1 • • • dxm 

+ (lower order terms of k) 

for sufficiently large k. Here, in the third equality, we devide the formula by a suitable 
power of k and interprete the leading term as a Riemann sum for the integral. 
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Let us generalize the integral above slightly, and denote it as 

(7.3) Ia(s,m) = 

cvn,;;:ùùù 

(112=1 Xi)8 dXl'- àXm, 

where A = ùùù,::: (Xi Xj ) is the difference product. An explicit formula of this 
integral is given by using Gamma function of Hermitian symmetric cone ([37]). 

Theorem 7.4. — Let Ia(s,m) be as in (7.3). For Res > - 1 and a = 1,2,4, we have 

(7.4) Ia(s,m) = 
jm 
3=1 r ( j a / 2 + l ) r ( s + 1 + Ü - 1 W 2 ) 

r ( a / 2 - h l ) m r ( s m + iV + l) 

where N = m a 
2 
-m(m — 1) 

Summarizing above, we have the following theorem. 

Theorem 7.5. — Assume that m ^ n = M-rank5p(2n, E), and consider the reductive 
dual pair (5p(2n, R), 0(m)). 

(1) The unitarizable lowest weight module L(l0(m)) of Sp(2n,E)~ has the lowest 

weight y ( 1 , 1 , . . . , 1) = y Ysi=i ei- ^s associated cycle is multiplicity-free and given 

byAC(L(l0{m))) = [OZ]-
(2) The Gelfand-Kirillov dimension and the Bernstein degree of L(lo(m)) are 

Dim L(l0(m)) = dim Om = m n — 
m — 1 

2 

DegL(l0(m)) = deg Om = 
m—1 

/=0 

l\ 

:: 

(2n-2m + l)\\ 
(n-m + l)\ 

where /!! = /(/ — 2){l — 4) • • • 2 for an even integer I, and l\\ = 1(1 — 2)(Z — 4) • • • 1 for 
odd I. 

Proof. — From the top degree term of dimL^ above, we get the Gelfand-Kirillov 
dimension 

DimL(l0(m)) =mn-
m(m — 1) 

2 
=:d, 

and 

DegL(l0(m)) 
2d-md\ 

xw^^^*nn,:!!!== 
-Il(n — m,m) 

2d 

7rm/2m! J 
n,;;: 

m T(j/2 + l)T(d/m-(j-l)/2) 

T(n-j + l) 

m—1 

/=0 

l 

::::n, 
( 2 n - 2 m + /)!! 

{n-m + l)\ 
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We close this subsection by giving the relation between the lowest weight module 
L(lo(m)) and the half-form bundle on the orbit Om. We choose a representative 

A = 
7=1 

m 
Eii€OmCnn;;Sy;;;m:::(n,Qsp-

of the orbit Om. The group Kc = GL(n,C) acts on Om transitively by (7.2). The 
stabilizer (Kc)\ of A in Kc is 

(7.5) (Kc)x = k = 9i 
* 

0 

92 
I 0i eO(m,C),92 eGL(n-mX) 

We denote the determinant of the isotropy representation by det (Ad \Tx0 ) 

(Kc)\ -> Cx , where T\Om is the tangent space of Om at A. It is written by 

det(Ad L 0 ) = (detg1)n-m(detg2)-m = (det9l)n(detk)-m, 

with the notation (7.5). The cotangent bundle T*Om is a if<c-equivariant vector bun
dle. The line bundle Atop = /\dim°™ T*Om consisting of volume forms on the orbit 
Om is a .Kc-equivariant line bundle. Then it corresponds to the one-dimensional rep
resentation of the isotropy subgroup [Kc]\- In this case it is given by the coisotropy 
representation 

det(Ad*|T;(9J : (Kc)\ 3k^ (det </i)-n(det k)m G Cx, 

with the notation (7.5). We introduce the square root ot the line bundle Alop, denoted 
by £, and consider the set T((9m,£) of its global sections. We will give the relation 
between this line bundle on the orbit Om and the lowest weight representation under 
consideration. 

In what follows, we assume that n is even. We define the one-dimensional repre
sentation 

£ : (Kc)\ 3 k H> detm/2fc G Cx . 

By the definition, the coisotropy representation is the square of £; 

det(Ad* 
\T*Om 

= det (Ad 
\TxOm 

xcv::ù$$ 

This means that £ corresponds to the half-form bundle on the orbit Om = 
Kc/{Kc)\ = Kc/(Kc)\. The set of global sections T((9m,£) has a natural Kc-
module structure. 

Proposition 7.6. — For 0 ^ m < n and n G 2Z; the lowest weight module L(lo(m)) ^s 

isomorphic to T((9m,£) as K-modules. 

Proof. — We denote the complexification of the character \i : K ~> Cx introduced 
in Section 6.1 by the same character. To be more explicit, we define the character 
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Xi : Kc -> Cx by Xi(^) — detm/2fc. The restriction of \i to the isotropy subgroup 
coincides with £. Then, we see that 

r ( o m , o = m d % ^ = X! ®ind%)Ai(rch = xi ® kkC[Om] 

for 0 ^ m ^ n as i^c-modules. On the other hand, we have seen in Corollary 7.3(2) 
that 

L{l0{m))=£[Om\®llàl^kketml/2. 

Since Om is normal (cf. Lemma 7.1), and, for m ^ n, codim^-Om ^ 2 for ra ^ n, 
the restriction map gives a natural isomorphism C[(9m] = C[(9m] (cf. [10, Chapter 11, 
§ 11.2]). This shows the proposition. • 

7.4. T h e case G = U{p,q). — Let G = U(p,q). In this case, K = U(p) x U(q), 
Kc = GL(p,C) x GL(<?,C), p~ = M(g,p,C). The action of (kuk2) G Kc on A G p~ 
is given by 

(7.6) cvwlw;;:mù 

Put r = MrrankU(p,q) = min(p,q). We define a subset of Mq,p — M(q,p,C) by 

Om = {A G Mq,p I rank (A) - m}, (m = 0 , 1 , . . . , r) . 

By an argument similar to the case 5p(2n, M), we know that 0m is a ifc-orbit, and 
they give a complete classification of i^c-orbits in p~. Note that the matrix Z)j^m ^jj 
is contained in Om- It is easy to see that 

dim Om — (p + q)™ — m2, 

hence all the orbits have different dimensions. The defining ideal Im of Om is gener
ated by the minors 

{Du I I C {1 ,2 , . . . , q], J C {1,2, . . . ,p}, \I\ = \J\ = m + 1}. 

The affine algebraic variety Om is called the determinantal variety. 
Now recall the dual pair (U(p, q), U(m)). Let GL(m, C) be the complexification of 

U(m). We consider the natural action of Kc x GL(m,C) = (GL(p,C) x GL(q,C)) x 
GL(m,C) 3 (kuk2,h) on (A,B) G Mm?p 0 Mm,q ^ Mm,P+q by 

(7.7) ,n}, |/| = IJ| = mf^^$ + ff1}.ff 

which comes from (6.8). For (A,B) G Mm^ 0 Mm?g, we define an unfolding map ip 

by 
</>(A,B) = lBAe$$ùMq^ 

This is a polynomial map of degree two. Note that if>C£2i<^j ^n^i^j En) = 
Yli<j Eu € ^m- From this, we see that the image of ip coincides with Om- With 
the trivial action of GL(m,C) on Om, the map 

tp : gfgnnmfggggdd$ 
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is Kc x GL(m, C)-equivariant, that is, ip^h xAkx 1,hBtk2) = k2tp(A, B)kx 1 for ali 
(ki,k2) G Kc, h G GL(ra,C). This map induces the C-algebra homomorphism 

r : qOm] Bf^fotpe Cù[Mm^q]GL{m^. 

As a summary we have 

Lemma 7.7. — There exists a C-algebra isomorphism 

p : C[Om] -»• €[Mm>*p+q]GL^ = 5(Mp+9,m)GL("l'C), 

wWcA means that Om is the geometric quotient Mp+q,m//GL(m, C). In particular, 
Om is a normal variety. Here we consider Mp+qym as the contragredient space to 
MmiP+q 

Proof. — It is injective since i\) is surjective. The classical invariant theory also says 
that every GL(m, C)-invariants on Mm,P+q is generated by typical invariants of degree 
two, that is, this map ip* is surjective. • 

For the Weil representation of the dual pair (U(p, q), U(m)) G Sp(2nm, R) and the 
unitary lowest weight module L(l(/(m)), we have expected the same story. Take a 
Cartan subalgebra t in t consisting of diagonal matrices 

i= {H = diag(ai , . . . ,ap,&i, . . . ,bq) \ a^bj G C}. 

This is also a Cartan subalgebra of g. We define e%, Sj G t* by ei{H) = a*, Sj(H) = bj 
for above H G t. Then the set of positive non-compact roots is 

A+ =ssssss<<^^ù^^^ff,,;: {si-ôfgjj\l^i^p,l^j^rjkklbb,;q}fffhh. 

Put 

,n}, |/| h= IJ| = m hk 0 
0 

Eab 
0 

egl(p + qX) = g. 

Then X£asb is a non-compact root vector in p+. From the embedding (3.8) and the 
Fock realization (4.5) of the Weil representation fi, we conclude that 

(7.8) Q(-2Xea-Sb) = il>ah = 
m 

3=1 
, xajybj (1 ^ a 0 , 1 O ^ tf), 

where (xaj)i^a^P,i^j^m G Mp,m and (ybjh^b^qA^m € Mg?m. Note that these 
quadratics (7.8) generate the full invariants S{Mp^rq^m)GL<<rn'C) • From this, we get 

Lemma 7.8. — There are algebra isomorphisms 

W(P+)) * C[Mm^q]GffL{m^ X C[Om] = C[p~]/Im. 

We have AnnL(lt7(m)) = Ann grl/(lt/(m)) = Im in U(p+). 

Proof. — The proof is similar to that of Lemma 7.2. 
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Corollary 7.9 

(1) The associated variety of L(lu(m)) is Om. 

(2) As a K-module, L(lu{m)) is isomorphic to C [ 3 Q 0 ( d e t m / 2 IEI det ~ m / 2 ) . 

(3) Bernstein degree o / L ( l t / ( m ) ) coincides with deg Om. 

Proof — The proof is similar to tha t of Corollary 7.3. For the I f - type decomposition 

of L ( l i / ( m ) ) , see (6.16). • 

Let us define the natura l filtration of L = L ( l t / ( m ) ) by Lk = £ 4 ( p + ) l , where 1 is 

a constant polynomial. By (6.17), we know 

d i m L * = V d i m r ^ d i m r ^ 

|A|̂ fc 

xcc 

A,J(A)̂ m 
|A|<fc 

:*$$wx 
(Xi-Xj - i + j) 

vb;;:^^^<<x 
(Ai - * + j) 

m+l^.i<j^.p 
U-i) 

11 U-i) 

X 
ccv:!ùù 

(A* — \j — i + j) 

m + l<j<q 

(Xi-i + j] 
m+l^iKj^q 

Uhh-i) 

$$*mln; 
(j-i) 

ùù 
j^m(m — l)/2x2-\-m(p-\-q—2m)-\-m 

-rm 
• It=lV 

ùùhjllllww<<^^$ 

x 

bn,;:ccn;:****<^^ 
x1-\ |-a!m<l 

l^i<j^m 
(Xi Xj ) 

m 

¿=1 

X ̂  Cfo? 1 • • • ĈtZ/ 772 

+ (lower order terms of k) 

um(p+q-m) 

ml 
m 

i=l 
{p-i)\(q-i)\ 0<xi 

xi-\ |-a5m<l 
,;;:!!!ùùlk 

\Xi Xj I 
m 

¿=1 

'x^q'2mdx1 
• dXfhhhfi 

+ (lower order terms of k) 

for sufficiently large k. 

Theorem 7.10. — Assume that m ^ min(p, q) = R- rank[ / (p , q), and consider the 

reductive dual pair (U(p, #), U(m)). 

(1) The unitarizable lowest weight module L ( l m m ) ) ofU{p,q)~ has the lowest weight 

m/21p,q = m/2 n,, 
,,xbb Si - ;:::, bb where IPiQ = ( ! , . . . , ! , — 1 , . . . , —1). Its asso

ciated cycle is given by AC (L ( l f / ( m ) ) ) = [Om]-
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(2) The Gelfand-Kirillov dimension and the Bernstein degree of'L(lmm)) is given by 

DimL(lt/(m)) = dim£>m = m(p + q-m), 

DegL(lu{m)) = deg Om = 
m 

¿=1 

(j - l)\(p + q-m-j)\ 
xvvv:!!!aaq==$ùù 

Proof — By the formula of dim Lk above, we have 

DimL(l[/(m)) = m(p + q - ra) =: d, 

DegL(lu{m)) = 
d\ 

™ ! I I £ i ( P - O K « - * ) ! 
I2(p + q - 2m,ra). 

Now apply Theorem 7.4. 

We show that the half-form bundle on Om is related to some lowest weight repre
sentation L(a). We put 

A = 
m 

vvn,;ù 

ùù*<<<==$jghg**==<w 

The group i^c = GL(p,Q x GL(q,C) acts on Om by (7.6). The stabilizer (#C)A OF 
À in Kc is 

(7.9) (ÍTC)A = (fci, k2) = w 
* 

0 

92 

9i 
0 

* 

#3 
e K c \ g i e G L ( m , j Q j j 

The determinant of the isotropy representation is 

det(Ad|r ^ ) = (det̂ )̂ (detbbn,;;mùùù̂ $̂$$$A:i)-m(det̂ 2)m, 

and that of the coisotropy representation 

det(Ad* Tmn ) : (Kc)x 3 (kuk2) ^ (detgi)-(p~q) (det fci)m(det k2)'m G CX , 

with the notation (7.9). We denote the line bundle consisting of volume forms on Om 
by Atop, and its square root by £. Let us clarify the meaning of the square root £ of 
Atop. We denote the inverse image of the subgroup Kc C /Cc in JCc by Kc- This is 
a double covering group of Kc, which is not necessarily connected, with the covering 
map Kc —> Kc- We have an realization 

Kc = {(k,z) G Kc x CX I k = (fci,fe2),(detfc1)m(detfc2)"m = z2}. 

Through the natural projection, Kc also acts on Om. We denote the isotropy sub
group at A G Om by (Kc)\- This is the inverse image of (Kc)\, that is, 
(7.10) 

(Kc)\ = U{k1,k2),z)eKc\k1 = 
Ali 

i -A-
0N 

92/ 
M - rQi 

0 

* 

93/ 
,gieGL(mX)\ 
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In what follows, we assume thatp—q is even and calculate the if-types of T((9m, £). 
There exists a well-defined character 

cv;:^$<<ccc$jmqqcvbnmmax^^^x^x!!ùùawlll^^;<< 

with the notation (7.10). By the construction of £, the coisotropy representation is 
the square of £: 

det(Ad'| ) = €». 

This means that £ determines the half-form bundle V/A*°P on the orbit Om. As a 
ATc-module, the set of global sections r(0m,£) is isomorphic to the induced module 

r(Om,è) = I n d Kc 
cc<<ù*$ 

$$*m 

We define a character xi • Kc —> Cx by Xi(ki,k2,z) = z, and £' : (ifc)A -> Cx 
by £'(&i,&2) = (det^i)-^-9^2 in the notation above. The character £' lifts up to a 
character of (Kc)\ via projection map, and we denote it by the same letter £' again. 
Roughly speaking, %i equals "det m/2ki det ~m/2k2". Then, £ is the tensor product of 
£' with the restriction of xi to the subgroup (Kc)\- By the reciprocity law, 

^^^^<<xkkl**ù<<<<=$$jq :, vvv*)^^w<<<**<<mmmc 

Lemma 7.11. — We assume that m ^ min(p, q) and p — q £ 2Z as before, and that 
max(p, q) / m. Then, as a Kc-module, we have an isomorphism 

Ind Kv 
(Kc)x 

bgcv 

xeVm 
ww!c;cbaass 

with I — (q—p)/2. Here we denote Im — ( 1 , . . . , 1,0,.. . , 0), in which 1 appears 
m-times. 

This shows that 

r(0m,tf = 
xeVm 

(rA+/Im 0 dnbget™/2) B (rA 0 dgxcet-/bb2)*. 

On the other hand, by (6.12), the lowest weight module L(x~x) also has the same 
^-types. Indeed, the character x of G2 = U(m) is det(p-<z)/2 = det_/ as is shown in 
(6.10). For v = ZIm, we see that the multiplicity m(A,/x; v) defined by (6.11) is 

m(A,/x; v) — 
1 
0 

ùù^v,n;;:::nn 

otherwise. 

Summarizing above, we have 

Proposition 7.12. — Suppose p-q £ 2Z andO ^ m < min(p,g). Letx = det(p~^/2 6e 
£/&e character of G2 = U(m) given in (6.10). Then the lowest weight module L(x_1) 
is isomorphic to T((9m,£) as a Kc-module. 
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7.5. T h e case G = 0*(2p). — Let us consider the case G — 0*(2p). In this case 
K = U(p), Kc = GL(p, C), p " = Alt (p, C). The action of k G Kc on A G p~~ is given 
by 'Jfe-Mfe-1. 

Put r = M-rankO*(2p) = [p/2], where [#] is the Gauss symbol. We define a subset 
of Alt (p, C) by 

Om = {A G Alt (p, C) I rank (A) = 2m}, (m = 0 , 1 , . . . , r) . 

Since the rank of alternative matrices is always even, these {(9o, Oi,..., Or) form the 
set of all if<c-orbits on Alt (p, C). The matrix S/LiC-^m+jj ~ Ej,m+j) is contained in 
Om. The dimension of the orbit is given by 

dim Om = 2pm — m(2m + 1), 

and the defining ideal Im of Om is generated by 

{DU I J, J C {1 ,2 , . . . , 2p}, | / | = \J\ = 2m + 1}. 

Recall the dual pair (0*(2p), 5p(2ra)). Let 5p(2m,C) be the complexification of 
5p(2ra). We define the action of Kc x 5p(2m, C) on A G M2m,p by 

(k,h) • A = MAT1, for k G GL(p,C) =KC, he Sp(2ra,C). 

We define an unfolding map ip by 

1p(A) = ^JmA for A G M2m,p, 

where Jm is defined as in (3.2). This is a polynomial map of degree two. Since 

gfg 

fww^^ 
E3j) -

m 

3=1 
i.Em-\-j,j Ej,rn-\-j^ G Orni 

we see that the image of ip coincides with Om. With the trivial action of 5p(2ra,C) 
on Om, the map 

<<w::!^^$cvff<<<^^$$$ 

is Kc x 5p(2m,C)-equivariant, that is, i>(hAk x) — lk 1ip(A)k'~1 for ali k £ Kc and 
h G Sp(2ra,C). This map induces a C-algebra homomorphism 

^* : qom] Bf^fo^e c[M2mìP]s^2m^. 

Lemma 7.13. — We have a C-algebra isomorphism 

<<<^^$^$^^^^ dfqdf!:s;ss^^<<*<*<< 

which means that Om is the geometric quotient M2miP//Sp(2m, C). In particular, 
Om is a normal variety. 

Proof. — The proof is similar to that of Lemma 7.1. 
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Let us consider the Weil representation of the dual pair (0*(2p), Sp(2m)) G 
Sp(2nm, E) (n = 2p) and the unitary lowest weight module L(lsp(2m)). Take a 
Cartan subalgebra t in t consisting of diagonal matrices 

i= {H = d i a g ( a i , . . . , a p , - a i , . . . , - a p ) | a* G C}. 

This is also a Cartan subalgebra of g. We define Si G t* by Si(H) = ai for above 
H G t. Then the set of positive non-compact roots is 

A+ = {ei + e i | l ^ t < j < p } 

Put 

$$,;::))vfjjk 0 
0 

cc;c::<<$$$ 

0 
Go(2p,C) = 

Note that the complexification o(2p, C) is given in (7.1), in which we adopt rather 
non-standard symmetric bilinear form Sp. Then X£a+£h is a non-compact root vector 
in p+. From the embedding (3.11) and the Fock realization (4.5) of fi, we get 

(7.11) ii(-2X£a+£b) = *t>ab = 

k,,;::ùù 

m 
(xaj Vbj xbj Vaj ) ( l < a < 6 < p ) , 

where (^xaj)i^a^p^j^mdybj)i^b^Pìi^j^m) G Mp,2m = M|m>p. These quadratics 

(7.11) generate the invariants S(Mp,2m)5p(2m'c) • 

Lemma 7.14. — There are algebra isomorphisms 

n(C7(p+)) ~ C[M2m,p]s^2™^ ~ C[0m] = C[p-]//m. 

We have AnnL(l5p(2m)) = Ann grL(l5p(2m)) = Im in U(p+). 

Proof. — The proof is similar to that of Lemma 7.2. 

Corollary 7.15 

(1) The associated variety of L(lsp(2m)) is Om-
(2) As a K-module, C[Om] is isomorphic to L(l5p(2m)). 
(3) The Bernstein degree of L(lSp(2m)) coincides with degOm. 

Proof — The proof is similar to that of Corollary 7.3. For the K-type decomposition 
of L(l5p(2m)), see (6.20). • 

Let us define the natural filtration of L = L(lSp(2m)) by Lk = Uk(p+)1, where 1 
is the constant polynomial. By (6.21), we know 

dim Lk — 

|A|<fc 

dim 7 $ 
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vnn 

|A|<* 
l(X)^m 

l^-i<j<m 
(Xi - Xj - 2i + 2j)2((Xi - Xj - 2* + 2j)2 - 1) 

^^ùù*<< 
<<ùù*= 

X 
$$$^$<<wwq 

(Xi-2i + j)(Xi-2i + l + j) 

==vvbn,;::o^^ 
U-i) 

£m(m-l)/2x4+2m(p-2ra)+m 

•2m 
1*=1 

^^:!!xs 

x 

*lH l-asm l̂ 
l:!:!!lll 

ssdXfji:!! 
mvnn,, 

i=l 
x^ gfbb dd dx^ *dd dXfji 

+ (lower order terms of k) 

j^m(2p—2m—l) 

mlUÌZiP-iV-
l!!lll a. 1 + . . . + a .m<ll!ll 

l;;:!^^^^*^^ 
\Xi Xj\ 

+ (lower order terms of k) 

m 

i=l 
x ̂  dx i * * * dx 

for sufficiently large k. 

Theorem 7.16. — Assume thatm ^ [p/2] = R-rankO*(2p) , and consider the reductive 

dual pair (0*(2p) , Sp(2ra)) . 

(1) Tfte unitarizable lowest weight module L(lsp(2m)) 0/O*(2p)~ has the lowest weight 

m ( l , . . . , l ) = ^Y^=zi£ii o,nd its associated cycle is given by AC (L(lSp(2m))) — 

[ e q . 
(2) The Gelfand-Kirillov dimension and the Bernstein degree of L(lsp{2m)) * 5 given 

by 

DimL(lesomi) = dim 0 m = m(2p -2m- 1), 

D e g L ( l S p ( 2 m ) ) - d e g O m = ( 2 m - l ) ! ! 
m 

7=1 

( 2 ( i - l ) ) ! ( 2 ( p - m - i ) ) ! 

( p - i ) ! ( p - ^ ~ i ) ! 

Proof. — By the formula of d imL^ , we get 

D i m L ( l c D f 2 m i ) = m(2p-2m - 1) = : d, 

D e g L ( l 5 p ( 2 m ) ) = 
d! 

^^^cvddggg^$ 
- J 4 ( 2 p - 4 r a , r a ) . 

Apply Theorem 7.4 to get the desired formula. 

We have a relation between the half-form bundle and L(lSp(2m)) similar to tha t in 

Proposition 7.6. We define À = Jm 
o 

o 

0 
e Alt (p, C) with Jm = 

0 
!:,;m 

:,wwù 

o 
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The isotropy subgroup of À in Kc is 

{Kc)x = k = 
9i 
* 

0 

92 
I 9l G Sp(2ra, C), <?2 G GL(p - 2m, C) 

Therefore the determinant of the coisotropy representation becomes 

d e t ( A d * | T ; 0 J = (detfc)2m, 

and we define its square root by 

Ç:{Kc)\3k^,,n::{mmdetk)m G Cx 

Proposition 7.17. — For m < p/2, the set of global section of the half-form bundle 

r(C*m>£) is isomorphic to L(lsp(2m)) as a K-module. 

7.6. A unified formula. — Consider the reductive dual pair (Gi,G2) C Q — 
Sp(2nm,R) of compact type. We put G = Gi, which is a non-compact companion. 
We use the notation in § 3 freely in this subsection. In particular, D = R, C, H is a 
division algebra over R, and n = l/2diniR Vi,m = dim/) V2. Put r = R-rankG, and 
a = dim^I} = 1,2,4. 

Summarizing the above three explicit calculations, we have a unified expression of 
the Gelfand-Kirillov dimension and the Bernstein degree of the unitary lowest weight 
module L(1G2)« 

Theorem 7.18. — Assume that the dual pair (Gi,G2) is in the stable range, i.e., m ^ 
r. We denote by L(1G2) th>e irreducible lowest weight module of G\ which is the 
(twisted) theta lift of the trivial representation of the compact companion G2. Then the 
associated cycle AC L(1G2) is the closure of the m-th Kc-orbit Om in p~. Moreover, 
we have 

Dim L(1G2) — m (n + 1 - a 
2 
:(m + l) = dim Om —'• d, 

and 

D e g L d o J - F - 1 
d\ 

ml 
Ia(n - am, m) = deg Om, 

where Ia(s,m) is the integral (7A), and the integer F is given by 

F = 

IVJli(2(n - j))!! = 2—d ll7=i (n - j)l Case (Sp, O), 

U 7 = i ( p - m q - j y ) ! 

n - = i b - i ) ! 

Case (17,17), 

Case (0*,Sp). 

Remark 7.19. — If G/K is of tube type, we have 

F = 

nr=i№n-jW = 2™-dY\7=i(n-jy- Case (Sp,0) 

n ; = i { ( n / a - j ) ! } 2 Case (17,17), 

U"=i(n/a-j)\ Case (0*,Sp). 
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8. Multiplicity free action and Poincaré series 

In this section, we develop a general theory on Poincaré series of graded mod
ules which arise from multiplicity free action of reductive groups. All the groups in 
this section are complex algebraic groups and irreducible representations are finite 
dimensional ones. 

8.1. Poincaré series of covariants. — Let Q\ and Q2 be complex reductive groups 
and X a vector space on which Q\ and Q2 jointly act linearly. We assume that the ac
tion of Qi x Q2 is multiplicity free. This means that the polynomial ring C[X] = T(X) 
decomposes, as a ft x ft-module, into irreducible representations with multiplicity 
one. Namely, there exists a subset Rx(Gi x Q2) C Irr(ft x Q2) such that 

r(X) = 
7riE7r2€Äx(£iX£2) 

7Ti S 7T2. 

We assume further, in the decomposition, the correspondence 7Ti n2 is one to one. 
Hence, 7ri determines TT2 and vice versa. 

We choose suitable positive systems of roots for Q\ and Q2, and fix them in what 
follows. Let A be the highest weight of 7Ti = 7Ti(A) with respect to the positive system 
we chose. Then we will denote the corresponding highest weight of TT2 by (p(\) so that 
7r2 = 7r2((f(X)). Let A+ be a lattice semigroup of the highest weights of 7Ti G Irr(ft) 
which occur in T(X). Then we can write the decomposition as 

w<!!ù$$^^ 

ÀGA+ 

7ri(A)H7r2(y>(A)). 

Note that the correspondence A+ 3 A H> <p(A) is a semigroup morphism from A+ into 
the dominant weight lattice of Q2, i.e., ip(\ + rj) = <p(\) + <p(rj). 

We consider a (reductive) spherical subgroup H of Q\. Since H is spherical, for 
any irreducible representation (ni, V) of Q\, V has at most one-dimensional invariants 
under the action of H : 6imVH ^ 1. We put 

A+(H) = {A G A+ I d imV^ = 1} C A+, 

where V\ is a representation space of 7Ti(A). Let A (respectively A(H)) be the lattice 
generated by A+ (respectively A+(i7)). Note that it is not necessary to hold that 
A+(iI) = A+ H A(ff). Since A+ is a free abelian semigroup generated by finite 
elements (see the argument in [26, §2]), we can extend the correspondence <p(-) to A 
as a group morphism. 

The set of ^-invariants of T(X) is denoted by T(X;1H) = C[X]H. Then it de
composes multiplicity freely as a ft-module 

T(X; 1H) = C[X]H ~ 

A€A+(H) 
7T2{<p(\)). 
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Since T(X; IH) is a finitely generated graded Noetherian algebra, it has a Poincaré 
series P ( l# ;£ ) , where t is an indeterminate. More precisely, we define P( l# ;£ ) in 
the following way. If the representation 7Ti(À) № 7r2(<£>(A)) occurs in the fc-th degree 
of the polynomial ring T(X) — C[X], we write |A| = k. This degree map is obviously 
additive |A + rj\ = |A| -f M. We put 

(8.1) P(lH\t) = 
\eA+(H) 

dim7r2(^(A)) *'AI = t r a c e r № l H ) ( ^ ) , 

where E denotes the degree operator. Let {a i , . . . , a^} C C[X]H be a set of homo
geneous and algebraically independent elements such that C[X]H is integral over a 
subalgebra C[a\,..., ad] generated by a i , . . . a^. Put hi = dega^. Then there exists 
a polynomial Q(t) such that 

(8.2) P (1H;*) = 
Q(t) 

n t i ( i - ^ ) 
and (3(1) gives a positive integer (see, e.g., [45, Theorem 2.5.6]). The integer Q(l) 
is independent of the choice of {au... ,ad) above. We call it the degree of C[X]H 
and denote Q(l) = DegT(X; 1H). The number d coincides with the transcendental 
degree of the quotient field of C[X]H, and we denote it by d = DimT(X; 1H), which 
is the dimension of the geometric quotient X//H. 

More generally, for any <j(fj) G Irr(H) with highest weight //, we denote <J(//)-
covariants olT(X) by T(X\(j(n)), i.e., 

^;:!^^^^<<<<vn,, ggjkkklmmùùwxv 

The space of covariants T(X; cr(fi)) is a finitely generated T(X;1H) — C[X]H-module 
by polynomial multiplication against the second factor (see, e.g., [39]). Note that it 
carries also a representation of G2 on the second factor. 

If we decompose the restriction of TTI (A) to H as 

wwx;!!^$$<< 

dd 

m(A,/x) a (fi) 

with multiplicity m(A,/x), we have the decomposition 

T(X;(T(JÌ))~ 

\GA+ 

m(A,/x) 7r2(<p(A)), 

as a C/2-module. We define the Poincaré series P(a(u);t) of r(X;cr(//)) by 

P(<r(/i);*) = 
AGA+ 

m(A,/x) dim TT2 (</>(*)) *|A|. 

Since T(X;a(/j,)) is a finitely generated graded module over r ( X ; l # ) , its Poincaré 
series has rational expression as 

P(*(/i);t) = 
Q(°(t*);t) 

n t i C i - ^ ) 
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with the same d and h\,...,hd as in (8.2). Here, Q(o~(fi);t) is a polynomial in t 
and its value at t = 1 gives a non-negative integer, which is independent of the 
choice of a i , . . . , again. We call it the degree of covariants T(X;a(fi)) and denote 
Degr(X;<7(M)) = Q(<r(M);l). 

The purpose of this subsection is to relate the dimension DimT(X; cr(fi)) and the 
degree DegT(X;a(fi)) to those of invariants. 

For "sufficiently large" A, the multiplicity ra(A,/x) depends only on the coset [A] = 
A + A(H) G A+/A(H). Here A+/A(#) is an abbreviation for (A+ + A(H))/A(H). To 
be precise, we have 

Lemma 8.1 (Sato). — For any A G A+ and a(fi) £ Irr(iJ), there exists nM G A+(H) 
which satisfies 

m(A + r)M, fi) = m(A + nM + 77, fi) (Vrç G A+(H)). 

The integer m(\+r]M, fi) does not depend on the choice ofrjM. We denote this integer 
by m([\],fi) and call it the stable branching coefficient after F. Sato. 

Proof. — Our setting here fits into Sato's assumption [42]. 

Let be a positive root system of ft. We define a subset At(H) C At by 

(8.3) A+(tf) = {a e A+ I (<p(r,),a) = 0 (Vf? € A(H))}, 

where (,) denotes the inner product which is invariant under the Weyl group action. 
For A G A+, we put 

(8.4) r(A)=r([A]) = 
a€A+(H) 

((p(X) + p , a ) 

v,;<<ù 

where /? is the half sum of positive roots in A j . Note that the right hand side of (8.4) 
does not depend on individual A, but depends only on the coset [A] G A+/A(i7). By 
definition, r([Al) is a positive quantity. 

Proposition 8.2. — We assume that, for any A G A+, there exists Ab G A4" such that 

(8.5) (A + A ( # ) ) n A + = Ab + A+(tf) 

TAen, /or ara/ /x G A+(i7), we havi 

lim 
PMu);t) 
P(lH;t) 

^ùm 
[A]€A+/A(H) 

™([A],/i)r([A]). 

Remark 8.3. — Condition (8.5) determines Ab G A+ uniquely if it exists. Hence, Ab 
depends only on the coset [A] = A + A(fT). If we set S = {Ab | A G A+}, this amounts 

to 
A+ = S®A+(Hyi 
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or, equivalently to say, A+ is a free A+(i7)-module over the base set S. From this 
observation, the map 

(•)b : A+/A(#) 3 [A] h+ [A]b := Ab G 5 C A+ 

is a well-defined section of the projection map A+ A+/A(H). 

Corollary 8.4. — Under the same assumption, we have 

DegT(X;a(n)) = DegT(X;lH) 

[A]€A+/A(H) 
m([X]tfi)r([X]). 

We need a technical lemma to prove the proposition. 

Lemma 8.5. — Take arbitrary A G A+. 
(1) There exists m G A+(H) such that 

dim7r2(^(A + rj)) ^ r(A) • dim7r2(^(ryA 4- r])) (Vr? G A+{H)). 

(2) We have 

dim7r2(<y?(A + ?7)) ^ r(A) • dim7r2(<p(rç)) (Vr? G A+(H)). 

(8.6) 

Proof. — By Weyl's dimension formula, we have 

dim7T2(<£>(A + 77)) 

ù^^wxx 

(<p(A + rj) + p, a) 

(P, OL) 

= r(A) 
A£A+(H) 

(<p(A + ry) + p, a) 
(p,a) 

To prove (1), it is enough to take r)\ G A+(H) so that (<p(A),a) ^ (< (̂̂ a)»ck) holds 
for any a 0? A ^ i J ) . This is certainly possible. Since <p(-) is a group homomorphism, 
(8.6) becomes 

r(A) 

<<<ù*$ 

(^(A + ri) + p, a) 

(p,<*) 
^r(A) 

A£A+(tf) 

xxvv,:ù*<<<<<bn 
<<<< 

(Pi oj) 

Now we are to prove (2). Since (<p(A),a) ^ 0, we get 

dim7r2(v?(A + r?)) ^ r(A) 

A£A+(IF) 

(<pfa) + p, a) 
cxùù^$$* 

= r(A) dim7r2((^(77)). 

This proves (2). 

Proof 0/ Proposition 8.2. — Let us take arbitrary 0 < t < 1. 
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First we note that ra(A,/i) ^ ra([A],/x) for any A (see [42, Corollary 1.2]). There
fore, we have 

m(A,/i) dim7T2( 

AGA+ 

yu 

m(A,/i) dim7T2((p(A)) *|A| 

AGA+ 

m([A],/x)dim7rh2(^h(A)) *IAI 

(8.7) yio 
[hA]6A+/A(H) 

m([Ah],//) 
rj£A+(H) 

dim7hr2M[Alb + 77))^A]b+r?l. 

For [A]b, take 77^ G A+(#) as in Lemma 8.5 (1), and recall the definition of P ( l # ; t) 
from (8.1). Then we can calculate the above formula as 

(8.7) < 
[A]€A+/A(H) 

ro([A],/i)r([A]) *I[hA] H ^ b l x 

veA+(H) 

dim7r2hh(^(r7rAlb+r7))^+^ 

oo 

[A]€A+/A(H) 

m(h[X)^)r([hhhX]) tl[X] H^P(lH;t). 

Note that, for fixed //, there are only a finite number of cosets [A] for which m([A], //) 
does not vanish ([42, Corollary 2.5 (iii)]). 

On the other hand, if we choose rjM G A+(H) large enough, we have that 
m(A 4- 77M, ¡1) =m([X],/j,) by the definition of the stable branching coefficient. We 
can take rjM uniformly for A G A+, since there are only a finite number of [A]'s which 
count. So, by Lemma 8.5 (2), we get the following inequality: 

P(a(fi);t) = 
AGA+ 

m(A,/x) dim7r2(<£(A)) *|A| 

hh 

AGA+ 
nn, 

m(A + 7?M,̂ )dim7kkroMA + r7M))̂ A+r? ' 

[A]eA+/A(H) 
m([X],n) 

veA+(H) 
dim7r2((p([Alb + vM + r?)) *IMb+iM+*l 

<<w 

[A]€A+/A(H) 

m([Xla)rk([Xkk}) t^M\ 
rjeA+(H) 

dim 7^(77)) № 

w< 
[A]GA+/A(H) 

ro([A],/i)r([A]) №t+"M\ P(lH]t). 

From these inequalities, we have 

[X]eA+/MH) 
m([A],A*)r([A]) i ^ H ^ I 

,,c 
,,:$$^<<w 
ww<vbn, 

,,c 
[A]€A+/A(ff) 

ro([A],/i)r([A]) t^i+"Ml 
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If we take the limit 111, we get 

lim 
m 

PM^t) 
c<<**m 

[A]GA+/A(H) 
m([A],//)r([A]). 

8.2. Examples of multiplicity free actions and Poincaré series. — We keep 
the notation in the former subsection §8.1. So Gi x G2 acts on X multiplicity freely 
and H is a spherical subgroup of Gi. 

In many cases, we have an identity 

(8.8) 
[A]€A+/A(H) 

ra(M,/i)r([A]) = dim<j(/x). 

It will prove that 

(8.9) Degr(X;<j(p)) = dima(p) • DegC[X]H 

under the technical condition (8.5). However, at the same time, there also exist 
exceptions to (8.8). In this subsection, we will give three examples in which (8.8) and 
hence (8.9) hold. We need these examples later on. 

Let B be a Borel subgroup of Gi such that HB C Gi is dense. Such a Borel 
subgroup exists since H is spherical. Define a parabolic subgroup P C Gi as 

P = {9 G Gi I HBg = HB} D B. 

Then L = P n H is a reductive subgroup which contains the derived group of a 
Levi subgroup of P . The identity component of B D H is a Borel subgroup of the 
identity component of L. Let B = TU be a Levi decomposition with T being a 
Cartan subgroup of Gi. We will denote by TL (A) an irreducible representation of L 
with highest weight ^X\HnB-

Let $+ be the semigroup lattice of dominant weights of Gi and $ the weight lattice. 
We define 

$+(H) = {A G $+ I dim = 1}, 
and denote by $ ( # ) a lattice generated by $+(H) in It is known that 

Ф ( Н ) = {л e Ф I ел|япт = 1}. 

To get the identity (8.8), we use Sato's formula ([42, Corollary 2.5]) 

(8.10) 
[A]€*+/*(H) 

m([A],/i) dim Tx (A) = dimcr(p). 

However, there are two obstructions to get identity (8.8) by using Sato's formula 
(8.10). 

One obstruction is in the range of the summation. The representatives [A] must 
move all the coset of dominant weight lattice in Sato's formula. However, in general, 
A+/A(if) is a strict subset of $+ /$(H). This obstruction is serious. 

The other obstruction is the difference between r(A) and dimrx(A). However, in 
most cases, they are identical. We do not know an exception up to now. 
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We summarize here desired conditions which enables us to use Sato's formula. 
(51) Coincidence of coset spaces: A+/A(H) = $+/$(#). 
(52) Coincidence of dimension functions: r(A) = dimrL(A) (VA G A4"). 
(53) Existence of good representatives: for any A G A+, there exists Ab G A+ such 
that 

(8.11) (A + A(#))f lA+ = Ab + A+(#) . 

Condition (S3) is equivalent to the following condition (S3') (see Remark 8.3). 

(S37) There is a subset S C A+ which satisfies A+ = S 0 A+(#) . 

If once we check the above conditions, we conclude the formula (8.9). 

Theorem 8.6. — If the above three conditions (S1)-(S3) hold, we have 

(8.12) Degr(X;o-(^)) = dima(v) • BegC[X]H 

for any a(/d) G Irr(if). 

In the following, we examine the above three conditions (S1)-(S3) in each case. 

Example A. — Let ft — GL(ra,C),ft = GL(n,C) and assume that m ^ n. This 
assumption is essential in the following. We take H — 50(m, C). Therefore (ft, H) is 
a symmetric pair. We put X = Mm?n(C) ~ (Cm ®Cn)* and let ft x ft act naturally 
on X as 

Mm,n(C) 3 A -> tg^Agï1, (gi G ft,i = 1,2). 

The decomposition of C[X] is given by 

C [ X ] ~ V TGLm(\)ff®rGLn(\), 
vvx;:!m 

where Vm denotes the set of partitions with length at most m. Therefore the action 
of Gi x ft is multiplicity free, and we have 

A+ = Vm, A = $ - Zm. 

Since we can naturally identify A G Vm with ip(X) G Vn, we will denote <p(A) simply 
by the same letter A. If we denote by V^en the set of even partitions, then it is 
well-known that 

A+(H) = 1 m ' A(H) = 9(H) ~ (2Z)m. 

In this case, the coset space A+/A(H) = A/A(H) ~ (Z2)m is a finite set, and it 
coincides with $+/<!>(#). 

We have ^(H) — {ei — Sj \ m < i < j ^ n} in the standard notation. Using this, 
one can conclude easily that r(A) = 1 for any A G Vm. On the other hand, let B be a 
Borel subgroup consisting of upper triangular matrices. Then HB C ft is dense and 
P = B. Since L = HC\P = HnB~ (Z2)m_1, L is a finite abelian group. Hence we 
have r(A) = dimrL(A) = 1. 
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Next we verify the condition (S3), i.e., (8.11). P u t 

voi — 
i 

k=l 

£* = ( ! , . . . , 1 , 0 , . . . , 0 ) ( l < t < m ) , 

the fundamental weights for GL( ra ,C) . Note tha t A + has a basis {tuk | 1 ^ k ^ m } 

and A + ( i f ) has a basis {2wk | 1 ^ fc ^ m } . Any A G A + can be expressed as 

A = 
m 

k=l 

nKWK (nk G Z^o). 

We put 

vn,;:m 0 i f n f e G 2 Z , 

1 otherwise 

Under the notat ion above, we define 

m!!nn 
m 

nnwqx* 
nk

bwk. 

It is a simple task to verify tha t Ab satisfies the condition (8.11), and we have 

A+ = A + ( # ) e 
m 

**;nnh 

xb ;:!m 

Prom observations above, we conclude Theorem 8.6 holds in this case 

E x a m p l e B . — Let £ i = GL(m,C) x GL( ra ,C) , £ 2 = GL(p,C) x GL(q,C) and 

assume tha t m ^ min(p, qr). We take = AGL(ra ,C) ~ GL(ra ,C) the diagonal 

subgroup. Therefore (Qi,H) is a symmetric pair. Let n = p + q. We put 

x = M m , n ( C ) - M m , p ( C ) e M m , , ( C ) - ( C m ® o y e ( r ® ( ? ) , 

and let ( ( # 1 , 2 : 2 ) , (2/1,2/2)) G ¿/1 x Q2 act naturally on X as 

M m , n ( C ) 3 (A.f l) (tx^1Ay^\jjx2jBjjjtjjjy2jjj) jj (A G M m > p ( Q , B G M m , g ( Q ) 

Then the action is multiplicity free, and the decomposition of C[X] is given by 

C[X] ~ 

xxvn,;:^^**ùù 
(r G L m ( /x) E T G L t » * ) H ( T G L » B r G L g ( i / ) * ) 

Therefore we have 

A + = P m x ? m , A =vvb $ ~ Z m x Z m 

Here, to avoid the confusion, we have twisted the second factor of A + by — wo, where 

wo is the longest element in Weyl group. The correspondence between 7Ti(A) and 

7r 2((^(A)) is given by 

A = (/1,1/) G Vm X Vm <p(\) = (frv) eVpxVq 

simply extended by zero. Again, we shall identify <p(A) with A. 

ASTÉRISQUE 273 

nk = 0 ,1 



BERNSTEIN DEGREE AND ASSOCIATED CYCLES 73 

Since RCLM (AO ^ I~GLM iyY contains non-trivial infixed vector if and only if /J, = z/, 
we get 

A+(H) = APm, A(H) = - AZm. 

In this case, the coset space A+/A(H) = A/A(H) ~ Zm is an infinite set, and it 
coincides with $+/$(H). 

We have 

££(H) = {ei-ej\m<i<j^p}\J{6i-6ip<<$$j^ddaaazzrbb$\m<i<j^: q}, 

in the standard notation, which concludes r(A) = 1. We take a Borel subgroup 
B = Bi x Bi C Gi, where J5i is the standard Borel subgroup of GL(ra,C) consisting 
of upper triangular matrices and £?i is its opposite. Then HB C Gi is dense. Again, 
the parabolic subgroup P coincides with B. Hence L = HnP = HC)B = AXi is 
isomorphic to a maximal torus T\ in GL(ra,C). Therefore, we conclude that r(A) = 
1 = dim7x(A). 

For A = G A+, let 

¡1 — v — 
m 

k=l 

îlkZUk fa e Z), 

where {wk} is the set of fundamental weights of GL(m,C). Put 

cvddg 

k 
]max(nk,0)mk, dxxw 

k 
max(-nk,0)mk. 

If we define Ab = z/b), it satisfies the condition (8.11). In this case, we get 

A+ = A+(H) 0 
m 

Ufe=l 
ccvn,^^ 

m 

k=l 
n'kwk nkn'k = 0, nk,n'k G Z^o 

Now we conclude that Theorem 8.6 also holds in this case. 

Example C. — Let Gi = GL(2ra,C), ft = GL(p,C) and assume that 2m ^ p. 
We take = 5p(2m, C). Therefore (ft, H) is a symmetric pair. We realize 5p(2m, C) 

as 

5p(2m,C) - {(?GGL(2ra,C) | #diag ( J2 , . . . , J2) = diag ( J2 , . . . , J2)} , 

where 

J2 = 
' 0 

1 
- 1 
0 

We put X = M2m,p(C) - ( P ^ e ) * and let ft x ft act naturally on X as 

M2m,p(C) 3A^ tg^Ag^1, (9i G ft,i = 1,2). 

The action of ft x ft is multiplicity free, and we have the decomposition of C[X] as 

C[X] ~ 
\€V2m 

7-GL2m(A)^rGLp(A). 
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Therefore 

A+ =V2m, A = $ ~ Z 2 m . 

We shall identify A G P2m with <p(A) G Pp. The irreducible representation 7Ti(A) 

has a non-trivial H-fixed vector if and only if X2i-i — X2i (1 ^ i ^ ra), i.e., A = 

ZlfeLi n2k^2k (n2k G Z^o)- Therefore, we have 

A+(i?) = 

k=l 

m 

tJ2k, A(H) = * ( J Ï ) = 
m 

vvn,;: 

Z 072fc - Zm. 

Then it is easy to see tha t 

A+/A( t f ) = * + / $ ( # ) ~ 

m 

k=l 
^Z^o &2k-l-

For A = 
•>2M 
vb 

n ẑuife G A+, w e def ine 

cvvvn, 
m 

,,fffh 
™2FC-1^2FC-l. 

Then it is clear tha t Ab satisfies the condition (8.11), hence we get 

A+ = A+(H) e 
m 

U = i 
ïlk^2k-l I nk G Z^o 

Take a Borel subgroup of Q\ consisting of upper tr iangular matrices. Then HB C 

Gi is dense and the parabolic subgroup P is given by 

P = { d i a g ( p i , P 2 , . . . ,pm) I P * G 5 L ( 2 , C ) } • B. 

Then we have 

L = H H P = {diag ( p i , P 2 , . . . ,pm) I pfc G 5L(2 , C ) } ~ SL(2 , C ) M . 

Therefore, 

TL(A) = T S L 2 ( A i - A 2 ) K l T 5 L 2 ( A 3 - A 4 ) K I " - K l r s L 2 ( A 2 M - l - A2m), 

where T S L 2 ( P ) is an irreducible representation of 5 L ( 2 , C ) with highest weight p . 

Since d i m r 5 L 2 ( p ) — P + 1? d i m r L ( A ) is given by 

dimrL(A) = 
m 

k=l 
(A2fc_i - \2k + 1) 

On the other hand, we have 

A £ ( i f ) = {£2fc-i - 2̂FE I 1 ^ & ̂  m } U - Sj I 2m < z < j ^ p } . 

Hence we get 

r(A) = 
m 

k=1 

(AoFC_I - A2fc -F 1) = dimTT (A) 

Now we conclude tha t Theorem 8.6 is also valid in this case. 
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9. Associated cycle of unitary lowest weight modules 

Let (Gi,G2) be a reductive dual pair with G2 being compact. We often write 
G = Gi without subscription. We treat the three cases given in § 3 ; namely, (G, G2) = 
(Sp(2n,R),0(rn)),(U(p,q),U(m)), or (0*(2p),Sp(2ra)). 

In this section, we will prove the following theorem. 

Theorem 9.1. — We assume that the pair (G,G2) is in the stable range where G2 is 
a smaller member, i.e., ra ^ E-rankG. 

Take a finite dimensional irreducible representation a G Irr(G2). Then the cor
responding representation L(a) G Irr(G) is a unitary lowest weight module of the 
metaplectic cover G ofG. The associated cycle of L(a) is given by 

(9.1) ML(<r)=dima-h[Om]ffh, 

where Om is a nilpotent Kr-orbit in p given in § 7. 

Corollary 9.2. — Let the notation be as above. Then, the Gelfand-Kirillov dimension 
and the Bernstein degree of L(a) are given by 

Dim L(a) = dim öm, Deg L(a) = dim a • deg Om 

Explicit formulas for dim Om and deg Om are given in Theorems 7.5, 7.10 and 7.16. 

Let us prove Theorem 9.1 for the pair (Sp(2n, R), O(ra)). This pair is the most 
complicated one, because 0(m) is not connected. The other pairs can be treated 
similarly. 

Take an irreducible representation a G Irr(O(ra)) and consider the lowest weight 
module L(a) of G = 5p(2n,R). First, let us recall the Poincaré series (6.5) of L(a) 

P(L(a);t2) = rh^+\ 
bb:!! 

m{\,a) dimr{n) *>A', 

where is an irreducible finite dimensional representation of Kc ^ GL(n,C) with 
highest weight A G Vm and Vm is the set of all partitions of length less than or equal 
to ra. 

We consider two cases, according to 0"|5O(m) is irreducible or not (see Lemma 6.1). 

1) Let us assume that v\soi<m} is irreducible. We denote by cr(p) G Irr(50(ra)) 
the restriction, where p is the highest weight. In this case, the branching coefficient 
ra(A,cr) satisfies 

ra(A, a) + ra(A, a 0 det) = ra(A, p), 
where ra(A,p) is the branching coefficient with respect to SO(m) , i.e., 

nn SO{m) gv 
n, 

ra(A,p)(j(p). 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2001 



76 K. NISHIYAMA, H. OCHIAI & K. TANIGUCHI 

This means that 

(9.2) tMp(L(a); t2) + t^m-2kP(L(a 0 det); t2) = 
cx,,, 

wbbv,ùù*^^^^^^^wwqc 

where a = a(fi) (with the convention after Lemma 6.1) and k — £(fi). The right 
hand side of (9.2) coincides with the Poincaré series P(a(ii)\t) of covariants of a(/i) 
defined in §8, if we take Qx = GL(ra,C) D H = 50(m,C),<?2 = GL(n,C), and 
X = Mm,n = M* m as in Example A there. To distinguish two types of Poincaré 
series, we shall write P(T(X;a(fj));t) instead of P(a(/j,);t) in this section. 

Let d — DimL(lo(m))- Note that the Gelfand-Kirillov dimension of L(a) and 
L(cr 0 det) also coincides with d. Then we have 

lim(l - t2)d\tMp(L(a); t2) + t^+m~2kP(L(a 0 det); t2) 

(9.3) = DegL(cr) + DegL(cr 0 det). 

This implies that d = DimT(X; cr(//)) and 

(9.4) lim(l - t2)dP(T(X: aia)); t) = DeglYX; aia)). 
tfl 

Lemma 9.3. — For any a G lrr(0(m)), we have 

DegL(cr) = DegL(<j 0 det). 

Proof. — We denote a subspace of the symmetric algebra S(Mn,m) = C[M* ] on 
which 0(m) acts via a by Va. Then the representation space of L(a) is identified with 
the <7-covariants (Va 0 a*)0^. In order to get the K-action on it, we must twist it 
by (det k)m/2 (k G GL(n,C)), though it does not affect on the gradation itself. Since 
we only consider the Poincaré series, we simply ignore this twist. 

Put 

Ô = detfaj)^.^m G S(Mn,m), 

where is the matrix unit. Then, clearly 6 represents det G lrr(0(ra)). The 
multiplication by S maps Va injectively to V^det, 

S : Va > K-0det-

This map increases the degree by deg S — m2, and we conclude that 

tm2P(L(ay, t) ^ P(L(a 0 det); t) 

for 0 < t < 1. Since (cr 0 det) 0 det = a, we finally get 

t2m2P(L(ay,t) <: R 2 P ( L ( a 0 d e t ) ; £ ) ^ P(L(a);t). 

If we multiply (1 - t)d (d = DimL(cr)) and take limit 111, we get 

DegL(cr) ^ DegL(a 0 det) ^ DegL(a). 
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By Lemma 9.3, formulas (9.3) and (9.4) imply 

(9.5) DegL(a) = DegL(<j(g)det) = 2"1 DegT(X; <j(/X)). 

Consider a special case where a — lo(m)» the trivial representation of 0(m). Then 
the above formula (9.5) becomes 

(9.6) DegL(l0(m)) = DegL(det) = 2"1 Degr(X; l50(m)). 

Theorem 8.6 implies that 

Deg L(<7) = 2-1Degr(X;(7(/x)) 

= 2 1dim<r(p) Degr(X;l50(m)) = àìma(fj) DegL(l0(m))-

Since the associated cycle of L(cr) is a multiple of Omi the multiplicity is given by 

DegL(cr)/degOm = DegL(a)/DegL(l0(m)) = dima(p) = dim cr 

(cf. Theorems 1.4 and 7.5). 

2) Assume that v\so(rn) = 0"(p+) ® ^(p ) as m Lemma 6.1 (2). Then it is easy 

to see that 

ra(A,cr) = ra(A,p+) = ra(A,/i ). 

Therefore we have 

t^+\p(L(a);t2) = 

v,,;:::xw 

m(A, /*+) dim r̂ n)*lAl = P(r(X; <j(/ì+)); *)• 

Multiply (1 - t2)d both hand sides, and take limit t^l. Then we get 

DegL(a) = DegT(X;a(fi+)) = dim<j(//+) DegT(X; lSo(m)). 

By (9.6), we get 

DegL(cr) = 2dim<j(/x+) DegL(l0(m)) = dimcr DegL(l0(m)), 

which proves (9.1) by the same reasoning as 1). This completes the proof of Theorem 
9.1 for the pair (Sp(2n,R),0(m)). 

For the other pairs, we use Examples B and C in § 8 instead of Example A. In these 
cases, we have 

DegL(<7) = Degr(X;<7) 

for appropriate choice of X. This formula and Theorem 8.6 prove the theorem by 
almost the same arguments above. 
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Abstract. — We study the generalized Whittaker models for irreducible admissible 
highest weight modules L(r) for a connected simple Lie group G of Hermitian type, 
by using certain invariant differential operators VT* of gradient type on the Hermi-
tian symmetric space K\G. It is shown that each L(r) embeds, with nonzero and 
finite multiplicity, into the generalized Gelfand-Graev representation r m ( r ) attached 
to the unique open orbit O m ( r ) (through the Kostant-Sekiguchi correspondence) in 
the associated variety V(L(r)) of L(r). The embeddings can be intrinsically analyzed 
by means of the Cayley transform which carries the bounded realization of K\G to 
unbounded one. If L(r) is unitarizable, the space y(r) of infinitesimal homomor-
phisms from L(r) into r m ( r ) can be described in terms of the principal symbol at 
the origin of the differential operator VT*. For the classical groups G = SU(p,q). 
Sp(n,R) and 50*(2n) , the space y(r) is clearly understood through the oscillator 
representations of reductive dual pairs. 

Résumé (Transformation de Cayley et modèles de Whittaker généralisés pour les modules 
irréductibles de plus haut poids) 

Soit G un groupe de Lie connexe simple de type hermitien. On considère les G-
modules irréductibles admissibles L(r) de plus haut poids. Dans cet article, nous 
étudions les modèles de Whittaker généralisés pour L(r) en utilisant certains opé
rateurs différentiels de type gradient VT* sur l'espace hermitien symétrique K\G. I] 
est montré que chaque L(r) apparaît, avec une multiplicité finie et non nulle, dans la 
représentation de Gelfand-Graev généralisée T m ( r ) qui est attachée à l'unique orbite 
ouverte 0 m ( r ) (par la correspondance de Kostant-Sekiguchi) dans la variété V(L(r)) 
associée à L(r). On peut analyser intrinsèquement les isomorphismes de L(r) dans 
T m ( r ) au moyen de la transformation de Cayley qui donne un rapport entre la réali
sation de K\G comme domaine borné et celle comme domaine non borné. Si L(r) est 
unitarisable, l'espace y(r) des homomorphismes infinitésimaux de L(r) dans T m ( r ) 
s'exprime par le symbole principal à l'origine de l'opérateur différentiel VT*. Pour les 
groupes classiques G = SU(p,q), Sp(n,R) et SO*(2n), on peut comprendre l'espace 
y(r) en utilisant les représentations oscillateur pour les paires duales réductives. 
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Introduction 

For a semisimple algebraic group G, the generalized Gelfand-Graev representations 
introduced by Kawanaka [14] form a family of representations of G induced from cer
tain one-dimensional characters of various unipotent subgroups. By construction, 
each of these induced G-modules is naturally attached to a nilpotent G-orbit OG in 
the Lie algebra through the Dynkin-Kostant theory. The original (non generalized) 
Gelfand-Graev representations are induced from nondegenerate characters of a max
imal unipotent subgroup, and they correspond to the principal nilpotent orbits. We 
say that an irreducible representation 7r of G has a generalized Whittaker model of 
type OQ if admits an embedding into the generalized Gelfand-Graev representation 
attached to OG< The problem of describing the generalized Whittaker models is im
portant not only in representation theory but also in connection with the theory of 
automorphic forms. 

Generalized Whittaker models (or vectors) for irreducible representations of G have 
been studied by many authors (e.g., [14], [15], [26], [22], [24], [39], etc.). For real or 
complex groups, it is Kostant [18] who initiated a systematic study on the existence 
of nonzero Whittaker vectors attached to the principal nilpotent orbits of quasi-split 
groups, in connection with the primitive ideals of the irreducible representations in 
question. Later, some results of Kostant have been extended by Matumoto to those 
on generalized Whittaker vectors associated to arbitrary (not necessarily principal) 
nilpotent orbits OG- In fact, it is shown in [22] that the Harish-Chandra module of 
an irreducible admissible representation TT has a nonzero generalized Whittaker vector 
of type OG only if the nilpotent orbit OG is contained in the associated variety of 
the primitive ideal Ann7r in the universal enveloping algebra. For complex groups G, 
one of the main results in [24] tells us that, under certain assumptions on OG and 
on 7r, the space of C~00-generalized Whittaker vectors of type OG is nonzero and 
finite-dimensional if and only if the closure of OG coincides with the wave front set 
Of 7T. 

As to p-adic groups, Mceglin and Waldspurger have already established in 1987 a 
stronger result of this nature, by showing that the wave front cycle (asymptotic cycle) 
of an irreducible representation 7r of G completely controls the spaces of generalized 
Whittaker vectors of interest. Namely, it is proved in [26] that, if OG is a nilpotent 
orbit which is maximal in the wave front set (asymptotic support) of 7r, the dimension 
of the space of generalized Whittaker vectors of type OG is equal to the multiplicity of 
OG in the wave front cycle. However, up to this time, the corresponding phenomenon 
is not yet fully understood in the case of real groups, except for the representations 
with the largest Gelfand-Kirillov dimension (see [23] and [25]). 

In this article, we focus our attention on the irreducible admissible (unitary) highest 
weight representations of real simple Lie groups. These are representations with rather 
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small Gelfand-Kirillov dimensions. We reveal a structure of the spaces of generalized 
Whittaker models in relation to the associated cycles of highest weight modules. 

Now, let G be a connected simple Lie group with finite center, and let K be 
a maximal compact subgroup of G. Assume that K\G is Hermitian symmetric. 
The Lie algebras of G and K are denoted by go and 60 respectively. We write Kc 
(resp. g,£) for the complexifications of K (resp. go,M respectively. Let g = t + p 
be a complexified Cartan decomposition of g, and let 6 denote the corresponding 
Cartan involution of g. The G-invariant complex structure on K\G gives a triangular 
decomposition g = p+ +t + p- of 0. Conventionally, the complexification in g of any 
real vector subspace 5o of go will be denoted by s by dropping the subscript 0. We 
write U(m) (resp. 5(d)) for the universal enveloping algebra of a Lie algebra m (resp. 
the symmetric algebra of a vector space d). 

The group G of Hermitian type has a distinguished family of irreducible admissible 
Hilbert representations with highest weights. The Harish-Chandra module of such a 
G-representation is obtained as the unique simple quotient L(r) of generalized Verma 
module induced from an irreducible representation (r, VT) of K. Here r is extended 
to a representation of the maximal parabolic subalgebra q := I -f p+ of g by making 
p+ act on VT trivially. We call r the extreme if-type of L(T). 

The purpose of this paper is to describe the generalized Whittaker models for 
irreducible highest weight (g, K)-modules L(r). To be more precise, let {Om \ m = 
0 , . . . , r} be the totality of nilpotent ifc-orbits in the nilradical p+ of q, arranged as 
dim(90 = 0 < dim (9i < • • • < d im0r = dimp+. We write 0'm for the the nilpotent 
G-orbit in g0 corresponding to Om by the Kostant-Sekiguchi bijection. Following the 
recipe by Kawanaka [14] (see also [40]), we can construct a generalized Gelfand-Graev 
representation TM = Ind^m)(rym) (GGGR for short; see Definition 4.3) of G attached 
to Ofm. On the other hand, it is well-known that the associated variety V(L(r)) of 
a highest weight module L(r) is the closure of a single ifc-orbit Om(T) in p+, where 
m(r) depends on r. Then our aim is to specify the (g, K)-embeddings of L(r) into 
these GGGRs TM (m = 0 , . . . , r) . This is a continuation of our earlier work [41] on 
Whittaker models for the holomorphic discrete series. 

In order to specify the embeddings, we use the invariant differential operator VT* 
on K\G of gradient type associated to the if-representation r* dual to r (Definition 
2.3). This operator VT* is due to Enright, Davidson and Stanke ([2], [3], [4]). The 
if-finite kernel of VT* realizes the dual lowest weight module L(T)*. By virtue of the 
kernel theorem given as Corollary 1.8, we find that the space y(r,m) of r/m-covariant 
solutions of the differential equation VT*F = 0 is isomorphic to the space of (g,if)-
homomorphisms in question, where rjm is the character of nilpotent Lie subalgebra 
n(m) of g that defines Tm. 

The space y(r,m) can be intrinsically analyzed by means of the unbounded real
ization of K\G via the Cayley transform (cf. [32], [9]). Some remarkable results of 
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Enright and Joseph [5], Jakobsen [20] on the annihilator ideal of (unitarizable) high
est weight modules are useful in the course of our study. Also, elementary properties 
(cf. Vogan [33, Section 2]) on the associated (characteristic) cycle of Harish-Chandra 
modules guarantee that the space y(r,m) does not vanish for the most relevant 
m = m(r) . As a result, we get the following conclusions (see Theorems 4.7-4.9). 

Theorem 1. — L(r) embeds into the GGGR Tm with nonzero and finite multiplicity if 
and only if the corresponding Om is the unique open Kc-orbit Om(T) in the associated 
variety V(L(r)) of L(r). In this case, the space y(r) := y(rym(r)) consists only of 
elementary functions on the unbounded domain 5 (C p_) which realizes K\G. 

Theorem 2. — If L{r) is unitarizable, we can specify the space y(r) in terms of the 
principal symbol at the origin Ke of the differential operator VT*. This reveals a 
natural action on y(r) of the isotropy subgroup Kc{X) of Kc at a certain point 
X € Om(Ty Furthermore, we find that the dimension ofy(r), that is, the multiplicity 
of embeddings L(r) <-> rm(r), coincides with the multiplicity of the 5(p_)-module 
L(r) at the defining ideal o/V(L(r)). 

For the classical groups G = SU(p,q), 5p(2n,R) and 5 0 * (2n), the theory of 
reductive dual pair gives explicit realizations of unitarizable highest weight modules 
L(T) (cf. [12], [7], [3]). In this setting, it is not difficult to specify the generalized 
Whittaker models for such L(T) 'S more explicitly by using the oscillator representation 
of a pair (G,G') with a compact group G1 dual to G. In fact, this has been done 
by Tagawa [31] for the case SU(p,q), motivated by author's observation in 1997 for 
the case Sp(n,R). We include this observation as well as Tagawa's result at the end 
of this paper (see Theorems 5.14 and 5.15 together with the isomorphism (4.15)), 
handling all the groups SU(p,q), 5p(2n,R) and 5 0 * (2ra) in a unified manner. 

The last statement in Theorem 2 clarifies the relationship between the generalized 
Whittaker models and the multiplicity in the associated cycle AC(L(r)) of unitariz
able highest weight module L{r). In fact, y(r) turns to be the dual of the isotropy 
representation of Kc(X) attached to AC(L(r)) in the sense of Vogan [33]. We note 
that the associated cycle and the Bernstein degree of L(r) have been specified by 
Nishiyama, Ochiai and Taniguchi [27] for the above classical groups G through de
tailed study of if-types of L(r), where L{r) is assumed to be an irreducible constituent 
of the oscillator representations of pairs {G,G') in the stable range (with smaller G'). 
Recently, Kato and Ochiai [13] have generalized the technique in [27] to a large ex
tent. They established in particular a unified formula for the degrees of nilpotent 
orbits Om, which is valid for any simple Lie group of Hermitian type. 

An 77m-equivariant linear form on L(r) is called an (algebraic) generalized Whit
taker vector of type r)m. Each (g, if )-embedding of L(r) into the GGGR Tm, com
posed with the evaluation at the identity e G G of functions in Tm, naturally gives rise 
to a generalized Whittaker vector of type rjm on L{r). We can show that the converse 
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is also true for the most relevant case m = m(r) . Namely, it turns out that every 
generalized Whittaker vector of type r/m comes from a function in the space y(r) for 
any L(T) (see Proposition 4.19). This allows us to interpret the main results of this 
article in terms of algebraic generalized Whittaker vectors associated to irreducible 
highest weight (g, K)-modules (Theorem 4.22). 

We organize this paper as follows. 
Section 1 gives general theory on the embeddings of irreducible (g, K)-modules into 

induced G-representations. The kernel theorem (Corollary 1.8) is our main tool for 
studying generalized Whittaker models. We introduce in Section 2 the differential 
operator Vr* on K\G of gradient type associated to r*, after [4]. In addition, the 
solutions F of VT*F = 0 of exponential type are specified in Proposition 2.8. Section 
3 is devoted to characterizing the associated variety and multiplicity of irreducible 
highest weight module L(r) by means of the principal symbol of VT* (Theorem 3.11). 
In Section 4 we give our main results (Theorems 4.7-4.9) that describe the generalized 
Whittaker models for L(r). Relation to algebraic generalized Whittaker vectors is 
also investigated. Last in Section 5, we discuss the case of classical groups SU(p,q), 
5p(2n,R) and 5 0 * (2n) more explicitly. 

Acknowledgements. — The author would like to thank Kazuhiko Koike and Ichiro 
Shimada for kind communication. He is grateful to Kyo Nishiyama, Hiroyuki Ochiai 
and Kenji Taniguchi for useful discussion and comments. He also expresses his grati
tude to the referee for offering apropos suggestions concerning the original version of 
this article. 

1. Embeddings of Harish-Chandra modules 

This section prepares some generalities about the embeddings of irreducible Harish-
Chandra modules into C°°-induced representations of a semisimple Lie group, by 
developing our earlier observation [42, I, §2] for the discrete series in full generality. 
The results stated in this section are more or less folklore for the experts, or they are 
consequences of some known facts concerning the maximal globalization of Harish-
Chandra modules due to Schmid and Kashiwara (cf. [29], [11]). Nevertheless we 
include here the detail with direct proofs in order to keep this paper more accessible 
and self-contained. In fact, a kernel theorem, Corollary 1.8, will be essentially used in 
the succeeding sections to describe generalized Whittaker models for highest weight 
representations. 

1.1. A duality of Peter-Weyl type. — Throughout this section, let G be any 
connected semisimple Lie group with finite center, and let if be a maximal compact 
subgroup of G. We keep the same notation and convention employed at the beginning 
of Introduction. 
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A [/(g)-module X is called a (g, K)-module if the subalgebra U(t) acts on X 
locally finitely, and if the £o-action gives rise to a representation of if on X through 
exponential map. By a Harish-Chandra module, we mean a (g, if)-module of finite 
length as a C/(g)-module. By basic results of Harish-Chandra (see e.g., [35, Chap.3]), 
any admissible (i.e., if-multiplicity finite) representation of G on a Hilbert space H 
yields, through differentiation, a (g, if)-module structure on the subspace HK of all 
if-finite vectors in if . The continuous G-module H is irreducible if and only if 
the corresponding HK is irreducible as a (g, if)-module. Each irreducible (g,if)-
module X can be extended to an irreducible Hilbert G-module H with if-finite part 
HK — X. Notice that the (g, if )-module corresponding to the irreducible G-module 
H* contragredient to H is isomorphic to the if-finite part of the full dual space 
X' — Homc(X,C). We denote this irreducible (g, if )-module by X * , and call it the 
dual Harish-Chandra module of X. 

We study in this paper the embeddings of irreducible (g, if )-modules X into certain 
smoothly induced Frechet G-modules F. Such an F has a compatible g and if module 
structure through differentiation, and its if-finite part FK is a (g, if )-module. We 
note that the image of X by any g and if homomorphism into F is necessarily 
contained in FK, i.e., Hom0jx(X, F ) = H.omGYK(X, FK)> 

The group G acts on the space C°° (G) of all smooth functions on G by left trans
lation and by right translation as follows: 

/ / ( * ) : = / ( i T 1 * ) , gRf(x):=f(xg) (g e G,x € G,f € C°°(G)). 

These two actions L and R commute with each other. Through differentiation one 
gets two [/(g)-representations on G°°(G) denoted again by L and R respectively. Let 
GJ-p(G) be the space of functions / G G°°(G) which are left if-finite and also right 
if-finite. Then Gj-p(G) becomes a (g, if )-module through L or R . 

If the group G is compact, i.e., G = if, the regular representation {L^R,CQ{G)) 

of G x G decomposes into irreducibles as 

Cg(G) - ® V6 0 Vô* as G x G-modules 

ôeô 

by the Peter-Weyl theorem, where G denotes the set of all equivalence classes of 
irreducible finite-dimensional representations of G and we write Vs for an irreducible 
G-module of class S G G. The following lemma says that we have a similar duality of 
Peter-Weyl type for irreducible Harish-Chandra modules of noncompact semisimple 
Lie groups. 

Lemma 1.1. — Let X be an irreducible (g,K)-module, and let f be in G^(G) . Then 
the (g, if)-module U(g)Lf generated by f through the action L is isomorphic to X if 
and only if the corresponding U(g)Rf through the action R is isomorphic to X * . 
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We give a proof below introducing some important notion which we use throughout 
this paper. 

Proof of Lemma 1.1. — Let us prove the i/part only since the converse can be proved 
in the same way. So, assume that U(g)Rf ~ X* as (g, if)-modules. 

Take a finite-dimensional if-module (r, VT) which is isomorphic to U(t)Lf. Let 
i : VT —> U(t)Lf denote a if-isomorphism. We define a V*-valued smooth function 
F on G by 

(F(g),v)=i(v)(g) (veVT,geG), 

where ( •, • ) denotes the natural dual pairing on V* x VT. Then it is immediate to 
verify that F lies in the following space: 

(1.1) C~(G) :- {$ \G V; I $(kg) = r*(k)f(g) (p G G, ke i f ) } . 

Here (T*,V*) denotes the representation of if contragredient to r . The space C£S(G) 
has G- and U(g)-module structures through right translation R. The function F is 
in the if-finite part, say C™(G)K, of C${G) since U(t)Lf C C%(G). By definition 

we see 

(1.2) f(g) = (F(9),r1(f)). 

Now the assignment DRF H> DRf = (DHF(')1i-1(f)) (D G U(g)) gives a (g,if)-
homomorphism from U(g)RF onto U(g)Rf ~ X*. We see that this homomorphism 
is injective. In fact, suppose DRf = 0 for some D eU(g). It then follows that 

(1.3) 
0 = DRf(kg) = (DRF(kg),r1(f)) 

= {T*(k)DRF(g),rl(f)) = <Z?fiF(5))r1((Ar1)z7)> 

for all g e G and all k G if. This implies that DRF — 0 since / is a if-cyclic vector 
for U(t)Lf ~ VT. Thus we have found a (g, if )-module embedding, say A0, from X* 
into C™(G)K whose image equals U(g)RF. 

Let (TT,H) be an irreducible admissible G-representation with Harish-Chandra 
module X, and let (TT*,H*) be the representation of G contragredient to 7r. We 
have H*K = X* as remarked before. By virtue of the Probenius reciprocity for 
smoothly induced representation Ind^(r*) of G acting on G^S(G), one obtains a 
linear isomorphism 

(1.4) RomK(X*, VT*)~HomidTK(X\DD C?.(G)K), 

which is given as follows. Take a if-homomorphism T : X* -» V*. Then we can 
define A(<p) G C™(G) for every ip G X* by 

(1.5) RfwwoffmK(X*, VT*)~HomiTK(XSS\ C?, 

Here T denotes the unique continuous extension of T : X* —> V* to H*. Then, the 
assignment T \-> A gives (1.4). 
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We now consider our specified embedding A0 : X* ~ U(g)RF G £ ? ( G ) K . Let 
T0 denote the element of Homx(-X'*, V*) corresponding to A0 by (1.5). Set v?0 := 
A^iF) G X* and ipo := i~x{f) o T0 G X . Here ^0 is regarded as an element of 
X = ( (H*)*k through 

ccx bb; To ;;gg ^$$cv 

with r ^ / ) G K = Homc(K*,C). In view of (1.2) and (1.5) we find 

(1.6) fia) = (^*(#)<A),^o)ff*xff = (<A),TT(#) 1*Po)h*XH (geG). 

Finally, (1.6) implies that the map 

X3D^0^ DLf = (ipoMg^D^o) e U(g)Lf (D G U(g)) 

gives a (g, K)-isomorphism, i.e., X ~ U(g)Lf as desired. 

1.2. Maximal globalization. — Let X be an irreducible (g, K)-module. We fix 
once and for all an irreducible finite-dimensional representation (r,VT) of K which 
occurs in X , and fix an embedding iT : VT ^ X as if-modules. Then the adjoint 
operator i* of iT gives a surjective if-homomorphism from X* to V*. We denote 
by AT* the (fj,if)-embedding from X* into C£?(G) (see (1.1)) corresponding to i* 
through (1.4) and (1.5). 

Equip C£?(G) with a Frechet space topology of compact uniform convergence of 
functions on G and each of their derivatives. The following proposition characterizes 
the closure Ar*(X*)~ of AT*{X*) in G^(G). 

Theorem 1.2 (cf. [29], [11]). — Under the above notation, AT* (X*)~ is a G-submodule 
of ' C£?(G), and one gets an isomorphism of G-modules 

Hom0,K(X, G°°(G)) BW^Fe AT*(X*)~ 

through 

(1.7) (F(g),v) = ((WoiT)(v))(g) (g € G, vGVT). 

Here G°°(G) is viewed as a smooth G-module by left translation L, and the righ 
action R on C°°(G) naturally gives a G-module structure on Hom0 K(X, G°°(G)). 

It follows essentially from [29, page 316] that the G-module AT*(X*)~ gives a 
maximal globalization of the Harish-Chandra module X*. Namely, if a complete, 
locally convex Hausdorff topological vector space F admits a continuous G-action 
with underlying Harish-Chandra module X*, then the identity map on X* extends 
uniquely to a continuous embedding F <-> AT* (X*)~ as G-modules. One can get the 
above theorem from the first statement of Theorem 2.8, or equivalently (2.9), in [11]. 

In what follows, we give a direct proof of the above theorem to keep this article 
self-contained. This is done by generalizing our argument in [42, I, §2]. 
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Proof of Theorem 1.2. — Let W be a (g, if)-embedding of X into G°°(G). Since 
W o iT : VT -)> W(iT(VT)) C C°°(G) is a if-isomorphism, we can see just as in the 
beginning of the proof of Lemma 1.1 that there exists a unique F G C£S(G) satisfying 
(1.7). It is then easy to observe that the map W F sets up a G-homomorphism, 
say T, from H o n i g ^ X , G°°(G)) to C£?(G) and that T is injective because of the 
irreducibility of -X". Hence we will get the theorem if we can show 

(1.8) I m ï = A r . ( r ) - ; 

where ImT denotes the image of T. 
To prove (1.8) we use the projection to if-isotypic component. Let M be any 

smooth Frechet if-module. For each S G if, the unitary dual of if, the integral 
operator Qs defined by 

Qs(v) = (dim 5) 
J K 

tr(S(k)) -kvdk (v G M) , 

gives a continuous if-equivariant projection of M onto its ^-isotypic component Ms. 
Here dk denotes the normalized Haar measure on if. By Harish-Chandra, the Fourier 
series Ylsek Qs(v) converges absolutely to v. (cf. [36, Th.4.4.2.1]). 

Now the right hand side of (1.8) is described in terms of the projections Qs as 

(1.9) Ar.(X*)- = {Fe C™(G) I F6 := Qs(F) G Ar*(X*) for all ô G i f } . 

In reality, the inclusion D is evident since the sum F = J2sek Fs converges in C£S(G). 
Conversely assume F be in the closure AT*(X*)~. Then there exists a sequence 
{•Fj}j=i,2,.. in AT*(X*) such that F = l im^oo Fj . Since the projection Qs is con
tinuous, one obtains F& = lim:?_>00(F:?)(j for every S G if. Noting that (Fj)s lies 
in a finite-dimensional (and hence closed) subspace AT*(X*)s ~ X**, we find that 

FseAr.(X*)s. 
We are going to show just as in the proof of [42, I, Th.2.4] that ImT coincides 

with the right hand side of (1.9) by using Lemma 1.1 instead of [42, I, Lemma 2.5]. 
Let F be a nonzero function in C™(G) such that F$ G AT*(X*) for every S G if. 

We write E for the totality of finite subsets S of if consisting of elements S such that 
Fs # 0. Define Fs G AT*(X*) and fs,v G G°°(G) by 

Fs = 

ses 

Fs, fs,v = (Fs(-),v) 

for every S G S and v G VT\{0}. Then, U(Q)RFS = AT*(X*) - X* as (g,if)-

modules. This implies that U(g)Rfs,v ^ X* for ail 5 and v (cf. (1.3)). Set Qs := 

S(5es<9<$ and A :— ( ^ ( O ^ ) - We now use Lemma 1.1 to deduce 

(1.10) Qs(U(g)Lfv) = U(g)Lfs,v czX (S e E, v € K\{0}), 

by noting that commutes with U(g)-action L . It then follows from the irreducibil
ity of X that the kernel of projection Qs restricted to U(g)Lfv is independent of 
a choice of S G S. Indeed, let Si and 52 be in 3 , and set S' := Si U 52. Note 
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that Qsi — QsiQs1 (* = 1,2). One sees from (1.10) that Qs{ on U($)Lfsf,v gives a 
£/(g)-isomorphism from U(Q)l fs>,v onto U(g)Lfsi,v by Schur's lemma. This implies 
that 

Ker(QSl\U(g)Lfv) = Ker(Qs>\U(g)Lfv) = Ker(Q s2\U(g)L fv). 

The above kernel space must be {0} since 

p | Kev(QS\U(g)Lfv) C f]KevQs = {0}, 

SEE s 

where 5 in the middle term runs over all finite subsets of K. We thus find an 
embedding 

X~U(o)Lfv^C°°(G) 

corresponding to F through T. 
Conversely, let W : X ^ G°°(G) be any (g,K)-embedding. Set F := T(W). We 

want to prove F$ — Qs(F) £ AT* (X*) for every S G K. To do this, define an element 
£ G X* by 

(t,a) = ((QsoW)(a))(e) (a G X ) , 

where e denotes the identity element of G. It then follows for any D G U(Q) and 
v eVT that 

( D ^ e ) , «> = ^ ( ( Q a o W o »T)(t;))(e) 

= ((Q,o^)(D*T(t;)))(e) 
(XGG*, GGVT*)~HomiTK(X\ C.(G)K), 

since JDl commutes with <3<$ and with W. Here [7(g) T£> G t/(g) denotes the 
principal anti-automorphism of t/(g) such that TX = —X if X G g. We thus deduce 

( l i d Z)iF«(e) = i*T( TD0 for all L> e U(g). 

This yields that 

F5(g) = i*T(7c*(g)0 = AT.(0(g) (g e G) 

as desired, because the both functions F& and AT* (£) are real analytic on the connected 
Lie group G, and because they have the same Taylor series expansion at e by (1.11). 

Thus the theorem has been proved completely. • 

1.3. Kernel theorem. — To study the embeddings of X into various induced G-
modules, it is useful to characterize the G-module AT+(X*)~ as the full kernel space 
of a continuous G-homomorphism V defined on G£? (G) in the following way. 

Theorem 1.3. — Let X be an irreducible (g,K)-module, and let (r,VT) be a K-type 
of X. Fix an embedding iT : VT <-> X as K-modules, and write AT* for the (g,K)-
embedding X* <-> G^S(G) associated with the adjoint operator i* by (1.4) and (1.5). 
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If V is any continuous G-homomorphism from the G£?(G) to a smooth Frechet G-
module M such that 

(1.12) AT*(X*) = { F e C™(G) | F is right K-finite and V F = 0}, 

then the full kernel space KevV ofV in C™(G) equals the G-module AT*(X*)~, the 
closure of AT*(X*) in G£?(G). Hence one gets from Theorem 1.2 

(1.13) Hom0,K(X, G°°(G)) ~ KerP = AT*(X*)~ as G-modules. 

Proof. — We show that Ke rP = AT*(X*) . The inclusion D is obvious because 
Ke rP is a closed subspace of G£?(G) by the continuity of V and because AT*(X*) C 
KerV by (1.12). Conversely if F G Ker£>, then it follows from (1.12) that Fs = 
Qs(F) G AT*(X*) for every S G if, because £>F«5 = Qs(T>F) = 0. Hence we get 
F = XMGIC ̂ <5 € AT*(X*)~. Now the assertion follows from Theorem 1.2. • 

Remark 1.4. — The above proof tells us that the assumption on V can be weakened. 
Namely, the theorem is still true for any if-homomorphism V from C£S(G) to a 
smooth if-module M satisfying (1.12). 

Example 1.5. — We mention that an operator V satisfying the requirement in The
orem 1.3 has been constructed when X* is the (g, if)-module associated with: (a) 
discrete series ([28], [10]) more generally Zuckerman cohomologically induced module 
([38], [1]), with parameter "far from the walls", or (b) highest weight representation 
([2], [4]; see also Theorem 2.6). In each of these cases, V is given as a G-invariant 
differential operator of gradient type acting on (G), where r* is the unique extreme 
if-type of X* which occurs in X* with multiplicity one. 

We conclude this section by giving an application of Theorem 1.3. For this we need 

Definition 1.6. — Let n be a complex Lie subalgebra of g, and (77, E) be a representa
tion of n on a Frechet space E such that the linear endomorphism rj(Z) is continuous 
on E for every Z e n . Then the space 

C~(G; r?) := {/ : G ^ E | ZRf = -V(Z)f (Z € n)}, 

endowed with the natural Frechet space topology, has a structure of smooth G-module 
by L. We write Tv for the resulting G-representation on G°°(G; 77), and call it the 
representation of G induced from rj in C°° -context. 

Remark 1.7. — If n is the complexification of real Lie subalgebra no of 00 correspond
ing to a simply connected analytic subgroup N of G, then C°°(G;r)) coincides with 
the space of i£-valued smooth functions / on G such that 

f(gn) = r1(n)-1f(g) ( g e G , n £ N ) , 

at least when E is finite-dimensional. Here 77 denotes the well-defined representation 
of the group TV defined by 77 : n0 E through exponential map. 
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Let the notation and assumption be as in Theorem 1.3 and in Definition 1.6. We 
write C£?(G; rj) for the space of C°°-functions on G with values in V* 0 E satisfying 
the following conditions. 

ZRF = - ( idv- 0 ri(Z))F (Z G n), 

kLF = (r^fc"1) 0 idE)F (fc G K), 

where idv denotes the identity map on a set V. Let E ' be the space of continuous 
linear functionals on E equipped with dual U(n)-action. We define a linear map 

V(n) : G~(G; 77) —> Homkc(#',M) 

through V by 

bbmK(X*, VT*)HomiTK(X\ Ckkkk?.(G)K)kmwwx*^!!;::, 

Here (•, •) stands for the canonical dual pairing on (V* ® E ) x E ' with values in V*. 
If 77 is a one-dimensional n-representation, the above T>(n) is naturally identified with 
the restriction of V to the subspace C£S(G; rj) of G£?(G). 

By using (1.13), we can now deduce the following 

Corollary 1.8 (Kernel Theorem). — Under the above notation, assume that the repre
sentation (77, E ) of n is weakly cyclic in the following sense: there exists a Co e E ' 
such that C/(n)Co is dense in E ' with respect to the weak ^-topology. Then the embed
dings of irreducible (Q,K)-module X into induced module G°°(G; 77) are characterized 

as 
Hom0,K(-X", C°°(G; 77)) ~ KerV(rj) as vector spaces. 

Here the isomorphism is given as in (1.7). 

Remark 1.9. — The above kernel thoerem has been proved in our earlier work [42, 
I, Th.2.4] in case that X is the (g, K)-module of discrete series and that V is a 
differential operator of gradient type (Schmid operator). 

Proof of Corollary 1.8. — First, we observe just as in the proof of Theorem 1.2 that 

the map 

Hom0,K(X, G°°(G;77)) 3 W A F G C$(G;ri) 

defined as in (1.7) yields an injective linear map. For a nonzero element F G C£?(G; 77) 
and a nonzero vector v G VT, we put fv := (F(-)1v)(V*®E)xVT € C°°(G;rj). Then F 

lies in the image of if and only if 

(1.14) U(o)Lfv — X as (g, K)-modules. 

It follows from the Hahn-Banach extension theorem that the G-homomorphism 

(1.15) C°°(G;n) 3 f ( / ( • ) , C o W € C~{G) 

is injective because U(n)Co is weak *-dense in E ' . Then (1.14) and (1.15) together 
with (1.13) imply that F G ImT^ if and only if (V(r))F)(t0) = 0. Since the function 
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F is 77-covariant, the latter condition is equivalent to (V(r])F)(U(n)Ço) = 0. This 
implies V{rf)F = 0 (and vice versa) by virtue of the Banach-Steinhaus theorem. • 

We will apply the above kernel theorem later in this paper to describe generalized 
Whittaker models for irreducible highest weight representations. 

2. Differential operators, and lowest or highest weight modules 

From now on, we assume that if \G is an irreducible Hermitian symmetric space 
with G-invariant complex structure. We consider the irreducible highest weight 
(g, if)-modules L(r) with extreme if-types r . In this section we describe, follow
ing [4], the differential operators VT* of gradient type on K\G whose if-finite kernels 
realize the dual lowest weight (g, if )-modules L(T)* (Theorem 2.6). This combined 
with Theorem 1.3 enables us to identify the maximal globalization of L(r)* with the 
full (not necessarily if-finite) kernel space of VT* (Proposition 2.7). We also specify 
for later use the solutions of differential equation VT*F — 0 of exponential type. 

2.1. Simple Lie group of Hermitian type. — We begin with summarizing some 
basic facts on fine structure for simple Lie groups of Hermitian type, following the 
notation in [41, Part I, §5] and [8, 3.3]. It is known that there exists a unique (up to 
sign) central element Z0 of £0 such that ad Z0 restricted to po gives an Ad(if )-invariant 
complex structure on po- One gets a triangular decomposition of g as follows: 

(2.1) 
g = p_ 0 £ ® p+ such that 

%P±] c p±, [p+,p-] c e, [p+,p+] = [p-,p-] = {o}, 

where p± denotes the eigenspace of ad Zo on g with eigenvalue ±y/—T respectively. We 
extend ad Z$ on po to a G-invariant complex structure on the Hermitian symmetric 
space if \G canonically through the identification p0 = T{K\G)Ke, the tangent space 
of if \G at the origin if e. 

Let to be a compact Cartan subalgebra of go contained in £o- We write A for the 
root system of g with respect to t, and for each 7 G A the corresponding root subspace 
of g will be denoted by g(t; 7): 

fl(t;7) = {X e g I (adiJ)X = y(H)X for all H G t}. 

We can choose root vectors X1 G fl(t;7) (7 G A) such that 

(2.2) X1 - X_7, x / ^ X , + X_7) G to + V ^ P o , [X,, X_7] = # 7 , 

where Hy is the element of v^Tto corresponding the coroot 7V := 27/(7,7) through 
the identification t* = t by the Killing form B of g. Let Ac (resp. An) denote the 
subset of all compact (resp. noncompact) roots in A. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2001 



94 H. YAMASHITA 

Take a positive system A+ of A compatible with the decomposition (2.1): 

P± = 
llùù^$$ 

g(t;±7) with A + : = A + n A n , 

and fix a lexicographic order on v—Tto which yields A+. Using this order we define 
a fundamental sequence ( 7 1 , 7 2 , • • . , 7R) of strongly orthogonal (i.e., 7» ± 7 ; £ A U {0} 
for i / j) noncompact positive roots in such a way that 7^ is the maximal element of 
A+, which is strongly orthogonal to jk+i > • • • > 7R • 

Now, put t~ := Yjk=i ^^7fc c an(^ denote by 7 " G (t~)* the restriction to t" of 
a linear form 7 G t*. For integers fc, I with 1 ^ I < k ^ r, we define subsets P*/, P*, Po 
of A+ and subsets CkhCk,Co of A+ respectively by 

(2.3) Pu := 7cfbbn 7 = 
7* +7( 

2 

(2.4) v,;:^^= ^^v,, 7 = 
==;:mù 

2 

(2.5) P* := « 7 € A+ 7 = 
/ 7 * 

, 2 
mmvvn; 7 G A+ 7 = 

!ll! 

2 

(2.6) Po := { 7 1 , 7 2 , • • •, 7R} , Co : = { 7 € A+| 7 " = 0} 

By Harish-Chandra the subsets A+ and A+ are decomposed as 

pù*$$wx 

l^k^r 
jjù^$ Po 

xvddd 
Pu 

xvv = C0 
l<k<r 

ck 
dccv,,::! 

Ckl 

where the unions are disjoint. Moreover the maps 

(2.7) Cki 3 7 1—> 7 + li £ Pki and Ck 3 7 1—^-7 + 7 f c ^ f t 

give rise to bijections from CM to P&/ and from Ck to P& respectively. Note that the 
subsets Pki and Cki are always non-empty, and that Pk and Cfc (1 ^ k ^ r) are empty 
if and only if the Hermitian symmetric space K\G is analytically equivalent to a tube 
domain. 

We now introduce a Cayley transform c — Ad(c) on g denned by the following 
element of G£: 

(2.8) c — exp 
"K 

A k=l 

r 
[xlk - X-lk) J , 

where G£ denotes a connected Lie group with Lie algebra Q. Note that - c2 gives the 
identitv map on t~. It follows that 

(2.9) aP,o := c-1(t" fi v ^ t o ) = c(t" n V^lio) 
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is a maximal abelian subspace of po, and that the elements 

(2.10) Hk := c-HH7k) = -c(Hyk) = Xy„ + X_7fc (k = 1,2,... ,r) 

form an orthogonal basis of vector space aPyo with respect to the inner product defined 
by the Killing form B. This implies in particular that r equals the real rank of G. 
The restricted root system of g with respect to ap has been described by Moore in 
terms of linear forms fa := 7* o (c\ap) on ap (see e.g., [8, Th.3.5] for the description). 

2.2. Generalized Verma module and its maximal submodule. — Let (r, VT] 
be any irreducible finite-dimensional representation of if with A+-highest weighl 
A = A(T). We consider the generalized Verma U(g)-module induced from r: 

M(r) := U(g) ®u(t+p+)VT. 

Here r is extended to a representation of the maximal parabolic subalgebra t + p+ by 
letting p+ act on VT trivially: p+VT = {0}. M(r) has a structure of (g, if)-module 
through 

D' • (D 0 v) := D'D 0 v, k • (D O v) := Ad(k)D 0 r(k)v 

for D; e U(g), k e K and D ® v e M(r) with £> 6 C/(g), v G FT. Let AT(r) be 
the unique maximal proper (g, K)-submodule of M(r) . Then the quotient L(r) := 
M(T)/N(T) gives an irreducible (g, K)-module with A+-highest weight A. 

We now summarize for later use some basic known results concerning the structure 
of N(T). One finds from the decomposition (2.1) that M(r) = U(p-)VT is canonically 
isomorphic to the tensor product 5(p_) 0 VR = 5(p_) 0c VT as a if-module, where 
5(p_) (~ Z7(p_)) denotes the symmetric algebra of p_ looked upon as a if-module 
by the adjoint action. This isomorphism yields a gradation of the if-module M(r) : 

(2.11) M(r) = 
OO 

7=0 

)Mj(r) with MJ(T) := Sj(p-)VR - 5j(p_) 0 VR. 

Here we write SJ(p_) for the if-submodule of 5(p_) consisting of all homogeneous 
elements of S(p_) of degree j . Note that the submodule N(r) is graded: 

(2.12 N(r) = 
OO 

3=0 

jllljdd with NJ(T) :=N(T)nMj(T), 

because N(r) is stable under the action of the central element y/—lZo £ t which gives 
the gradation 5(p_) = 0^o5 j (p_) . 

Since M(r) = S(p-)VT is finitely generated over the Noetherian ring 5(p_), so is 
the submodule iV(r), too. This implies that, if N(r) ^ {0}, there exist finitely many 
irreducible if-submodules W\,..., Wq of N(r) such that 

(2.13) N(r) = 
j 

u=l 
S(p-)WU with hWhhujllcSi»hh(p-)Vr*Si«(p-)®VT 
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for some positive integers iu (u = 1 , . . . , q) arranged as 

(2.14) i(r) := h = rainOI NJ(T) ? {0}}. 

We call i(r) the level of reduction of M(r) . 
An irreducible (g, if)-module X is called unitarizable if X is isomorphic to the 

Harish-Chandra module HK of an irreducible unitary representation of G on a Hilbert 
space H. The unitarizable highest weight (g, if)-modules have been completely clas
sified by Enright, Howe and Wallach [7]. Note that their work contains case-by-case 
analysis, and that it uses some results of former contributors such as [12], [6], etc. 
Later, Enright and Joseph [5], and also Jakobsen [20] gave a more intrinsic classifi
cation. 

For unitarizable L(r)'s, [5] gives a simple description of the maximal submodule 
N(T) as follows. Assume that L(r) is unitarizable and that N(T) ^ {0}. Then the 
level i(r) of reduction of M(r) is an integer such that 1 ^ i(r) ^ r, where r is the 
real rank of G as in 2.1. Let <2*(r) be the irreducible if-submodule of S^r)(p_) with 
lowest weight —7r 7r_i(r)+i. Then the tensor product Qi{T) ® VT has a unique 
irreducible if-submodule Wi, called the Parthasarathy, Rao and Varadarajan com
ponent (the PRV-component for short), with extreme weight A — jr 7r-i(r)+i-
Noting that 

(2.15) QUT) ® VT C S^Hp-) ®VT~ MI(T)(T), 

we regard W\ as a if-submodule of M$(T)(T). 

Theorem 2.1 ([5, 5.2, 6.5 and 8.3], see also [3, 3.1]). — Keep the above notation. If L(r) 
is unitarizable and if the maximal submodule N(r) of M(r) does not vanish, N(r) is 
a highest weight (g,K)-module generated over 5(p_) by the PRV-component W\: 

N(r) = S(p-)W1. 

2.3. A realization of lowest weight module L(T)*. — For each irreducible 
representation (r, VT) of if, let L(r)* be the irreducible lowest weight (g, if)-module 
which is dual to L(r). This subsection gives after [4] a realization of L(r)* as the 
if-finite kernel of a certain G-invariant differential operator of gradient type defined 
on the symmetric space if \G. This together with the kernel theorem (Corollary 1.8) 
will tell us how to describe the (g, if )-embeddings of highest weight module L(r) into 
various induced G-representations. 

Now, let 0*.(G) denote the space of functions F in G£?(G) (see (1.1)) satisfying 

(2.16) XLF = 0 for all Xep+< 

Then we see that O** (G) is a closed G-submodule of C£?(G) through right translation 
i?, and that it is canonically isomorphic to the space of anti-holomorphic sections of 
the G-homogeneous vector bundle on if \G associated to the if-module V*. 
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It is useful to employ another realization of the G-module O** (G) as a space of 
holomorphic yr*-valued functions on a bounded domain B of p_. To be more precise, 
we take a connected linear Lie group G° with a covering homomorphism 

w:G-*G°. 

Such a G° always exists (we can take G° = Ad(G) for example). Let G£ denote 
the connected complexification of G°. We write K°, Kfc and P± = expp± for the 
connected Lie subgroups of G£ with Lie algebras to, t and p±, respectively. Note that 
the exponential map gives holomorphic diffeomorphisms from p± onto P±. Consider 
an open dense subset P+K^P- of G£, which is holomorphically diffeomorphic to 
the direct product P+ x ifg x P_ through multiplication. For each x G P+if£P- , let 
p+(#), kc(x), andp_(x) denote respectively the elements of P+, ifg, and P_ such that 
x = p+(x)kc(x)p-(x). We set f(a?) := logp_(#) G p_. Note that G° C P+if£P_. 
We extend the assignment x \-+ £(x) (x G G°) to a map, denoted again by ^kkff 
from G to p_ through w. This (extended) £ naturally induces an anti-holomorphic 
diffeomorphism, say £, from the symmetric space K\G onto a bounded domain 

(2.17) B := {Ç(x) G p - I x G G} 

of p_, where i(Kx) := £(#). (See for example [16, 7.129].) Let ATc denote the 
complexification of K. Then, w restricted to K yields a covering homomorphism 
from Kc to if£, and the map x \-> kc(x) (x G G°) lifts to a map from G to ifc which 
we denote again by kc(x) (x G G). 

Let 0(B,Fr*) be the space of all V^*-valued holomorphic functions on B. It is 
easily verified that the above £ gives rise to a linear isomorphism 0 from O** (G) onto 
o(B,v;) by 

12-18) (eF)(i(Kx)) := T * ( *C ( « ) ) - 1 F ( I C ) (x € G) 

for F € O*. (G). Then 0 ( 5 , V*) has a G-module structure inherited from (R, O*. (G)) 
through 0 : 

(2.19) iS • / ) ( £ ( * ) ) = T*(fcc(exp£(x) </))/(£(*<?)) (* G G) 

for g € G and / e 0(B, V*). Here one should notice that 

exp£(z)p = (p+(a;)fcc(x))-1^ G P+K£G° C P + ^ P -

for € G°, and that the map 

BxG° 3 (z, g) i—>• fcc(exp zg)£K^ 

lifts to a map from B x G to ifc in the canonical way (cf. [4, Prop.4.7]). 
By differentiating the G-action (2.19) one obtains a g-module 0(B, V*). We remark 

that the action of each element Y in p_ is described simply as 

(2.20) ( r •/)(*) = 
m 
dt 

f(z + tY)\t=0 (z G B). 
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An / G 0{B,V*) is if-finite if and only if / is a polynomial, because one sees from 
(2.19) that 

(ht-f)(z) = T*(ht)f(e^-ltz) 

for ht := exp£Z0 G if (t G M), where Z0 is the central element of to defined in 
2.1. Hence the if-finite part 0*+(G)K of 0**(C?) is isomorphic, through 0 , to the 
space V(p-,V*) = S(p+) 0 V* of V^-valued polynomial functions on p_. Here we 
identify the symmetric algebra 5(p+) of p+ with the ring of polynomial functions on 
p_ through the Killing form B restricted to p+ x p_. 

We now define a bilinear form ( •, • )T on 0**(G) x ({7(g) (S>c VT) by 

(2.21) {F,D®v)T := (DLF(e),v) = ((TD)RF(e),v) 

for F G 0**(G),D G C/(g), and u G K- Here ( • ) denotes the dual pairing on 
V* x VT1 and D \-^TD the principal anti-automorphism of £7(g), respectively. Then 
it is a routine task to verify that ( •, • )r naturally gives rise to a (g, if)-invariant 
bilinear form on 0**(G) x M(r) , which we denote again by ( •, • )T. Note that this 
pairing is described through the above isomorphism 0 as 

(F,D®v)T = ((rD-f)(0),v) with / : - 0 F G O ( B , K * ) , 

where D G U(p-) = 5(p_), v G VT, and TD • / is defined through the directional 
derivative action (2.20). This implies the following 

Lemma 2.2 (cf. [3, §2]) 
(l)The (g,K)-invariant pairing ( •, • )r is nondegenerate on 0**(G)K X M(T). 
(2) Let R(T*) be the orthogonal of the maximal submodule N(r) in 0**(G)K — 

V(p-,V*) with respect to ( • )r. Then R(r*) is the unique, nonzero irreducible 
(g, if)-submodule of O** (G)K, and it is isomorphic to the lowest weight module L(r)* 
dual to L(T) = M(T)/N(T). The (g,if)-isomorphism AT* from L(r)* onto R(T*) is 
given by 

(AT*(<p),w)r = (<P, w + N(r))LiryxL{r) (w G M(r)) 

for (p G L(T)*. 

We are now going to introduce a differential operator of gradient type whose if-
finite kernel characterizes the (g, if )-module R(r*) = AT*(L(T)*). For this, we take 
a basis Xi,...,X8 of the C-vector space p+ such that B(Xj,Xk) = Sjk (Kronecker's 
8), where Xi G p_ denotes the complex conjugate of Xi G p+ with respect to the real 
form go- Set 

Xa:=X?---X? eU(p+) and Xa := X^1 • • -X^s G U(p-) 

for every multi-index a = ( a i , . . . , a s ) of nonnegative integers a i , . . . , a5. We denote 
by \a\ := QL\ 4- • • • + cxs the length of a. For each positive integer n we define the 
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gradients Vn and Vn of order n on C£S(G) as follows. 

VnF(x) := 

|a|=n 

1 

a! 
T* 0 (Xa)LF(x), 

vvbn!^$$$ww< 

\a\=n 

1 
a! 

Ka 0 (X°)LF(x), 

for # G G and F G C£?(G), where a! := a i ! • • • an!. It is then easy to see that VnF 
and V71^ are independent of the choice of a basis X i , . . . , Jfs, and that the operators 
Vn and Vn give continuous G-homomorphisms 

V" : C~(G) C£(_n)(G), V" : Gr°2(G) -» C~(+n)(G). 

Here r*(±n) denotes the if-representation on the tensor product Sn(p±) 0 V* re
spectively. 

Let Wu (u = 1 , . . . , q) be, as in (2.13), the irreducible if-submodules of Slu (p-)Vr 
C N(T) which generate N(r) over 5(p_) when N(r) ^ {0}. For each u, the adjoint 
operator Pw of the embedding 

(2.22) wu ^ siu(p-)vT ~ 5*-(p_) 0 v; 

gives a surjective if-homomorphism: 

(2.23) Pu : S*«(p+) 0 V; ~ (5^(p_) 0 Vr)* —> W^-

Definition 2.3. — Under the above notation, let VT* be a G-invariant differential op
erator from G~(G) to C™(G) defined by 

Pu :d Sdd*«(p+d) 0 Vddd; ~ (5^(p_) 0 Vr)* —> W^-

for x £ G and F G G^S(G). Here we write p = p(r*) for the representation of if on 

{p-®v;)®(®qu=1hhwhhcb,,hh*u), 

and XV* should be understood as VT* = V if N(r) = {0}, or equivalently M(r) = 
L(r). We call X>r* the differential operator of gradient type associated to r*. 

Remark 2.4. — A function F G G^(G) lies in the G-submodule 0**(G) defined by 
(2.16) if and only if VXF = 0. Hence we have KerVT* C 0**(G) for every r*, and 
the equality holds if and only if N(r) = {0}. 

Remark 2.5. — If L(r) is unitarizable, one sees from Theorem 2.1 that 

VT* =V1(B(P1oVi{T)). 

Here i(r) is the level of reduction of M(r) , and the if-homomorphism Pi is defined 
through the PRV-component Wx C S*(r)(p-) 0 VT. 

The following theorem, equivalent to [4, Prop.7.6] due to Davidson and Stanke, 
realizes the lowest weight module L(T)* by means of VT*. 
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Theorem 2.6 (cf. [4]). — The image R(r*) of the (g,K)-embedding AT* from L(T)* 
into 0**(G)K defined in Lemma 2.2 coincides with the K-finite kernel of the differ
ential operator VT* of gradient type: 

R(R*) = {Fe C£(G) I F is right K-finite and VT*F = 0}. 

2.4. Maximal globalization of L(r)*. — The above theorem together with The
orem 1.3 implies that the full kernel space KerPT* gives a maximal globalization of 
the lowest weight module L(r)*, as follows. 

Proposition 2.7. — (1) The closure R(T*)~ of R(T*) = Ar.(L(r)*) in C£S(G) coin
cides with KevVT*. It coincides also with the orthogonal, say R'(T*), of N(T) in the 
whole (not necessarily K-finite) space 0**(G) with respect to the paring ( •, • )T in 
(2.21). 

(2) One has an isomorphism of G-modules 

Hom0,K(L(r), C°°(G)) ~ KevVT*(= R(T*)~ = R'(r*)) 

by the correspondence given in Theorem 1.2 through the canonical K-embedding iT of 
VT into L(T). 

Proof. — The statements except R(r*)~ = R'(T*) follow immediately from Theorems 
1.3 and 2.6. The equality i?(r*)~ = R'(T*) can be shown just as in the proof of 
Theorem 1.3, by bearing in mind that R'(T*) is if-stable. • 

We end this section by specifying for later use the solutions F e O*. (G) of expo
nential type of the differential equation VT*F — 0. 

For each X G p+ and each v* G V*, let fx,v* — exp X <g> denote the V*-valued 
holomorphic function on p_ defined by 

fx,v(z) :=expB{X,z) • v* (z G p_). 

We set Fx,v* •= © xfx,v* G 0**(G). Then the function Fx,v* is described as 

(2.24) Fx,v(x) = expB{X,Ç(x)) • r*(fcc(x))t;* (x G G) 

by the definition of 0 (see (2.18)). 

Proposition 2.8. — The function Fx,v* satisfies the differential equation VT*F = 0 if 
and only if 

(2.25) Pu(Xiuvvnnn®v*yyy =0 for u y=qaa 

Here Pu is a K-homomorphism from Slu(p+) 0 V* onto W* defined in (2.22) and in 
(2.23). 

Proof. — Let D G 5(p_). In view of (2.20) we observe that 

DRFX,V* = 0"1 (D • fx,v ) - D{X)FX,V*, 
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because /A>* is an exponential function defined by X, where D G S(p-) in the right 
hand side is looked upon as a polynomial on p+ = p!_. It then follows that Fx,v* is 
orthogonal to N(T) = Y^9u=i S(p-)WU with respect to the g-invariant pairing ( •, • )r 
in (2.21) if and only if 

(2.26) (Fx,v* Mr = 0 for all w G Wu (u = 1 , . . . , q). 

We now express w G Wu as w - S j L i Djvj witn &j e ^"(P-) and vj ^ ^r- Then 
the left hand side of (2.26) is calculated as 

(FX,V*,W)T = (-Viu 
N 

gk 
Dj(X)(v*1gggvj) g= (-l)i"^^(X^ykki»®v\w), 

where ( •, •deno te s the dual pairing between Slu (p+)llh* and Slu (p-)<8>VT. Hence, 
the element Fx,v* is orthogonal to Wu with respect to ( •, • )r if and only if the 
linear form Xlu 0 v* on Slu(p-) 0 Vr vanishes on the subspace Wu, or equivalently 
Pu{Xlu = 0 by the definition of Pu. We thus conclude that (2.25) gives a 
necessary and sufficient condition for VT*Fx,v* = 0 by Proposition 2.7 (1). • 

In the next section we will study the condition (2.25) in connection with the associated 
variety and the multiplicity of highest weight module L(r). 

3. Associated variety and multiplicity of highest weight modules 

The purpose of this section is to understand the associated variety and multiplicity 
for each irreducible highest weight module L(r) by means of the principal symbol 
cr of the differential operator VT* of gradient type. The harvest of our discussion 
is summarized as Theorem 3.11. The symbol <T yields a ifc-homogeneous vector 
bundle on the unique open orbit <9m(r) in V(L(r)). The dimension of fibers can be 
understood as the multiplicity of 5(p_)-module L(r)/Im^L(r) at the prime ideal 
Im(T) which defines the variety V(L(r)), and a result of Joseph (cf. Theorem 3.7) 
tells us 7m(r)L(r) = {0}, i.e., L(r)//m(r)L(r) = L(r), for unitarizable L(r)'s. 

3.1. ifc-orbits Om in p+. — We keep the notation in 2.1. Let us begin by de
scribing the ifc-orbit decomposition of the vector space p+ under the adjoint action. 
For every integer m such that 0 ^ m ^ r = E-rank G, we set 

(3.1) Om := Ad(Kc)X(m) with X(m) := 
r 

k=r—m+l 
cxb,;m 

Here Xlk G 0(t;7*) (see (2.2)) is a root vector for noncompact positive root 7*., and 
X(0) should be understood as 0. It then follows that every X G p+ is conjugate to 
some X(m) under Kc: 

p+ = o0U'-uor. 
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In reality, there exists an element k G K such that 

Ad(fc)(X + X)Gap,0 = 
r 

ffhh 
^(X1k +^-7fc) 

(see (2.9) and (2.10)), since X + X G p0 = Ad(K)ap,0. This shows that 

Ad(fc)X = 

¿6/ 
CjfeX7fc with c* G M\{0}, 

for some subset J of { 1 , . . . , r } . Note that the complex torus 

exp 
kei 

hccvnn CKC 

acts on the set J2kei ^X transitively, and that ^2keI X^h ls conjugate to X(|J|) 
under the action of the Weyl group iVjK-(ap,o)/i?/c(ap,o) of the pair (g0, &p,o) (see e.g., 
[41, Prop.5.1(3)]), where \ J\ denotes the cardinal number of any set J . We thus find 
that X G Om with ra = | / | , and that the elements X(0) , . . . ,X(ra — 1) are in the 
closure of the orbit Om with respect to the usual topology (or the Zariski topology) 
on p+. 

One can compute the the dimension of each ifc-orbit Om as follows. In view of 
Harish-Chandra's result (2.3)-(2.7) on the restricted roots, we easily find that the 
tangent space Tx(m){Om) = [t,X(m)] of Om at the point X(m) G Om is described 

as 

(3.2) [t,X{m)] = 

7€A+(m) 
fl(t;7) 

with 

(3.3) A+(m) := {7r, . . . ,7r_m+1} 
k>l 
k>r—m 

Pkl^j 
k>i—m 

dg 

Hence one obtains 

dim Om = m + 

k>l 
k>r—m 

\PH\ 

k>r—m 
\Pk\ 

This implies in particular that 

dim Or > dim Or-i > > dim O0 = 0, 

and that 

dim Om - dim Om-i = 1 + \Pr-m+i \ 4 
l<r—m+1 

\Pr-m+l,l\' 

Note that the right hand side of the above equality is at least two if either Pr_m+i ^ 0 
(namely, K\G is not of tube-type) or ra < r. 

Thus we have proved the following well-known result. 
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Proposition3.1. — The subspace p+ splits into a disjoint union o / r + 1 number of 
Kc-orbits Om (0 ^ m ^ r): p+ = Uo^m^r ®m, ^d the closure Om of each orbit Om 
is equal to Uk^mOk for every m. 

3.2. Associated variety V(L(r)). — Let L(r) = M(T)/N(T) be, as in 2.2, the 
irreducible highest weight (g, K)-module with extreme if-type (r, VT). Consider the 
annihilator ideal 

Ann5(p_)L(T) : = {D G 5(p_) | Dw = 0 for all w G L(r)}. 

of L(r) in 5(p_) = U(p-). It should be remarked that an element D G 5(p_) belongs 
to Ann5(p_ )L(r) if and only if Dv = 0 for all v € VT, since L(r) = 5(p_)Vr with 
commutative algebra 5(p_). 

Definition 3.2. — The affine algebraic variety 

V(L(r)) := {X G p+ |Pu : S*«(p+) 0 V; ~ vvvv = 0 for all D G Ann5(p_)L(T)} C p+ 

defined by the ideal Anns(p_)Z/(r) is called the associated variety of the (g, K)-module 
L(r). Here 5(p_) is identified with the ring of polynomial functions on p+ through 
the Killing form B of g. 

Remark 3.3. — The notion of the associated variety has been introduced by Vogan 
[33] for arbitrary Harish-Chandra modules (see also [44],[8]). As for the highest 
weight modules L(r), the above definition of V{L{r)) coincides with Vogan's original 
one. Indeed, let 

gr L(r) := 
oo 

n=0 

Un(o)VT/Un^(o)VT 

be the graded (5(g), K)-module defined through the filtration 

{0} := £/_i(g)K CVT = U0(9)VT C • • • C C/n-i(fl)Vr C UN{$)VT C . . . , 

of L(T). Here Un(g) (n = 0 ,1 , . . . ) denotes the natural increasing filtration of U(g), 
and 5(g) ~ 0^Lo/7n(g)/C/n_i(g) is the symmetric algebra of g. Then one easily sees 
that t -f p+ annihilates gr L(r), and that 

gr L(r) ~ L(T) as (5(p_),if)-modules 

by (2.11) and (2.12). Hence the algebraic variety in g* = g (the identification through 
B) defined by the annihilator of gr L(r) in 5(g), which is the associated variety by 
Vogan, is nothing but V(L(r)). 

Since the ideal AnnS(P_)L(r) is stable under Ad(ifc), so is the variety V(L(r)). 
In view of Proposition 3.1, we see that there exists a unique integer m = m(r) 
(0 ^ m ^ r) such that 

(3.4) V(L(r)) = Om~ with Om = Ad(Kc)X(m) and m = m(r). 

In particular, the variety V(L(r)) is irreducible. 
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Now let Im be the prime ideal of S ( p - ) associated to the irreducible variety Om 

(m = 0 , . . . , r ) : 

(3.5) Im := {D G S ( p - ) I D(X) = 0 f o r a l l X G 0 m } . 

It holds t ha t Ir = {0} since Or = p+. If m < r , one knows tha t 

(3.6) I m=jlllwwqann;:!!cxx 

by [5, 8.1] and [21, Prop.2.3], where <2m+i denotes as in (2.15) the irreducible K-
submodule of 5 m + 1 ( p _ ) C 5 (p_) with lowest weight —7 r 7 r - m -

By Hilbert 's Nullstellensatz, I m ( r ) coincides with the radical of the annihilator 
ideal A n n s ( p _ ) L ( r ) for every r . This allows us to deduce the following 

Lemma 3.4. — The annihilator in 5 (p_) of (5 (p_) , K)-module L(r)/Im^L(r) is 
equal to /m(r). 

Proof. — Since y^Ann5( p _)L(r) = 7 m ( T ) , there exists an integer no > 0 such tha t 
Bn° G Anns(p_)L(r) for every B G Qm(r)+i> the finite-dimensional generating sub-
space of Im(T). This implies tha t 

(3.7) ( / m ( r ) ) n o C k k A n n 5 c ( p _ ) L ( r ) 

If D e A n n 5 ( p _ ) ( L ( r ) / / m ( T ) L ( r ) ) , then DL(r) C Im^L(r). Inductively, one gets 

(3.8) DnL(r) C (Im(r))nhLccn(r) (n = l , 2 , . . . ) 

We thus find from (3.7) and (3.8) tha t Dn° G A n n 5 ( p _ ) L ( r ) , and so D G J m ( r ) . This 
proves the inclusion AnnS(P_)(L(r)/Imw^Lwwlm^^$(r)) C / m ( r ) . The converse inclusion is 
obvious. • 

For each X G p+, let m(X) be the maximal ideal of 5 (p_) which defines the variety 
{X} of one element X : 

(3.9) m(X) := 
dggh 

<Y - B(X,Y))S(p.). 

We set 

(3.10; W ( X , r ) := L(T)/UI(X)L(T). 

Then we see tha t dim W(X,T) < oo, and tha t the isotropy subgroup Kc(X) of Kc 
at X acts on W ( X , r ) naturally. Note tha t , if J is an ideal of 5 (p_) t ha t defines the 
variety V(L(T)), then 

(3.11) m(X) DJm(X) D X G V(L(r)) = O m { r ) . 

By applying [33, Cor.2.10 and Def.2.12] in view of Lemma 3.4, we immediately 
deduce 
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Proposition 3.5. — Assume that X G Om(r)- Then the dimension of Kc(X)-module 
W(X,r) coincides with the multiplicity of the S(p-)-module L(r)/Im^L(T) at the 
unique minimal associated prime Im(T) : 

dimW(X,r) = mult/m(T) (L(r)//m(r)L(r)) (X G Om{r)). 

So in particular, one has W(X, r) 7^ {0} 

Remark 3.6. — See [33, Section 2] and also [27, 1.1] for the definition and elemen
tary properties of the multiplicities of finitely generated modules over a commuta
tive Noetherian ring (in connection with Harish-Chandra modules). The multiplicity 
mult/m(T) (L(r)) of the whole L(r) at Jm(r) is described as 

(3.12) 
no —1 

j=0 
dim{(/m(T))^(r)/m(X)(/m(T))^L(r)} (X G Om(r)), 

through the filtration 

L(r) = (Im(T))0L(r) D {Imir))1^) D---D (Jm(r))"°L(r) = {0} 

of the (5(p_),if)-module L(r). Here no is as in (3.7), and the summand at j = 0 in 
(3.12) is equal to the above dim>V(X,r). 

The above proposition will be used in the next subsection to study the associated 
variety V(L(T)) in connection with the principal symbol of differential operator VT* 
of gradient type. 

As for the unitarizable highest weight modules, the following remarkable result 
of Joseph (due to Davidson, Enright and Stanke [3] for g classical) gives a clearer 
understanding of the above proposition. 

Theorem 3.7 ([21, Lem.2.4 and Th.5.6]). — If L(r) is unitarizable, the annihilator 
Aniis(P_)W in S(p-) of any nonzero vector w G L(r) coincides with the prime ideal 
/m(r). Especially, one has Anns(P_)L(r) = 7m(r). 

Remark 3.8. — For unitarizable L(r) = M(T)/N(T) with nonzero iV(r), the above 
theorem together with (3.6) implies the inequality: 

t(r) ^ m(r) + 1, 

where i(r) is as in (2.14) the level of reduction of the generalized Verma module M(r) . 
A description of the number m(r) in terms of i(r) has been given in [21]. 

Corollary 3.9 (to Prop.3.5 and Th.3.7). — One has 

dim W(X, r) = mult/m(T) (L(r)) (X G Om(r)) 

for every irreducible unitarizable highest weight module L(r). 
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For the classical groups Sp(2n,R), U(p,q) and 0*(2p), Nishiyama, Ochiai and 
Taniguchi [27, Th.7.18 and Th.9.1] have described the associated cycle: 

(3.13) AC(L(r)) = mult/m(T) (L(T)) • [Om(r)], 

and also the Bernstein degree 

(3.14) DegL(r) = mult/m(T)(L(T)) • deg(Om(r)) 

of the unitarizable highest weight module L(r) (our p+ is replaced by p_ in [27]) 
by using the theory of reductive dual pairs (G,G') with compact G'. They treat the 
case where the dual pair (G,G') is in the stable range with smaller G', and then 
the multiplicity multjm(t) (L(T)) is specified as the dimension of the corresponding 
irreducible representation of G', through detailed study of if-types of L(r). On 
the other hand, the above corollary allows us to give another simple proof of this 
description of the multiplicity by investigating the if<c(X)-module W(X, r ) , where 
the dual pairs (G,G') need not be in the stable range. We will do it later in Section 
5 (see Theorems 5.14 and 5.15). 

3.3. Principal symbol <T and associated cycle. — Let 
m(X) Dffbv*) e w* := e*=1 

be, as in Definition 2.3, the differential operator of gradient type whose kernel realizes 
the maximal globalization of dual lowest weight module L(T)* (see Proposition 2.7). 
We put 

(3.15) <r(X,v*) := 
q 

u=l 
pu{x^ ® v*) e w* := e*=1 w* 

for X G p+ and v* G V*, where PU : 5*u(p+) <g> V* —> W* is the if-homomorphism 
in (2.23). Here cr should be understood as (T(X,V*) = 0 for every X G p+ and every 
v* G V*, when VT* — V1, or equivalently N(r) = {0}. Note that <r is naturally 
identified with the principal symbol at the origin ife of differential operator Pr*, 
where the symbol is considered only on p+ x V* with the anti-holomorphic cotangent 
space p+ = p i of if \G at ife. By abuse of language, we call a the principal symbol 
of VT* at the origin, since we are concerned mainly with the anti-holomorphic sections 
of G-homogeneous vector bundle V* KX G. 

We are now going to describe the associated variety V(L(r)) by means of cr. To 
do this, fix any X G p+ for a while. Then the map v* •->• (T(X,V*) gives a ifc(X)-
homomorphism <r(X, •) from V* to W*. Hence Kercr(X, •) is a ife(X)-submodule 
of V*. By Proposition 2.8 we can describe Ker*r(X, •) as 

Ker<r(X, •) = {v* G V; I VT.FXiv* = 0}, 

where Fx,v* ^ G^?(G) is the function of exponential type defined by (2.24). 
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The following lemma relates the above kernel with the Kc(X)-modn\e W(X,r ) in 
(3.10). 

Lemma 3.10. — For each X G p+, the natural map 

(3 .16) VT <-> MM -г L(T) = M(T)/N(T) -> W(X,T) = Ь(т)/т(Х)Цт) 

from VT onto W(X,T) induces a Kc(X)-isomorphism 

(3.17) W(X,r)* ~Kei(r(X, •) CV* 

through the contravariant functor Home(*,С). 

Proof. — First, the natural map from M(r) to W(X,T) in (3.16) induces a linear 
isomorphism from W(X, r)* onto the space U of all linear forms \j) on M(r) satisfying 

(3.18) ipoD = D{X)^ for DeS{p-) 

and 

(3.19) ф\Щт) = 0 with N(T) = 
d 

u=l 
S(p-)WU as in (2.13). 

In view of (3.18), one sees that the second condition (3.19) is equivalent to 

ib\Wu = 0 for и = 1 , . . . , q. 

Second, pull back each ф G U to an element of V* through the embedding VT <-> 
M(T): 

(3.20) Кэф^у* :=ф\Ут evr*. 

By (3.18), this map is injective. We can show just as in the proof of Proposition 
2.8 that an element G V* lies in the image of the map (3.20) if and only if 
Pu(Xiu 0 v*) = 0 for u — 1 , . . . , q, or equivalently, v* G Ker cr(X, •). One thus gets 
the linear isomorphism (3.17), which is in fact a ifc(X)-homomorphism since so is 
the map (3.16). • 

We are now in a position to give a characterization of the associated variety V(L(r)) 
of L(T) and the multiplicity mult/m(T) (L(r)/Im(T)L(r)) in terms of the principal sym
bol cr, as follows. 

Theorem 3.11. — Let L(r) be any irreducible highest weight (g,K)-module with ex
treme K-type T, and let <r : p+ x V* -> W* be the principal symbol of the differential 
operator VT* of gradient type associated to r*. Then it holds that 

( 3 . 2 1 ) V ( L ( T ) ) = {Xep+\ Ker<r(X, •) ^ { 0 } } . 

Moreover, if X is an element of the unique open Kc-orbit Om(T) of V(L(r)), the 
dimension of vector space Ker<r(X, •) coincides with the multiplicity of S(p_)-module 
L(r)/Im(T)L(T) at the prime ideal 1m(r) ofS(p-) corresponding to the variety V(L(r)) 
= 0771(7-)-
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Remark 3.12. — We can get the same kind of characterization of the associated va
riety and the multiplicity also for irreducible (g, K)-modules of discrete series G-
representations, by using the results of [10] and [44]. We will discuss it elsewhere. 

Proof of Theorem 3.11. — We write V' for the set in the right hand side of (3.21). 
First, we immediately find that V is an affine algebraic variety of p+, by noting that 

Ker<r(X, •) ^ {0}v*) e w* := e*=1 rank<r(X, •) <: dim!/* - 1. 

Moreover V' is ifc-stable, because one has 

Ker<r(Ad(*)X, • ) = T*(fc)Ker<7(X, • ) for all k G Kc 

by the definition of <r. 
Second, the inclusion Om(r) C V and the second assertion of the theorem are 

direct consequences of Proposition 3.5 and Lemma 3.10. If X g Om(T) = V(L(r)), we 
get m(X) + Ann5(p_)L(r) = S(p_) by (3.11). This implies that 

m(X)L(r) = (m(X) + Anns(p_)L(r))L(r) = L(r). 

So one gets Ker<r(X, •) ~ W(X,r)* = {0} again by Lemma 3.10. We thus find 
Om{r) C V C £>m(r), and so V = V(L(r)) as desired. • 

4. Generalized Whittaker models for highest weight modules 

In this section we describe the generalized Whittaker models for irreducible highest 
weight modules L(r). The main results are summarized as Theorems 4.7-4.9. We 
find that each L(r) embeds, with nonzero and finite multiplicity, into the generalized 
Gelfand-Graev representation rm(r) attached to the Cayley transform of the open 
ifc-orbit OM(T) in the associated variety V(L(r)) of L(r). It is shown that, if L{r) is 
unitarizable, the multiplicity of (g, K)-embeddings L(r) <-» Tm(r) coincides with the 
multiplicity of L(T) at the defining prime ideal of V(L(r)). 

4.1. Generalized Gelfand-Graev representations. — We keep the notation in 
2.1 and 3.1. We begin with introducing in this subsection the generalized Gelfand-
Graev representations of G attached to the Cayley transforms of nilpotent if<c-orbits 
Om — K(\(Kc)X(m) in p+, where m ranges over the integers such that 0 ^ m ^ r = 
M-rank G. 

For this, we consider an ${2-triple in a: 

(4.1) X(m) = 

k=r—m+] 

x 
X~fc, H(m) := 

k=i—m+1 

r 
In, Y(m):= 

k=i—m-t-1 

r 
xbbb, 

with commutation relation 

[H(m),X(m)] = 2X(m), [H(m),Y{m)] = - 2 F ( m ) , 

[X(m),Y(m)] = H(m). 
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We put 

(4.2) 

X'(m) : = -V=îc_1(Xdd(ddm)) = 
ccv 

2 
(H(m) -wwxvX(m) + Y(m)), 

H'(m) : = c-^Him)) = X(m) + Y(m) = 
k=i—ra+1 

r 
Hk (cf. (2.10)), 

Y'(m): = V=ïc-1(Y(m)) = 
xcc 

2 
(H(m)+X(m)-Y(m)), 

where c = Ad(c), with c as in (2.8), is the Cayley transform on g. Then (X'(ra), 
H'(m),Y'(m)) forms an sl2-triple in the real form g0 of g, since H(m) = -H(m), 
X{m) = y(m) by (2.2). Set (9^ := Ad(G)X'(ra). We note that the nilpotent G-orbit 
0'm in g0 corresponds to the Xc-orbit Om in p+ C p through the Kostant-Sekiguchi 
correspondence (cf. [8, Th.3.11). 

Lemma 4.1 ([8, Lemma 3.2]) 
(1) The Lie algebra g decomposes into a direct sum of the j-eigensubspaces Qj(m) 

for ad H'{m) as 

g = g_2(m) 0g_i(ra) 0go(m) 0gi(ra) 0g2(m). 

(2) Let A(ra, ?') ( 7 = 0, ± 1 , ±2) be the subsets of the root system A of (g, t) defined 

by 

A(m,2) := {7r_m+ccbn,;;i,... ,7r} 
r—m<l<k 

Pki 

(4.3) A(m, l ) := 
l^r—m<k 

(Pki U Cki) 
r—m<k 

(Pk U C*) 

(4.4) 

A+(m,0) :=C0 {71 » • • • ? lr—m} 
r—m<l<k 

Cki 

l<k^.r—m 
(PkiUCki) 

—m 
(Pk U Ck) 

(4.5) A ( m , 0 ) : = A + ( m , 0 ) U ( - A + ( m , 0 ) ) , A(m,-j) :=-A(m,j) 0' = 1,2). 

Then each subspace c(gj(m)) = Ad(c)gj(m) is described in terms of the root subspaces 
g(t;j) as 

c(0j(m)) = 
i ©7€A(m,.?)0(t; 7) 

[ t e (®7eA(m,o)fl(t;7)) 

ifj Î 0, 

ifj = 0. 

Now we set 

A-(m) := (A(m, -2 ) U A(m, -1)) n A„ = -A+(m) (cf. (3.3)). 
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Let p-(ra) and n(m) be nilpotent, abelian Lie subalgebras of g defined respectively 
by 

(4.6) p_(m) := 
7€A-(m) 

fl(t;7) and n(m) := c(p_(m)). 

Note that p- ( r ) = p_. If i f \G is of tube type, the Lie subalgebra n(m) is stable 
under the complex conjugation of g with respect to go. 

We get the following lemma on the structure of these subalgebras p-(ra) and n(m). 

Lemma 4.2 
(1) One has the equality 

(4.7) M m ) = [t,K(m)]. 

Namely, p-(ra) ¿5 canonically isomorphic to the tangent space at the point Y(m) of 
Kc-orbit Ad(Kc)Y(m) m p _ . 

(2) Let t)(m) be the subspace of g\{m) such that 

d(ra) := c 1(^eE(mi^n)) 

with 

(4.8) S(m) := 
l^.r—m<k 

Pu) 
k>r—m 

Ok) C A(m,l). 

v*) e w* := h<x;:!!!^^ 

(4.9) n(m) = t)(m) 0 g2(rn) and dim t)(m) = 
1 
2 

dim fli(ra). 

Proof. — First, (4.7) is a direct consequence of (3.2). To prove (2), we note that 

c2 = Ad(c)2 -
r 

k=l 
Syk with := Ad exp 

7T 
2 .-̂ 7fc ^~7fc ) 

gives rise to an element of the Weyl group of (g, t) such that 

c27fc = -7fc> c2Ck = -Pfc, c2Pfe = -Cfc 

for fc = 1 , . . . , r . In fact, 57FC gives the orthogonal reflection with respect to 7*, and 
(2.7) implies c2Ck = —Pk and so c2Pk = - C * . We thus find that 

c2 A (m) = A(m, 2) U S(m) (disjoint union), 

and correspondingly 

n(m) = d(ra) 0 0 2 ( ^ ) 

by Lemma 4.1(2). In view of (4.3) and (4.8), one gets the second equality in (4.9). • 

Let rjm be the one-dimensional representation (i.e., character) of abelian Lie sub
algebra n(m) = t>(m) 0 02(m) defined by 

(4.10) rha(U):=^B(U,êX\m)) = -V=ÏB{U,Y'(m)) for U 6 n(m). 
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Here 0 denotes the complexified Cartan involution of g, and B the Killing form of 
0. Then, just as in Definition 1.6 we get a C°°-induced G- and (g, if)-representation 
Tm :— TVrn acting on the space 

(4.11) C°°(G; rhn) = {fe C°°(G) I URf = -Vm(U)f (U € n(m))} 

through left translation L. Note that 

(4.12) C°°(G;!7r) C C°°(G;ryr_i) C C G°°(G; 770) = C°°(G), 

since one sees n(m) C n(ra') and r7m'ln(m) — for m ^ m'. 

Definition 4.3. — We call (rm,G°°(G;rym)) the generalized Gelfand-Graev represen
tation (GGGR for short) of G attached to the nilpotent orbit 0'm — Ad(G)X'(ra) in 

00-

Remark 4.4. — The GGGRs attached to arbitrary nilpotent orbits have been con
structed in full generality by Kawanaka [14] for reductive algebraic groups. See also 
[40] for the GGGRs of real semisimple Lie groups. 

Remark 4.5. — It should be noticed that the above Tm's are slightly different from 
the G°°-induced GGGRs discussed in [40]. In fact, we extend r]m to a linear form 
on the Lie subalgebra 0i(m) 0 02 (m) by (4.10). Let Cm be the irreducible unitary 
representation of the nilpotent Lie subgroup 

N(m) := exp((0i(m) 0 02(m)) fi 0O) 

of G which corresponds to the coadjoint orbit Ad*(N(m))(-y/-lrjm) by the Kirillov 
orbit method. In [40, Def.1.11], the G°°-GGGR attached to 0'm is defined to be the 
representation G°°-Ind^m^(Cm) of G induced from (m in G°°-context. 

Nevertheless, we can show just as in [40, Prop.4.10] that n(ra) is a totally complex, 
positive polarization of the linear form —\/—irjm on the Lie algebra of N(m). This 
implies that 

G°°-Ind^(m)(Cm) ^ Tm asG-modules, 

and the image of this embedding is always dense in Fm. So we treat Tm in this paper 
instead of G°°-Ind^(m)(Cm). 

4.2. Generalized Whi t t ake r models . — For any irreducible finite-dimensional 
if-module (r, VT), let L(r) = M(T)/N(T) (see 2.2) be the irreducible highest weight 
(0, K )-module with extreme if-type r. Consider the GGGRs (rm, Coc(G;nm)) (m — 
0, . . . , r ) induced from the characters r\m : n(m) -» C. We say that L(r) has a 
generalized Whittaker model of type rjm if L(r) is isomorphic to a (0, if )-submodule 
ofC°°(G;77m). 

We are going to describe the generalized Whittaker models for L(r) by specifying 
the vector space Hom0)^(L(r), G°°(G; rjm)) of (0, if )-homomorphisms from L(r) into 
G°°(G; r)m). To do this, let VT* : G£?(G) -> G£°(G) be, as in Definition 2.3, the 
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G-invariant differential operator of gradient type whose kernel realizes the maximal 
globalization of lowest weight module L(T)* (see Proposition 2.7). We set 

(4.13) 
y(T,m) := KerVT.(r]m) 

= {Fe C™(G) I VT.F = 0, URF = -nm(U)F (U € n(m))}. 

Then the kernel theorem (Corollary 1,8) gives a linear isomorphism 

[4.14) Hom0,/,(^(r),Goo(G;77m)) ~ y ( r ,m) 

through the correspondence (1.7). 
Now our aim is to describe the space y(r, ra) for each r and ra. For this purpose, we 

essentially utilize the following unbounded realization of Hermitian symmetric space 
K\G. 

Proposition 4.6 (cf. [16, page 455], [9], [32]). — Retain the notation at the beginning of 
2.3, and consider the open dense subset P+KgP- of with P± = expp±. 

(1) One has G°c C P+K^P-, where c is the Cayley element of G^ in (2.8). 
(2) Set £'(x) := log p-(xc) G p_ (x G G°), where xc = p+(xc)kc(xc)p-(xc) with 

kc(xc) G Kfc and p±(xc) G P±. Extend the assignment x £'(#) (x G G°) to a map 
from G to p_ through the covering homomorphism w : G -> G°. Then, the extended 
£'(x) (x G G) sets up an anti-holomorphic diffeomorphism, say £'', from K\G onto 
an unbounded domain 

S:= {£ ' (*) I xeG}cp-

Note that the map x i-> kc(xc) (x G G°) lifts to a map from G to Kc (cf. [32]). 
We write kc(x • c) (x G G) for this lift. 

We are now in a position to state the principal results of this article. Let 0m(r) be, 
as in (3.4), the unique open Kc-orbit in the associated variety V(L(r)) of L(T). Among 
the generalized Whittaker models for L(r), those of type /7m(r) are most important. 
We obtain the following theorem on the corresponding linear space y(T,m) with 
ra = ra(r). 

Theorem 4.7. — Let (r,VT) be an irreducible finite-dimensional representation of K. 
Set ra = ra(r) and y(r) := y(r,m) for short. Then, 

(1) y(r) is a nonzero, finite-dimensional vector space. 
(2) For any F G y(r), there exists a unique polynomial function (p on p_ with 

values in V* such that 

F(x) = expB(X(mU'(x))T*(kc(x • c))<p(?(x)) (x G G). 

(3) Let (T \ p-f x V* —•> W* be the principal symbol of the differential operator 
Dr* of gradient type, defined by (3.15). Consider the functions FX(m),v* € G£?(G) of 
exponential type in Proposition 2.8. Then the assignment 

i y cRFX(m),v* ~ FX(m),v*(- c) (v* G Ker<r(X(ra), • )) 
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yields an injective linear map 

Xt : Ker<r(X(m), • ) ^ У(т). 

The linear map \ r is not surjective in general. In fact, if L(r) is finite-dimensional, 
one has Ker<r(X(m), • ) = V* since X(m) = X(0) = 0 in this case. However Lemma 
1.1 implies that y(r) ~ L(r)*. 

Nevertheless, we can show the surjectivity of \T for relevant L(r)'s. 

Theorem 4.8. — Assume that L(r) is unitarizable. Then the linear embedding \T in 
Theorem J^.l is surjective. Hence one gets 

(4.15) Hom0,K(b(r),Coo(G;77W)) ~ У(т) ~ Ker<r(X(m), • ) ~ W(X(m),r)* 

as vector spaces, where m = m(r) , and W(X(m),r) = L(r)/m(X(m))L(r) ¿5 as in 
(3.10). Moreover, the dimension of the vector spaces in (4.15) equals the multiplicity 
multjrm (L(T)) О/ Йе S(p-)-module L(r) at the unique associated prime Im С 5(p_) 
6ty Corollary 3.9. 

Theorem 4.7 for m = m(r) allows us to deduce the following result on the structure 
of y(T,m') for m' ^ m(r). 

Theorem 4.9. — The linear space y{r,m') vanishes {resp. is infinite-dimensional) if 
vn! > m(r) (resp. m' < m(r)). 

Remark 4.10. — Theorem 4.8 recovers, to a great extent, our earlier work [41, Part 
II] on the generalized Whittaker models for the holomorphic discrete series L(r) = 
M(T) = U(Q) ®u{t+p+)VT: 

Нот0,к(М(т),С°°(С;77Г)) ~ VT*. 

Moreover, the above three theorems applied to the special case m(r) = r gives an 
answer to Problem 12.7 (for i — 0) posed in [41]. But this answer does not seem to 
be new. In fact, D. H. Collingwood kindly informed me in 1992 that he had settled 
Problem 12.7. 

Remark4.11. — The vanishing of y(r,m') (m' > m(r)) in Theorem 4.9 follows also 
from a general result of Matumoto [22, Th.2]. 

The following three subsections 4.3-4.5 will be devoted to proving the above three 
theorems. 

4 .3. Key lemmas . — In this subsection we prepare two lemmas which are crucially 
important to prove Theorems 4.7 and 4.8. 

The first lemma is the following somewhat surprising result of Jakobsen. 
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Lemma 4.12 ([20, Prop.2.9]). — Let g be any element of G^, and let L(r) be an ir
reducible highest weight (g^K)-module with extreme K-type r. Then one has the 
equality 

Ann^Ad^p-^Cr) = Ad(flf)(Ann^(p_)L(T)) 

on the annihilator of L(r) in U(Ad(g)p-) and that in U(p-) = 5(p_). 

Second, for each integer ra — 0 , . . . ,r , let Jm denote the ideal of 5(p_) generated 
by the elements Y - B(X(m),Y) (Y G p-(ra)): 

(4.16) Jm — 
Yep-(m) 

( Y - £ ( X ( r a ) , F ) ) S ( p _ ) . 

A method of Joseph (cf. [5, 2.4]) for describing the lowest weight vector of irreducible 
X-module <5m+i = Im n5m+1(p_) (see (3.6)) can be applied to deduce the following 

Lemma 4.13. — It holds that im + Jm — m(X(ra)). Here Im (see (3.5)) is the prime 
ideal of S(p~) corresponding to the irreducible algebraic variety Om, and m(X(m)) 
(see (3.9)) is the maximal ideal of 5(p_) corresponding to X(m) G p+. 

Proof. — The inclusion Im -f Jm C m(X(m)) is obvious since any polynomial in Im 
or in Jm vanishes at X(m) by definition. If ra = r, the equality Ir + Jr = m(X(r)) 
holds since IT — {0} and Jr = m(X(r)). 

Now we assume that ra < r. In order to prove the sum Im -f Jm exhausts the whole 
m(X(ra)), we consider the subspace 

<\m 
7€AnnA+(m,0) 

0(t; - 7 ) c p -

(See (4.4) for the definition of A+(ra,0).) Then one gets p_ = p_(ra) 0 qm as vector 
spaces, and hence 

(4.17) m(X(ra)) = Jm + qm5(p_) 

by the definitions of m(X(ra)) and Jm. 
We set 

ft(m) := (Acn A ( ra ,0) ) \ 

r—m<l<k 

(Cu U -Ckl)) (cf. (4.5)), 

and let tm be the Lie subalgebra of t defined by 

tm := t e (e7en(m)fl(t;7)) 

We write (Kc)m for the analytic subgroup of Kc with Lie algebra tm. Note that 
<\m,Jm and Im are all stable under the adjoint action of (Kc)m- Further, by using 
(2.7) one easily checks that qm is an irreducible (ifc)m-rnodule with lowest weight 
vector X-lr_m G qm. This together with (4.17) reduces our task to showing 

(4.18) X—ryr_rn G Im 4" Jmi 

which can be done as follows. 
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Let <3m+i = Im H Sm+1(p_) be the irreducible if-submodule of Im with lowest 
weight —7r — . . . — 7r_m. Take a nonzero lowest weight vector Dm+i G Qm+\- By-
virtue of [5, 2.4(*)], we find that 

Dm+i = cX-lr - • • X_7r_m mod Jm 

for some nonzero constant c G C. This implies that 

Dm+l = {C 
k>r—m 

B(Xlk, X _ 7 J } . X_7r_m mod Jm. 

Thus we have obtained (4.18) as desired. 

4.4. A role of the Cayley t ransform. — Keep the notation at the beginning of 
2.3. We recall that the bounded realization B = {£(x) \ x G G} C p_ of K\G gives a 
linear isomorphism 

Q:0*r*(G)^0(B,VT*) 

by (2.18). Let 0(p-,V*) be the space of all holomorphic functions on the whole p_ 
with values in V*. Naturally, we regard 0(p_ , V*) as a subspace of 0(B, V*). Set 

o;.(G)0 :=0"1O(p_,V;*). 

Just in the same way, the unbounded realization 

S = {£'(*) = * M z ) c ) I a; € G} C p_ 

of K\G in Proposition 4.6 gives a linear isomorphism 

Qc:0;.(G) -Z+0(S,VT'), 

by 

(4.19) 6cF(E'(x)) - ^ ( f c c ^ c ) ) - 1 ^ ) {x € G;F ç 0*,(G)). 

See also [32, 2.4]. Similarly we put 

o;.(G)g :=vvn,, (,,vvn^oip^v;). 

Then the composite (0c)-1o0 induces an isomorphism from 0** (G)o onto O** (G)§ 
as vector spaces. This is exactly the (well-defined) right translation of functions on 
G by the Cayley element c G G£: 

(4.20) 0*T.(G)o3F^->cRFeO;*(G)c0, 

where 

cRF(x) = r*(fcc(z • c))(0F)(£'(z)) with g(x) = \ogp-(w(x)c) 

for x G G. 
The function c^F = ((0C) 1 o 0) (F) can be interpreted as follows. First, take 

an open neighbourhood U of e (the identity element) in G such that w : G —>> G° 
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restricted to U gives a diffeomorphism from U onto U° := w(U) ( c G°). Define a 
V* -valued function F° on U° by setting 

(4.21) F°{w{x))=F{x) (xeU). 

One sees that F° extends, in a unique way, to a (multi-valued) complex analytic 
function F° on the open dense subset P+K^P- of G£, and that F° comes from the 
function 

(4.22) P+ x Kc x P_ 3 (p+,*c ,p-) —• T*(fcc)(0F)(logp_) G K* 

through the covering map from Kc to K£. Second, we consider the right translation 
cRF° of F° by the Cayley element c G G£. This is a complex analytic function 
denned on P+t fgP-c-1 . Noting that G° C P+K^P-c'1 by Proposition 4.6 (1), we 
write cRF° for the restriction to G° of cRP°. Then our cRF = ((00)"1 o 0) (P) gives 
a (single-valued) lift of cRF° to G. 

The following proposition assures that the above right translation cR preserves the 
kernel of differential operator VT*. 

Proposition 4.14. — Let VT* : G^S(G) -» G^°(G) be the differential operator of gradi
ent type associated to r*. Then (4.20) yields a linear isomorphism 

KerVT* nO; . (G)0 * KerVT*nO;.(G)c0. 

Namely, a function F in 0*.(G)o satisfies the differential equation VT*F = 0 if and 
only if the corresponding cRF in O** (G)§ satisfies the same equation. 

As shown in the next subsection, this proposition together with two key lemmas 
in 4.3 allows us to describe the space y(r) = y{r,m{r)) of generalized Whittaker 
functions on G associated to the highest weight module L(T). 

Proof of Proposition 4-14- — Let F G 0**(G)o- We employ the interpretation of 
cRF and also the notation given just before the proposition. Note that VT* naturally 
gives rise to a right G^-invariant, holomorphic differential operator, say V°T* defined 
on the complex group G°c. 

Now assume that VT*F = 0. Then one finds that P°*P° = 0 on P + ^ P _ . In 
reality, V°T*F° is the complex analytic extension of T>°*F° on U°, and the latter 
V°T*F° equals zero by assumption (cf. (4.21)). We thus get 

cbcb {cRF°) = cRi p0T*F°) cbbc on P+KQP-C-1. 

This implies that VT*(cRF) — 0, because VT*(cRF) is a lift to G of the restriction 
ccb (cRF°)) \G°. 

The reverse implication can be proved in the same way by using the inverse Cayley 
transform. 
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4.5. Proof of t h e main theorems . — We are now ready to prove our main 
theorems given in 4.2. 

Proof of Theorem 4-7. — Let F be any function in y(r) = y(r,m) (see (4.13)) with 
m = m(r) . Set fc := QCF G 0(S,V*). 

STEP 1. We first see that the requirement URF = -r]m(U)F (U G n(m) = 
c(p_(m))) for F is equivalent to 

(4.23) Dx • fc = 0 for Dx € Jm (cf. (4.16)), 

for the corresponding fc, by noting that 

Vm(cY) = -V=ÏB(Y,c-HY'{m))) = -B(Y,X(m)) (Y e p_(m)). 

Here the action of S(p_) on 0(5,1^*) is defined by the directional derivative (2.20). 
STEP 2. Consider the point Y0 := £'(e) G <S (e the identity element of G), which 

is expressed as 

Y0 = logp_(c) = -

gf 

r 
fcxaa 

Let D2 be any element of the annihilator ideal Anns(p_)L(r) of L(r) in 5(p_) = 
C/(p_). Then it is standard to verify that 

(£>2 • n(Y0) = (c(D2))RF{e) = (c(TI?2))LF(e). 

Here D TD denotes the principal anti-automorphism of U(g) as in 1.2. 
Noting that the ideal Anns(P_)L(r) is homogeneous, we can apply Lemma 4.12 to 

deduce that c(TD2) lies in the annihilator of L(r) in C7(c(p_)). This implies that 

wwx,;:mùùâaypù 

because U(g)L(v*, F(-)) ~ L(r) for every nonzero vector v* G V*. We thus conclude 

(4.24) (D2 • /c)(y0) = 0 (I?2 G Ann5(p.)L(r)). 

STEP 3. We are going to specify the function fc G 0(S,V*). It follows from 
Hilbert's Nullstellensatz that 

U/Ann5(p_)L(r) + Jm = m(X(m)), 

since Ann5(p_)L(r) -f Jm defines the variety {X(m)} of one point X(m) in p_f_ by 
virtue of Lemma 4.13. Hence (4.23) and (4.24) imply that there exists a nonnegative 
integer N such that 

(4.25) ((Y - B(X(m), Y))N+1 • fc)(Y0) = 0 for all Y G p_. 

This means that the function fc is of the form 

(4.26) fc(Y) = expB(X(m),Y)<p(Y), 
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where (p is a V*-valued polynomial function on p_ of degree at most N. In particular, 
F lies in OZAGYc by (4.26), and so one finds that 

y ( r ) c o ; . ( G ) § . 

Thus we have proved the claim (2) of Theorem 4.7 as well as the finite-dimensionality 
of y(r) in the assertion (1). 

STEP 4. Let v* G V*. By Proposition 2.8, the function FX(m),v* G O**(G)0 of 
exponential type (see (2.24)) satisfies VT*FX{m),v* = 0 if and only if the vector v* 
lies in Ker<r(X(ra), • ). Proposition 4.14 says that the former condition is equivalent 
to VT*{cRFx{m)^) = 0. Noting that Qc{cRFxim),v*) is of the form (4.26) with 
constant function <p(Y) = v* (Y G p-) , we deduce that cRFX(m^v* G y(r) for every 
v* G Ker<r(X(ra), • ). This proves the assertion (3). Finally, the vector space y(r) 
does not vanish because 

{0} ^ W(X(ra),r)* ~ Ker<r(X(ra), • ) y ( r ) , 

thanks to Proposition 3.5 and Lemma 3.10. 

Proof of Theorem 4-8. — Suppose that L(r) is unitarizable. We set ra = ra(r). Then 
one knows that Im = Anns(p-)L(T) by Theorem 3.7. This combined with Lemma 
4.12 allows us to refine the discussion in Step 3 of the proof of Theorem 4.7. As a 
result, we find that, for any F G 3^(T), the corresponding function fc = QCF in (4.26) 
is necessarily of exponential type, i.e., fc{Y) = exp B(X(m),Y)v* (Y G p_) for some 
v* G V*. This proves the surjectivity of \ r in Theorem 4.7. Now the remainder of 
the theorem is a consequence of Corollary 3.9 and Lemma 3.10. • 

Proof of Theorem 4-9. — First, assume that m' > m :— ra(r). Let F be any function 
in the space ;y(r,ra/). By (4.12), F belongs to y(r) — y{r,m{r)) also. Hence the 
corresponding fc :— QCF G C^p-,^*) is of the form (4.26). It follows in particular 
that 

(X-lr_m,+1)n • fc = expB(X(m), • )((X_7r_m,+1)» • <p) = 0 

for sufficiently large integers n, because B(X(m)yX-~fr_m, ) = 0 and because <p in 
(4.26) is a polynomial on p_. On the other hand, since F is in C°°(G;77m/), we see 
just as in Step 1 of the proof of Theorem 4.7 that 

(*-7,_m,+1) • fC = B(X(m'),X^r_ml+1)r = B(X,r_ml+1,X_7r_ml+1)r. 

Thus one gets fc = 0 since B(X7 _ , ,X_7 _ ; ) ^ 0. This shows that y(r,m') = 
{0}. 

Second, assume that ra' < ra = ra(r). Take a nonzero function F in y(r) by 
Theorem 4.7 (1). Note that y(r) C ^(^ra7) . For each t G E, we define an element 
at G G by 

at :=exp{-£(X7r_m+1 +X_7r_m+1)} = exptc(Hlr_m+1) (cf. (4.2)) 
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Then it is easily checked that 

Ad(at)n(m/) = n(ra') and r]m' ° Ad(at) = rjm'. 

This implies that the functions (at)RF still lie in y(T,m') for all t G K, by noting 
that the differential operator Vr* is right G-invariant. These vectors (at)RF (t G E) 
in y(T,m') turn to be linearly independent, because one gets 

(c(X_7,_m+1))*((aO*F) = e2t • B(X7r_m+1, Jf_7r_m+1) • (to)**"). 

by direct computation. Hence the vector space y(r, m') in question is infinite-
dimensional if m' < m(r) . • 

Now we have completely proved the main theorems, Theorems 4.7-4.9. 

4.6. Relation to generalized Whittaker vectors. — We end this section by 
interpreting our results (Theorems 4.7-4.9) in terms of generalized Whittaker vectors 
in the algebraic dual of an irreducible highest weight (g, K)-module. To do this we 
prepare the following lemma. 

Lemma 4.15. — Set n := n(r) = c(p_) (cf. (4.6)). Let b be the linear map from n to 
p_ defined by 

b(Z) = Z mod 6 + p+ 

for Z G n. Then b is a surjective linear isomorphism. 

Proof — Write an element Y G p- as a linear combination of root vectors: 

Y = 
xvbbn 

c7X_7 with c7 G C. 

Then it is easy to compute the Cayley transform c(X_7) of X_7 for each noncompact 
positive root 7 (see [32, 2.1 and 2.2] and also [41, 9.1]). As a result, one finds that 

c(X.—7) — K/^y.X—7 mod p+ + 1 , 

where K7 — 1/2 or 1/y/2 depending on 7 G . This implies that 

b(c(Y)) = 

7€A+ 

K//y J£—7. 

We thus get the lemma. 

Let L(T) be the irreducible highest weight (g, if)-module with extreme if-type r . 
Let us look upon I/(r), by restriction, as a module over U(n) = 5(n). (Note that n is 
an abelian subalgebra of g.) Then Lemma 4.15 immediately implies the following 

Proposition 4.16. — L(r) is finitely generated as a U(n)-module. Moreover, the 
Gelfand-Kirillov dimension Dim(n;L(r)) and the Bernstein degree Deg(n;L(r)) of 
L(T) as a U(n)-module coincide with those DimL(r) = Dim(g;I/(r)) andT)egL(r) = 
Deg(g; L(T)) as a U(g)-module, respectively. 
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Remark 4.17. — The argument in the proof of Lemma 4.15 allows us to show 

n ± n V ( L ( r ) ) C n ± n p + = {0}, 

where n1- denotes the orthogonal of n in g with respect to the Killing form. In view 
of this property, we can apply a criterion [43, Th.2.2] for the finiteness of restriction 
of U(g)-modules to subalgebras. This gives another proof of the above proposition. 

In view of Lemma 4.12, the annihilator ideal of L(r) in U(n) turns to be 

(4.27) Ann^n) L(r) = c(Ann(/(p_)L(r)), 

and it defines the associated variety 

V(n;L(r))=c(gOm(T))gg 

of [/(n)-module L(r), which is an irreducible affine algebraic variety in n* = c(p+). 
Thus, the associated cycle AC(n:L(r)) of [/(n)-module L(r) is of the form 

AC(n;L(r)) = multc(/m(T))(n;L(r)) • [c((9m(r))], 

where multc(/m(T)) (n; L(r)) denotes the multiplicity of [/(n)-module L(r) at the unique 
associated prime c(Im(T)). Further, the Bernstein degree of [/(n)-module L(r) is 
described as 

(4.28) Deg(n; L(r)) = multc(/m(T))(n; L(r)) • deg(c(£>m(r))), 

where deg(c(0m(r))) denotes the degree of the nilpotent cone c((9m(r)) (cf. [27, 
Lemma 1.1]). 

The above discussion tells us the following coincidence of two types of multiplicities 
of L(r) . 

Proposition 4.18. — One has the equality 

multjm(T)(L(r)) = multc(/m(T))(n;L(r)), 

where mult/m(r) (L(r)) is the multiplicity in the associated cycle of (g, K)-module L(r) 
{cf. (3.13))mT 

Proof. — The assertion follows from Proposition 4.16 together with the equalities 
(3.14) and (4.28), by noting that the degrees of orbits Om(T) and c((9m(r)) coincide 
with each other. • 

Now, for each m — 0 , . . . , r = M-rank(G), let rjm be the one-dimensional represen
tation of n(ra) = c(p_(m)) which induces the GGGR (Tm,C°°(G;r]m)) (cf. (4.10) 
and (4.11)). A linear form ip on L(r) is called an (algebraic) generalized Whittaker 
vector of type rjm if 

tp(Uw) = r]m(U)ip(w) for all U E n(m) and w G L(r). 
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We write Wh*m (L(r)) for the space of such generalized Whittaker vectors. By defi
nition, one observes that 

(4.29) Wh* (L(r)) ~ (L(r)/c(TJm)L(r)y :=Homc(L(r)/c(TJm)L(r), C), 

as vector spaces, where Jm is the ideal of S(p-) = U(p-) defined by (4.16), and T 
denotes the automorphism of S(p-) such that TY = -Y for Yep-. Further, every 
(g, if )-embedding T from L(r) into G°°(G; r]m) yields a generalized Whittaker vector 
VGWh* (L(r)) by 

ip(w) = (Tw)(e) (w G L(T)). 

This assignment T ^ ^ sets up a linear embedding 

(4.30) Hom0)K(L(r),Coo(G;7?m)) W h ^ ( L ( r ) ) . 

We can show that this embedding is actually surjective for the most relevant case, 
as follows. 

Proposition 4.19. — If m = m(r), the map (4.30) is surjective. Namely, every 
nonzero generalized Whittaker vector in Wh*m(r) (L(T)) gives an embedding of L{r) 
into the GGGR C°°(G;rim{T)). 

Remark 4.20. — Let L(r)°° denote the smooth G-module consisting of all G°°-vectors 
for an irreducible admissible representation of G corresponding to L(r). In view of 
the discussion in [41, 12.5], one finds that, if L(r) is a member of holomorphic discrete 
series, any vector in Wh*m(r) (L(r)) extends also to a continuous G-isomorphism from 
L(r)°° into G°°(G; 7 7 m ( r ) ) . This appears to be true for any L(r) not necessarily in 
the discrete series, but we do not discuss it here. 

Proof of Proposition 4.19. — First, we set m := Anns(P_)L(r) + Jm(r). By virtue of 
Lemma 4.13, m is an ideal of 5(p_) that defines the one point variety {X(m(r))}, 
and in particular, the codimension of m in 5(p_) is finite. By (4.27), the isomorphism 
(4.29) turns out to be 

(4.31) Wh;m{T)(L(T))~(L(T)/c(Tm)L(T))\ 

Second, we consider the generalized Verma module M(r) = U(g)v*) qwqe wq* :qq= e*=1 VT and 
its unique maximal submodule N(T). The natural quotient map M(r) -» L(r) = 
M(T)/N(T) induces a linear isomorphism 

(4.32) L(T)/c(Tm)L(r) ~ M(T)/(N{T) + c(Tm)M{r)) 

in the canonical way. Now let ( •, • )r be the (g, K)-invariant bilinear form on 
0**(G) x M(r) constructed in 2.3. We write £ for the orthogonal of c(Tm)M(r) 
in 0**(G). Then, the bilinear form ( •, • )r naturally induces a linear embedding 

(4.33) £ ^ (M(r)/c(Tm)M(r))*. 
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Third, just as in the proof of Theorem 4.7 (see 4.5), one finds that an element 
F e O** (G) belongs to £ if and only if 

(4.341 D • fc(Y0) = 0 for all DEi î t , 

where Y0 = f'(e), and fc = (0C)_1F e 0(S,VT*) as in (4.19). It then follows from 
(4.34) that 

(4.35) dim£ = dim VT x dim 5(p_)/m. 

Since we have 

A F ( R ) - U(n)Vr ~ U(n) <g> Vr 

by Lemma 4.15, the dimension of the quotient space M (r) / c(T m) M (r) is equal to the 
right hand side of (4.35). This shows that the linear isomorphism (4.33) is surjective: 

(4.36) £ ^(M(r)/c(Tm)M(r))\ 

In view of Proposition 2.7 (1), (4.31), (4.32) and (4.36) give rise to isomorphisms 

<fnKer£>r* ~ (M(T)/(N(T) + c(Tm)M(r)))* ~ W h * ^ (L(r)) 

as vector spaces, where VT* is the differential operator ol gradient-type associated 
to r*. This proves the proposition, because every function in £ D KerXV* gives a 
(g, X)-embedding of L ( r ) into G°°(G; T y m ( r ) ) by virtue of (4.14). • 

Proposition 4.21. — If L(T) is unitarizable, one gets 

dimWh;m(T)(L(r)) = dimL(r)/m(X(m(r)))L(r) = dimL(T)/c(m(-X(m(T))))L(T), 

where m(X) is the maximal ideal of 5(p_) definining a point X £ Om(T) (cf (4.1)). 
Moreover, the above dimension is equal to the multiplicity in the associated cycle 
AC(L(r)) ofL(r). 

Proof — The assertions follow from Theorem 4.8 and Proposition 4.19 by noting the 
isomorphism (4.31), where Tm = m(—X(m(r))) in this case. • 

Concerning the spaces of algebraic generalized Whittaker vectors, we are now in a 
position to give the following consequence of the main results of this article. 

Theorem 4.22. — The dimension of the vector space Wh* (L(r)) is given as 

dimWh! (L(r)) = 

0 
finite (# 0) 

oo 

if m> m(r), 
if m — m(r), 
if m < m(r). 

Here Om(T) is the unique open Kc-orbit in the associated variety of L(r). Moreover, 

if L(T) is unitarizable, the dimension of Wh* (L(r)) coincides with the multiplicity 

multr , . (L(r)). 
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Proof. — The claims for the cases ra < ra(r) and m = ra(r) follow from Theorems 4.7 
and 4.8 coupled with (4.30) and Proposition 4.19. The property Wh*m(L(r)) = {0} 
for ra > ra(r) can be proved by an argument similar to the one given in the proof 
of Theorem 4.9, or alternatively, one can apply a general result [22, Corollary 4] of 
Matumoto. • 

5. Case of the classical groups 

Hereafter, we assume that G is one of the classical groups SU(p, q) (p^ q), 5p(n, Ж) 
or SO*(2n). The theory of reductive dual pairs gives concrete realizations of unita
rizable highest weight modules L[a] = L(r[a]) for these groups G (see Theorem 5.1), 
by decomposing the oscillator representation of the pair (G,G;), where G' = U(k), 
O(fc), or Sp(k) respectively, and a € G'. 

For such I/[cr]'s, we specify in this section the ifc(^(^))-modules W(X(m), r[a]) = 
L[a]/m(X(m))L[a] (cf. (3.10)) with га = т(т[а]) explicitly by using the Fock model 
of the oscillator module (see Theorems 5.14 and 5.15). In view of Theorem 4.8, this 
leads us to a clearer understanding of the generalized Whittaker models for L[a]. 

5 .1. Oscillator representation. — We start with constructing the oscillator rep
resentation of the pair (G,G7), following [3, §7]. First, realize our classical groups G 
as 

SU(p,q) = \geSL(p+q,C) 9 
hf 
fh 

О 
-h 

<9 = (h 
О 

О 
-h. 

xxw;:*** 

Sp(n,W) = [geSU(n,n) igJn9 = Jn with Jn := О 
**vvj 

In 
о 

SO* (2n) = g e SU(n,n) l9 О 
Jn о 9 = 

(О 
\ln 

In 
gk 

where In denotes the identity matrix of size n. The totality of unitary matrices in G 
forms a maximal compact subgroup K. 

Let MPA denote the space of all complex matrices of size p x q. We write Symn 
(resp. Altn) for the set of all symmetric (resp. alternating) complex matrices of size n. 
Then, the real rank r = M-rankG, the complexification Kc of K, and the irreducible 
i^c-module plunder Ad, can be described for each G respectively as in the following 
table. 

(5.1) 

G r h<<h^^h^^k$^^$p)) g P + 

s u m q S(GL(p,C) xGL(q,C)) MP,Q 
5p(n, Щ n GL(n,C) Symn 
SO*(2n) [f] GL(n,C) Alt„ 
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Here the fCc-action on p+ is given as 

(5.2) g-X = giXgï\ g = (gi,g2) € S(GL(p,C) x GL(q,Q), X e Mp,g 

for G = SU {p, q), and 

g • X = gXlg, g e GL(n, C), X e S y m n or Alt„ 

for G = Sp(n,R) or SO*(2n). For this, see also [27, 7.1]. 

For every positive integer k, we realize the compact group G' as 

U(k) = {g e GL(k,C) \g*g = h} for G = SU(p, q), 

0(k) = U{k) n GL(k, R) for G = Sp(n,R), 

Sp(k) = {g£ U(2k) I *gjkg = Jk} for G = SO*(2n). 

The complexification of G' will be denoted by G'c, i.e., G'c = GL(k,C), 0(k,C), 

Sp(k, C) respectively. Define a space M of complex matrices by 

M := 

Mntk {n:=p+ q) 

Mn,k 

ww;ù 

for G = SU(p,q), 

for G = Sv(n.R). 

for G = SO*(2n). 

For G = SU (p, q), the elements Z € M will be writ ten as 

$^^<w< 
< 

x 
with A 6 MPtk,B e Mgtk. 

The group .ftfc x G c acts on M by 

(5-3) (9,9')-Z-
'giAg'-1 

^cv::!!! 
with p = (gi,g2), 

for G = SU(p,q), and by 

(5.4) (g^-Z^gZg1 1 
for G = Sp(n,R) or SO*(2n), where (3,5 ' ) <E Kc x G'c and Z e M . 

We now prepare some notat ion to describe the oscillator representation. Let ip be 

a map from M to p+ such tha t 

(5.5) i>(Z) := 

AlB 

wxvb 

\ZJk*Z 

for G = SU(p, q), 

for G = Sp(n,R), 

for G = SO* (2n) 

Note t ha t ^ : M -> p+ is a Kc x G^-equivariant polynomial map of degree two, where 

we let G'c act on p+ trivially. For each Y € p _ , let hy be a polynomial on M defined 

by 

hY(Z) := £(V>(Z), F ) ( B the Killing form of g). 
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We set for g € Kc, 

(5.6) xcvùù** 

(det9l)-
k îovG = SU(p,q), 

( d e t o ) - * / 2 for G = Sp(n,R), 

(detg)~k for G = SO*(2n), 

where # = (#1,02) as in (5.2) for G = SU(p,q). If G = Sp(n, E), the function is 

two-valued on Kc — GL(n , C). We need to go up to the two fold cover of Kc in order 

tha t 8k determines a genuine character of the group. Hereafter, we replace K and 

Kc by their two fold covering groups when G = Sp(n, E). By abuse of notation, the 

latter covering groups will be denoted by K and Kc again. 

Let C[M] denote the ring of polynomial functions on the complex vector space M . 

One can define a (g, i f)-representation u on C[M] in the following fashion. First, the 

p_ action on C[M] is given by multiplication: 

(5.7) <v(Y)f(Z) := hY(Z)f(Z), Y G p_, 

for / G C[M]. Second, p+ acts by differentiation: 

w(X)f(Z) : = k(M0)hh/)(hhZ), h * e p+. 

Here h-x(d) s tands for the constant coefficient differential operator on M defined by 

the polynomial h^, and the constant K depends only on the Lie algebra go of G. 

Third, the complexification Kc acts on C[M] holomorphically as 

u(g)f(Z) := ôk(g)f((g-\e) h• Z), ge Kc. 

On the other hand, C[M] has a natural G^-module structure through 

R{g')f{Z):=f{h{e,ghh'-l)-hZ)h, g' € G'c. 

Then it is easily seen tha t these two representations u> and R commute with each 

other. The resulting (g, K) x G^-representation (a;, R) on C[M] will be called the 

Fock model of the (infinitesimal) oscillator representation of the pair ( G , G ; ) . 

It should be mentioned tha t the above oscillator representation LJ of the pair (G, G') 

comes from the Weil representation of a metaplectic group. In fact, G x G' forms a 

reductive dual pair in a real symplectic group Sp(N, E). Consider the Weil represen

tation fi (cf. [12]) of the metaplectic group Mp(N, R), which is the two fold cover of 

Sp(N, E). Restrict Q, to the metaplectic cover G x G' of G x G', and then twist it by 

a certain one-dimensional character of the compact group Q\ One thus gets u. 

5.2 . Un i tar i zab le h ighes t we ight m o d u l e s L[a]. — Let (or, V^) be an irreducible 

(finite-dimensional) unitary representation of the compact group G'. Extend a to a 

holomorphic representation of G'c in the canonical way. We set 

(5.8) L[a]:= H o m G t ( ^ , C [ M ] ) , 
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which turns to be a (g, K)-module through the representation u on C [ M ] . Let E(fc) 
denote the totality of equivalence classes of irreducible unitary representations a of 
G' such that L[a] ^ {0}. Note that the G^-action on C[M] is locally finite since G'c 
preserves each subspace of homogeneous polynomials of any fixed degree. Then one 
gets 

(5.9) C[M] ~ 

(TGS(fe) 

L[a] ® Va as (g, K) x G^-modules. 

The isomorphism is given by 

L[a] ®Va 3T ®v I—> T(v) G C [ M ] , 

on each G^-isotypic component L[a] <g) V^. 
The following theorem states the celebrated Howe duality correspondence associ

ated to (G,G'). 

Theorem 5.1 ([12], [6], [7]; cf. [3, §7]) 
(1) L[CR] ¿5 O N irreducible unitarizable highest weight (g, K)-module for every a G 

E(fc). In particular, (5.9) #WES £/&E irreducible decomposition of the (gy K) xG'c-module 
C[M]. 

(2) L E £ <7I,<T2 G E(fc). TFTEN, ~ Va2 as G'c-modules if and only if L[a\\ ~ Z/[<R2] 
as (g,K)-modules. 

(3) If G — SU(p,q) or Sp(n,R), any irreducible unitarizable highest weight (g,K)-
module is isomorphic to an L[a], where a G E(fc) for some positive integer fc. 

Let r[a] denote the extreme if-type of highest weight (g, K )-module L[a], i.e., 
L[a] = L(r[a]). We note that the correspondence a <-> r[a] can be explicitly described 
in terms of their highest weights. For this, see the articles cited in the above theorem. 

It follows from the standard argument in linear algebra that each i^c-orbit Om 
in p+ (see 3.1) consists of all the matrices in p+ = MM,Symn (resp. Altn) of rank 
ra (resp. 2ra) for G = SU(p,q),Sp(n,R) (resp. SO*(2n)). Let E8tt(iJ) denote the 
(i, j)-matrix unit of size sxt whose (fc, /)-matrix entry eki is equal to 1 if (fc, /) = (i , j) ; 
eki = 0 otherwise. We put 

(5.10) xxv::^^$$ m 

^^ww 

E8tt(i,ï) G M S J * (ra = 0, . . . , m i n ( S , £ ) ) , X V V N , 

where t(0) := 0. Then, we take an element X(m) G Om explicitly as 

(5.11) X(m) r-

W m ) 

In,n(m)/2 
E8tt(i,ï) G MSJ* (ra = 0, ...,mrrfffh<<<^^$^$$ 

for G = SU(p,q), 

for G = Sp(rc,R), 

for G = SO*(2n). 
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Now, it is easily seen that the image ip(M) of the Kc x G^-equi variant map xj) : 
M -¥ p+ in (5.5) is a iiTc-stable, irreducible algebraic variety described as 

(5.12) u)(M) = Omk with mk := min(fc,r), 

where M and u) depend on k. By (5.7) and (5.9), the annihilator ideal in S(p_) of 
L[a] (a G E(fc)) consists exactly of all the elements D G 5(p_) = C[p+] vanishing on 
ip(M). In this way we have shown the following well-known fact. 

Proposition 5.2 (cf. [3, §12]). — For any a G £(fe), £Ae associated variety of unita
rizable highest weight module L[o~] is equal to the closure of the Kc-orbit Omk — 
kà(Kc)X(mk). More precisely, Anns^p_^L[a] coincides to the prime ideal Imk defin
ing Omk (cf. Theorem 3.7). 

5.3. Variety Vk and ideal u(m)C[M]. — Now we consider the maximal ideal: 

m := m(X(mk)) = 

Yep-

(Y - B(X(mk), F))5(p_) C 5(p_) (cf. (3.9)), 

for each positive integer k. For m — 0 , . . . , r, let Kc(m) \— Kc(X(m)) be the isotropy 
subgroup of Kc at X(m) G Om. We want to describe the Kc(rrtk)-modules 

W[cr] : = W(X(mK),T[a]) = L[<r]/mL[a] (a G E(fc)). 

In view of (5.8) and (5.9), one gets an isomorphism 

(5.13) W[a] ~ HomG/ (Va,C[M]/uj(m)C[M]) as Kc(mk)-modules. 

So, our task is to decompose the quotient C[M]/u(m)C[M] as Kc(mk) x G^-modules. 
To do this, we note that, by virtue of (5.7), o;(m)C[M] is equal to the ideal of C[M] 

generated by all matrix entries of the following polynomial function of degree two: 

[5.14) M 3 Z i—> if)(Z) - X(mk) G p+. 

We consider the corresponding affine algebraic variety Vk of M: 

Vk := {Z G M I il>(Z) = X(mk)} = (X(mk)), 

which is the inverse image of X(mk) by ip. Clearly, the variety is stable under the 
action of Kc(mk) x G'r. Note that the codimension of Vk is given as 

dim M - dim Vk = dim Omk = dimp-(mk) (cf. Lemma 4.2) 

by virtue of (5.12). 
Now, let us give the G^-orbit decomposition of Vk for each group G separately, 

where G'c is identified with the subgroup {e} x G'c of KcxG'c. We define a subgroup 
G'c(k - r) (r = M-rankG) of G'c by 

(5.15) G'c(k - r) := 

{Ik} (the unit group) 

a 
ff 

0s 

h 
6 G'c. 

if ^ r, 

if k > r, 
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for G = SU(p,q), 5p(n,R), and by 

(5.16) 

G'c(k-r) := 

{I2k} (the unit group) if fc ̂  r, 

'h 
O 
O 

,0 

O 
h n 

O 
h2i 

O 
O 
h 
n 

O ' 
hi2 
O 

h22. 

eG'c hij e Mk-r,k-r if k > r, 

for G = SO*(2n). Note that if k > r, the group G'c(k — r) is naturally isomorphic 
to GL(k - r, C), 0(k - r, C) or Sp(k - r, C) according as G = St/(p, g), Sp(n, E) or 
SO*(2n) respectively. 

First, the following lemma for the case SU(p,q) is due to Tagawa. 

Lemma 5.3 ([31, 3.5 and 3.8]). — Assume that G = SC/(p, g) (r = G'c = GL(fc, C)). 
(1) If k ^ q, the group G'c = GL(fc,C) acte on simply transitively. One gets 

(5.17) ^^^<<wcn, f W f c ) 
$^^<ar ~ Gc as G'c-sets, 

where the matrices Ip^k(k),Iq^k(k) are as in (5.10). 
(2) If k > q and p = q, then the G'c-action on Vk is still transitive, and it holds 

that 

Vk=G'c. 
w<^^$ 

^^^^dhh - G'c/G'c(k - q) as G'c-sets. 

Here G'c(k — q) coincides with the isotropy subgroup of G'c at 
ww<<^$$ 
Kla.k(q) 

evk. 

(3) If k > q and p> q, Vk is no longer G'c-homogeneous. In fact, let Mp-q,k-q be 
the subspace of M defined by 

Mp-g,k-q :- 0 = о и 
Ja О) 

U € Mp-qtk-q 

Then Vfc is decomposed as 

(5.18) Vfc = G'c • Mp-gtk-q = 
Ù6A 

G'c-Û, 

where A denotes a complete system of representatives in Mp-q,k-q of the G'c(k — q)-
orbit space 

Mp-q,k_q/G'c(k - q ) ~ f w w < ffMffp-q,k-q<<<G<L(k - q,Q. 

Second, the structure of G^-variety Vk is much simpler for 5p(n, E). This is because 
the corresponding Hermitian symmetric space is always of tube type. 
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Lemma 5.4. — Assume that G = Sp(n,R) (r = n and G'c = 0(k,C)). Then it holds 
that 

Vk=G'c- Inyk(mk) ^ G'c/Gfc(k - n) as G'c-sets, 

Here mk = min(fc,n), and the isotropy subgroup of G'c at In,k(^k) is equal to the 
group G'c(k — n) in (5.15). 

Third, one obtains the following lemma for SO*(2n). 

Lemma 5.5. — Assume that G = SO*(2n) (r = [n/2] and Gfc = 5p(fc,C)). 
(1) If k ^r, one has 

(5.19) Vfe = G'v • J„.2fc(2fc) ~ G'c as G'c-sets. 

(2) If k > r = n /2 with even integer n, the variety Vk is described as 

(5.20) Vk = G'c 
flr.k(r) 

O 
o 

ww<:^^ 
~G'c/G'c(k-r), 

where G'r(k - r) ~ Sp(k — r,C) (cf. (5.16)) coincides with the isotropy subgroup of 

G'c at the matria 
Ir.k(r) 

O mù^$$ in M = M2r,2k-

(3) If k > r = (n — l ) /2 with odd integer n, Vk consists of two G'c-orbits. In fact, 

we set 

(zi,z2)~:= 
Ir 
O 
o 

O 
O 
Z\ 

O 

Ir 
n 

o 

Z2, 
for (zi,z2) G Mlì2(k-r) — Mi,jfc_r x Mi^-r- Then Vk decomposes as 

(5.21) Vk=G'c- Mi,2(*-r) = G'c • ( 0 . . . 0 , 0 . . . 0)~ G'c-(1 0 . . . 0 ,0 . . . 0 )~ , 

where Mio(k-r) := {(zi,z2) \ zuz2 G Mi,fc_r}. 

We give below a proof of Lemma 5.5 for G = SO*(2n). Lemmas 5.3 and 5.4 can 
be shown in the same way (so we omit the proofs of these two lemmas). 

Proof of Lemma 5.5. — (1) Suppose k ^ r = [n/2]. In view of (5.5) and (5.11), one 
observes that an element 

Z = 
bb 

vvc 
G M with C G M2k,2k, D G Mn-2k,2k 

belongs to Vk if and only if 

CJktC = Jki CJklD = 0, and DJktD = 0, 

which means that C G Sp(k,C) and D = O. We thus get (5.19). 
(2) Consider the case k > r = n/2 with even integer n. Take any matrix Z in 

Vk- Let C{ G Mi,2* = C2A; (i = l , . . . , rc) denote the i-th row vector of Z. Set 
di := cr+i (i = 1 , . . . , r). By the condition ZJk lZ = Jr i£>(Z) = -X"(r)), we can 
extend {c i , . . . , cr, d i , . . . , dr} to a symplectic basis {c i , . . . , c^, d i , . . . , dk} of C2fe with 
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respect to the nondegenerate alternating form defined by Jk. Then, there exists an 
element g' G G'c = 5p(fc,C) such that eig' = Ci,ek+ig' = d{ (i = l , . . . , fc) , where 
e\,..., e2k denotes the standard basis of C2fc. This implies that 

Z = 9 
jjlù^^ 

o 

o 

$$$<<wa 

Furthermore, g' G G'c fixes the above matrix if and only if ag' = and ek+ig' — ek+i 
for all i = 1 , . . . , r, or equivalently, g' G G'c(k — r). 

(3) Suppose that fe>r = (n — l) /2 with odd integer n. Just as in (2), one can 
show that any element in 14 lies in the G^-orbit through a matrix Z of the form 

Z = 

jlùù 

eejk 

aea 

mù*pp 
Z 

for some z eC2h. 

Then the condition ip(Z) = X(r) imposes 

eiJk lz = e*+* ^ = 0 for i = 1 , . . . , r. 

Hence one finds that Z = ( 2 1 , 2 2 ) for some (z\,z2) G M1)2(fc_r), i.e., 14 = G'c • 

Afi,2(*-r)-
Finally, observe that two matrices {z\,zif and (z[,z'2)~ in belong to the same 

G^-orbit if and only if the corresponding vectors (zi,z2) and (z[,z'2) in Mij2(fc-r) are 
conjugate under the action of Sp(k - r,C). This yields the second equality in (5.21), 
by noting that Sp(k — r, C) acts on Mi?2(fc-r)\{0} transitively. • 

The above three lemmas imply in particular the following 

Proposition 5.6. — The affine algebraic variety Vk is irreducible except the case G — 
5p(n, R) with k ^n. 

Remark 5.7. — If G = Sp(n, R) with fc ^ n, then Vk — 0(fc,C) has two irreducible 
components according as the coset decomposition 0(fc,C) = 50(fc,C) U gfSO(k,C) 
with GO(fc,C)\SO(fc,C). 

Proof of Proposition 5.6. — Let (G'c)0 = GL(fc,C), 50(fc,C) or 5p(fc,C) be the iden
tity component of the complex classical group G'c = GL(fc,C), 0(fc,C) or 5p(fc,C) 
respectively. Under the hypothesis of the proposition, we find from Lemmas 5.3-5.5 
that Vk is the image of an irreducible variety (G^)o or [Gfc)0 x Cp (for some p > 0) 
by a continuous map (with respect to the Zariski topology) between two affine spaces 
over C. This proves the proposition. • 
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The next proposition is important to specify our Kc(mk)-mod\iles W[a]. 

Proposition 5.8. — The ideal u;(m)C[M] of C[M] coincides with the defining ideal of 
Vk in C[M]: 

(5.22) üü(m)C[M] = {fe C[M] I f(Z) = 0 for all Z G Vfc}. 

Hence one gets a natural isomorphism 

(5.23) C[M]/u(m)C[M] ~ C[Vk] as Kc(mk) x G'c-modules, 

where C[Vk] denotes the affine coordinate ring ofVk consisting of all functions on Vk 
given by restricting polynomials on M to Vk-

Proof. — We write Tk for the defining ideal of Vk, the right hand side of (5.22). 
By definition one has u;(m)C[M] Clfe. So we want to show the converse inclusion 
Tk C w(m)C[M]. 

First, we prove the inclusion in question when the variety Vk is irreducible. Namely, 
we exclude the case G — 5p(n, M) with k ^ n exactly (see Proposition 5.6). Take any 
basis Yi,...,Yt of the vector space p_(rafc) = [t, Y(mk)] (cf. Lemma 4.2). We define 
A , . . . , / , Gu;(m)C[M] by 

fi{Z):=B(il>(Z)-X(mk),Yi) for ZeM 

Lemma 4.13 together with (5.9) yields 

Vk = {ZGM\fjfi(Zf) = 0 (t = l , . . . , * ) } . 

By case-by-case examination, we can find an element Zq G 14 on which the differen
tials (dfi)z0 (i = 1, • • •, t) are linearly independent. In fact, the "identitylike" matrices 
given in Lemmas 5.3-5.5 satisfy this requirement if Vk is a single GJ>-orbit. Otherwise, 
one can choose Zo as 

Ö G Mp-qìk-q 

( O . . . 0 , 0 . . . O R eMh2(k-r) 

(SU(p,q), k>q, p>q), 

(50*(2n),fc > (n - l ) /2 with odd n). 

Thus we get ( / i , . . . , ft) = Tk, by applying Lemma 4 of [17, page 345]. This shows 
Tk C u(m)C[M] as desired. 

Second, consider the case G — 5p(n,E) with k ^ n. Then we know ~ 0(fc,C) 
by Lemma 5.4, and hence the equality u;(m)C[M] = Tk is an easy consequence of a 
classical theorem of Weyl [37, Theorem (5.2.C)]. 

Now the equality (5.22) and so the isomorphism (5.23) have been proved com
pletely. • 
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5.4. Kc(^ife)-niodules W[cr]. — We are now in a position to specify the Kc(mk)-
modules W[o~] for every a G S(fe) (fc = 1,2,.. .). First, we prepare some notation to 
state the results in a unified form. Let G'c(k—r) (r — E-rank G) be the subgroup of G'c 
in (5.15) and (5.16). With Lemmas 5.3-5.5 in mind, we introduce a G'c(k - r)-stable 
subvariety Uk of Vk as follows. We set 

mù**^^$ 

bn;:vvd 

<<ww^$$ 

Mp-Qik-q 

(k or k > q = p), 

(k > q and pi=- q) 

for G = SU(p,q), and 

Uk := {InAmk)} (fc = l , 2 , . . . ) forG = Sp(n,R), 

where rrik = min(fc,r) as before. The variety Uk for G — SO*(2n) is defined to be 

{/n,2Jb(2*)} (k ^ r = [n/2]) 

Uk'r- r fir Ar) 
(1 

o 
^$$^^ 

AFL,2(jfe-R) 

(k > r = n/2 with n even), 

(k > r = (n - l ) /2 with n odd). 

Then, Lemmas 5.3-5.5 imply that 

(5.24) Vfe = G'c - Uk, 

and that the G^-orbits X in Vfe are in one-one correspondence with the G'c(k — r)-
orbits X DUk in Uk-

Definition 5.9. — We say that the pair (G,G;) is of type (SVT) if the pair (G,G;) is 
in the stable range with smaller member G1 (i.e., fc ̂  r), or the symmetric space K\G 
is of tube type (i.e., G = SU(p,q) with p = q, 5p(n,E), or SO*(2n) with n even). 
This happens exactly when Uk consists of a single G'c(k — r)-fixed point, say Z0. We 
call it the case (SVT), too. 

Now Proposition 5.8 allows us to deduce the following 

Proposition 5.10. — Under the above notation, let C[Uk] be the coordinate ring of 
G'c(k — r)-stable variety Uk viewed as a G'c(k — r)-module in the canonical way. Then 
one has a linear isomorphism 

(5.25) W[a] ~ HomG,c()fc_r)(K, C[Uk]) ~ (V; 0 C[Z4])G'c(*~r) (a G E(fc)). 

In particular, it holds that 

(5.26) W[a] ~ (v;fc{k-r) for the case (SVT). 

Here (V; (8) C[Uk])G c(k~r> denotes the subspace of V; 0 C[Uk] of G'c{k - r)-fixed 
vectors, and the right hand side of (5.26) turns to beV* if k ^ r. 
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Proof. — We know the ifc(^fc ^isomorphism W[a] ~ H on iG ' c^ , C[Vk]) thanks to 
(5.13) and (5.23). Let T be a G^-homomorphism from Va to C[Vk]. Set T0(v) := 
T{y)\Uk, the restriction of T(v) G C[Vk] to Uk, for each v G Va. Then T0 gives a 
homomorphism of G'c(k — r)-modules from Va to C[Uk]. By using Lemmas 5.3-5.5 
(see also (5.24)), it is standard to verify that the assignment T t-ï T0 sets up a linear 
isomorphism 

(5.27) HomG,c(V,, C[Vk]) ~ EomG>c(k-r)(V*, C[%]), 

which is a variant of the Frobenius reciprocity. We thus obtain (5.25) (the second 
isomorphism is a natural one). (5.26) follows from (5.25) immediately, since C[Uk] is 
the one-dimensional trivial G'Ak - r)-module for the case (SVT). • 

Remark 5.11. — For the case G = SU(p,q), the above proposition is due to Tagawa 
[31, Th.3.10.1]. 

Remark5.12. — The irreducible decomposition of G'c(k — r)-module C[Uk] is well-
known even if Uk is not a variety of single point. Indeed, C[Uk] is isomorphic to the nat
ural GL(k - q,C)-module C[Mp-q¿-q] (resp. such Sp(k - r,C)-module C[M1>2(fe-r)]) 
when G = SU(p,q) with p > q and fc > q (resp. G = 50*(2n) with fc > (n - l ) /2 
and n odd). On one hand, the GLp-q x GLk-q duality can be used to decompose 
C[Mp-q,k-q] into irreducibles. On the other hand, the space 5/(M1?2(jfe-r)) of homo
geneous polynomials on M1)2(fc-r) of any fixed degree I turns to be an irreducible 
Sp(k — r, C)-module with highest weight (/, 0 , . . . , 0). This yields the irreducible de
composition 

C[Mi,2(*-r)] = vnn,,k®i>oSl(Mh2(k_r)) 

as Sp(k — r, C)-modules. 
Hence the right hand side of (5.25) can be described concretely by a combinatorial 

method, once one knows the branching rule of irreducible representations of G'c re
stricted to the subgroup G^(fc - r) (cf. [19], [30]). Although we do not discuss it in 
this paper, the author would like to thank K. Koike for kind communication on the 
branching rule of finite-dimensional representations of complex classical groups. 

In view of Corollary 3.9, we get a direct consequence of Proposition 5.10 as follows 

Corollary 5.13. — Let a be in E(fc). Then, the multiplicity mult/mfc (L[cr]) of irre
ducible highest weight module L[a] at the defining ideal Imk of the associated variety 
V(L[cr]) coincides with the dimension of vector space (V* <S>C[Uk])G c^~r). Especially, 
one gets mult/mfc (L[a]) = dima ifk^r (cf. [27, Th.9.1]). 

At the end, we are going to clarify how the isotropy subgroup K<c(mk) acts on the 
space W[a] ~ HomG/c(jfe_r)(Fa-, C[Uk]). To do this, we note that the elements g of 
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the subgroup Kc(m) (0 ^ ra ^ r) of Kc (see Table (5.1)) are written for each grout 
G = SU(p,q), Sp(n,R) and SO* (2n) respectively as follows. 

9 = 

(9n 

(9ii 
O 

9n 
n 

912 
922 

912 
922) 

912 

922 

(911 
K943 

O 

944) 
I G Kc with pu G GL(ra,C) (SUM).. 

G Kc with gn G 0(m,C) (Sp(n,R)), 

G ifc with 011 G Sp(mX) (SO*(2n)) 

This enables us to define a group homomorphism 

by 

a : Kc{mk) -+ Gffjyiifc, 9 H -

a(p) := r9n 
O 

O 

h-r 
for SU(ggp,q) or Sp(n,R), 

and by 

ot(g) :--

(V11 
O 

P21 
Ko 

O 
h-r 

O 
O 

P12 
o 

P22 
o 

o 

o 

o 

h-r 

with pu = (pu 
KV21 

P12 
P22 

for SO* (2n). 

Here pij is a matrix of size fc, and a(p) should be understood as gn if ^ r. Note 
that the elements of a(Kc(rrik)) commute with those of the subgroup G'c(k — r). 

Now we can deduce 

Theorem 5.14 (Case (SVT)). — Assume that the pair (G, G') is of type (SVT) in Def
inition 5.9. Then it holds that 

(5.28) W[<r] ~ (5k <S> (<J* o a ) , (Vr<r*)G'c(*-r>) as Kc(mfe)-mod^e5, 

wftere Jjk is the character of Kc in (5.6). In particular, W[<J] ¿5 an irreducible Kc(mk)-
module if fc ^ r. 

Proo/ — Let Z0 be the unique element of Uk. By noting that 

p • Z0 = a(p)"1 • Z0 (0 G tfc(m*)), 

it is a routine task to transfer the Kc(mk)-&ction on HomG/c(Vr0-, C[V*]) to that on 
ty*)G'c(k-r) „ EomGlcik-r)(Va, C[Uk]) through the isomorphism (5.27). We thus 
get (5.28). If fc ^ r, the homomorphism a is surjective. Hence (5.28) implies the 
irreducibility of W[a] for fc ^ r. • 
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Next we consider the remaining case, and assume tha t (G, G') is not of type (SVT). 
Then one has > r and so mk - r. Set / := p - q for G = SU(p,q) {p > q), and 
I = 1 for G = 50*(2ra) (n odd). Then, / % ) := 922 (9 G # c ( r ) ) defines a group 
homomorphism /3 from Kc(r) to GL(Z,C). The group ifc(r) acts on 

q % ] - Q M | , e ( f c _ r ) ] 

naturally through the left multiplication composed with /?, where e := 1 for G = 
SU(p,q), and e := 2 for G = 5 0 * (2n). We denote by v the resulting representation 
of Kc(r) on C[Z4]« Note tha t v as well as cr* o a commutes with the G'c(k — reaction. 

Theorem 5.15 (Non (SVT) case). — Under the above assumption and notation, the re
ductive part of Kc(r) acts on W[a] ~ (V* <S> C[Z4]) G c^h~r^ by the representation 
5k 0 (cr* o a) <S> v. 

Proof. — This theorem can be proved just as in the proof of Theorem 5.14 by noting 
tha t 

g-U = a(g)-1 • (/3(g)U)~ (U € M J ) t ( f c _ r ) ) 
holds if 9 e Kc{r) lies in the reductive par t of Kc(r), i.e., g\2 = 0. We omit the detail 
of the proof. • 
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THE DEGREES OF ORBITS 
OF THE MULTIPLICITY-FREE ACTIONS 

by 

Shohei K a t o & Hiroyuki Ochia i 

Abstract — We give a formula for the degrees of orbits of the irreducible representa
tions with multiplicity-free action. In particular, we obtain the Bernstein degree and 
the associated cycle of the irreducible unitary highest weight modules of the scalar 
type for arbitrary hermitian Lie algebras. 

Résumé (Degrés des orbites nilpotentes des représentations irréductibles sans multiplicité) 
Nous donnons une formule pour les degrés des orbites nilpotentes des représen

tations irréductibles sans multiplicité. Nous obtenons les degrés de Bernstein et les 
cycles associés des représentations irréductibles unitaires de plus haut poids de type 
scalaire pour des algèbres de Lie hermitiennes. 

1. Introduction 

Let K be a connected reductive complex algebraic group, and V an irreducible 

representation of K. We assume tha t the action of K is multiplicity-free; tha t is, 

each irreducible representation of K occurs at most once in the polynomial ring C[V]. 

We also assume tha t the image of K in GL(V) contains all nonzero scalar matrices 

C X idv- Such representations have been classified by Kac [10]. There are eight families 

and five exceptional representations. 

In this paper, we determine the degree of each closed If-stable subset Y oi V. 

We establish a method by which we can express some asymptotic behavior of the 

dimension of the filtered module in terms of a definite integral. This is a generalization 

of the technique presented in Ref. [19]. As a corollary, a formula for the degree of 

each if-stable closed subset can be obtained (Theorem 2.5). The multiplicity-free 

action contains an important family coming from the hermitian symmetric spaces. 

Such representations consist of four families and two exceptionals of the classification 
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Key words and phrases. — multiplicity-free action, Hermitian symmetric space, highest weight repre
sentation, nilpotent orbit, associated variety, Bernstein degree . 
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mentioned above. Using the detailed s tructure of the restricted root system, we 
can obtain a formula in these hermitian symmetric cases tha t is more concise than 
tha t obtained in the general case (Theorem 3.2). This formula unifies three kinds 
(i.e., homomorphism, symmetric endomorphism and skew-symmetric endomorphism) 
of Giambelli formulas, as well as the corresponding formula for the exceptional Lie 
algebras. The formula for the degree of the closure of the orbit immediately gives 
the Bernstein degree of the irreducible uni tary highest weight module of the scalar 
type (Corollary 4.1). For three families of classical Lie algebras sp(n,M), u(p, q) and 
o*(2n), this result is obtained in Section 7 of Ref. [19] through case analysis. In the 
final section, we give two examples demonstrat ing the calculation of the Bernstein 
degree of the uni tary highest weight modules of the non-scalar type. These are also 
derived from Theorem 2.3. In the Appendix, we list the explicit values for the degree 
of the closure of the orbits for all thirteen families of multiplicity-free actions, with 
some comment on the s tructure of the orbits. 

A par t of this paper is taken from the master thesis of the first author [12]. 

2. Degree of the multiplicity-free action 
2 . 1 . D e g r e e . — Let V be a finite-dimensional complex vector space, C[V] the ring 
of polynomials on V, and M a finitely-generated C^J -modu le . By a s tandard pro
cedure, we can associate two additive, numerical invariants, the dimension and the 
multiplicity of M . This procedure is briefly summarized in Section 1 of Ref. [19] in 
this volume. 

Let Y be a closed conic subvariety of V, and let 1(F) be the defining ideal of Y; 

l(Y) = {p e C[V] | p(y) = 0 for all y e Y}. 

We define C[Y] = C[V]/I(Y). Defined in this manner, C[Y] is the coordinate ring 
of y . Since I (Y) is a (reduced) graded ideal of C[V], C[Y] is naturally a graded 
C[F]-module. The multiplicity of C[Y] is called the degree of Y, and is denoted by 
deg(Y). It is known tha t the degree of a complete intersection is elementary. 

Lemma 2.1 

(i) / / Y is a complete intersection, then the degree of Y is the product of the degrees 
of the defining equations of the irreducible components ofY. 

(ii) If Y is a hypersurface, then the degree of Y is the degree (as a homogeneous 
polynomial) of the defining equation ofY. 

(hi) IfY is a linear subspace ofV, then the degree ofY is I. 

The assertion (hi) is a special case of (ii), and (ii) is a special case of (i). The 
assertion (i) is found in s tandard textbooks, such as Ref. [4]. On the other hand, 
if the variety Y is not a complete intersection, such as a determinantal variety, its 
degree is non-trivial, as can be seen from the Giambelli formula. 
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2.2. Asymptotic behavior of some graded module. — Let i f be a connected 

reductive complex algebraic group, and let V be a finite dimensional representation 

of if. Let C[VY be the set of homogeneous polynomials in C[V] of degree i. We 

assume tha t the image of i f in GL(V) contains all nonzero scalar matrices. Then, 

there exists an element Z G Lie(K) such tha t Z • p = ip for all p G C[V]*. This 

element is called the degree operator (or Euler operator) . We denote the natural 

action of i f on the graded algebra C[V] by A d . We call M a (C[V],if)-module if 

M is a C[V]-:module and is a completely reducible i f-module with the compatibility 

condition k • (p • ( f c - 1 • ra)) = (Ad (k)(p)) • ra for all k G if, p G C[V] and ra G M . 

We denote the decomposition into if-isotypic components by M = 0 M M M . Assume 

tha t there exists some isotypic component M\ generating M as a C[V]-module. Such 

a component is unique if it exists. We define a graded component by Ml — C[V]*M A 

for i e Z^Q. Then M = 0^M 2 is a graded C[V]-module, and each graded component 

is given by 

M1 = {ra G M I Z • ra = (A(Z) + i ) ra} . 

We assume, moreover, tha t M has a multiplicity-free decomposition 

M = 
<peA(M) 

xb$$^<<^^ 

where F(p) is a (finite-dimensional) irreducible i f-module whose highest weight is //, 

and tha t there exists linearly independent weights < p i , . . . , g?™ such tha t 

A(M) = {ni<pi H h n m < £ m I n< G Z^o}-

In this case, the graded component Ml is given by 

M * = e F ( A + my>i H + n m v? m ) , 

where the summation is over ( n i , . . . , n m ) G with ri\^p\(Z) -\ h n m ( ^ m ( Z ) = z. 

We will determine the asymptotic of the dimension of the graded component for 

large i. 

Using the Weyl dimension formula, it can be shown tha t d imF(A + n\<p\ + • • • -f 

nm(pm) is a polynomial in ( n i , . . . , n m ) . To be more explicit, let be the set of 

positive roots of the Lie algebra of if, and let pK be the half sum of positive roots. 

We define 

A+ = A+ \ {a G A+ I (a, (fi) = 0 for all i = 1 , . . . , r a} 

and 

f(x\,..., xm) -

xx<<!!* 

(a,A + PK) 

(&,PK) 

x 

**vvn 

(a,A + pK) + a i ( a , y > i ) + • • • + xm(a, <pm) 

(a,pK) 
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Then dim F(X + ni<pi -I h nm(pm) = / ( n i , . . . , nm). The degree of the polynomial 
/ is equal to the number | A ^ | of roots in A ^ , and the leading term, which we denote 
by / , is 

f [x>\ , . . . , XJYI) '• 

ww<;:!ùù$ 

(a, A + pK) 

\OL,PK) 
x 

<wxn,;: 

3i(a,<Pi) + --' + a?mv%¥>m) 
<<wxcvn,; 

We define a filtered module M/ = ©;=0M\ This {M/}/ gives the filtration of M; 
and the dimension of the filtered component is 

dim Mi - ) / ( n i , . . . , n m ) 

where the summation is over n = (n\,... ,nm) £ ^™o> w^n n i ^ i ( ^ ) + * ' * + 
nmtymiZ) ^ l- We express this condition as Inl ^ / for short. 

Lemma 2.2. — Let d = m + | A ^ | . Then 

lim l~d 
|n|</ 

/ ( * ) = f(x)dxi • "dxm, 

where the domain of integration is the simplex 

{(xi,... ,xm) e Em I xi ^ 0 , . . . ,sm ^ 0, xx(pi(Z) + - • • + xm(pm(Z) ^ 1}. 

Summarizing the above, we have the following theorem: 

Theorem 2.3. — / / / is large, then 

dim Mi = c-l /d\ + (lower order terms), 

where d = m + | A W | and 

c = d\ 

"€A+\A+ 

(OL,\ + pK) 

ww<x^^ 
x 

<*eA+ 

E8tt(i,ï)SJ* (ra = 0, ..., xm (x, xm) 

^^hhlqq 
fhwwvaae<< 

tuiift ifte domain of integration 

{(xu...,xm) eRm | * i >0,...,a;TO > 0 , si¥>i(Z) + • • • + wwvvwwajkkmùùaaettts (Z) ç 1}. 

2.3. Multiplicity-free action. — Let V and if be as in the Introduction. That 
is, in addition to the assumption made in the previous subsection, we assume that the 
representation V is irreducible and that €[V] is multiplicity-free. The set of highest 
weights of if-types arising in C[V] is a free semigroup. We denote the set of generators 
by PA+(V). 

Let Y be a closed irreducible if-stable subset of V. Since V has a finite number 
of if-orbits, Y is the closure of a if-orbit on V. We set M = C[Y]. As in §2.1, M 
can naturally be considered the quotient ring of C[V], and thus it inherits the natural 
grading from C[V]. Then the (C[F], if )-module M satisfies the first assumption in 
§ 2.2. with the weirfit A taken to be zero. 
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Lemma 2.4. — Suppose Y is an irreducible closed K-stable subset ofV. Then there 
exists a free semigroup A(Y) such that C[Y] — 0 ,peA(y) F((p) as a K-module. The 
generators of the free semigroup A(Y) form a subset of PA+(V). This subset is 
denoted by PÄ+{Y) C PA+(V). 

A proof oi this lemma is given in net. [bj. Also appearing there is the explicit torm 
of the subset generating the subsemigroup, which we use in an application below. 

We denote the number of elements of PA+(Y) by ra, and we set PA+(Y) = 
{ipi,... ,<£>m}. For a weight a, we define the vector ( a i , . . . , a m ) G Rm by 
((a,<pi),...,(a,<pm)). We define 

A+ = { a e A + | ( a b . . . , a m ) / 0 } 

and ki = <fi(Z) G Z>o- Then, the if-type F(ipi) appears in the homogeneous compo
nent C[F]^ . With this notation, we can give the degree of Y. 

Theorem 2.5. — The dimension ofY is ra -f |Ay|, and the degree ofY is 

UaeAt (<*>P^b 
UaeAt (<*>PK 

X 
xvxw<:! 

a i^ i -I h amxm) dx\ • • • dxm, 

where the domain of the integration is the simplex 

{(xll...,xrn) G Rm I xi ^ 0 , . . . ,xm ^ 0, kixi + + kmxm ^ 1}. 

Proof. — Applying Theorem 2.3 with 

f(X\ 5 • • • 5 Xm) 

!!<w 

a i ^ i H h amXm 
{U,PK) 

we obtain the result. 

3. Hermitian symmetric case 

In this section, we consider the subclass of the multiplicity-free actions consisting 
of the holomorphic tangent spaces of the hermitian symmetric spaces. In this case, 
we can obtain a more sophisticated formula for the degree by using the structure of 
the restricted root system. 

3.1. Hermitian Lie algebra. — We first recall some standard notation of Lie 
algebras, root systems and weights. 

Let pjo be a non-compact real simple Lie algebra. Let go = £o ® Po be a Cartan 
decomposition of go. We assume that the center Co of 6o is non-zero, that is, that $o 
is of the hermitian type. Then Co is one dimensional. Let to be a Cartan subalgebra 
of to- Then to is a compact Cartan subalgebra of g0. Let g, t, p and t denote the 
respective complexifications of flo> fyb Po and to. We denote the Killing form by £?(•, •). 
The restriction of the Killing form on t is a non-degenerate symmetric bilinear form. 
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Using this, we identify t with its dual t*, and introduce the non-degenerate symmetric 
bilinear form (•,•) on t*. Let A be the root system of (0,t), and ga the root space 
corresponding to the root a G A. A root a is said to be compact (resp., non-compact) 
if 0a C t (resp., ga C p). Let Ac (resp., An) denote the set of all compact (resp., 
non-compact) roots in A. We have the disjoint decomposition A = Ac U An. 

There exists an element Y0 G \/^Tco such that 7(Fo) = ±1 for any 7 G An. 
This Yo is called the characteristic element. We set A^ = {a G A | a(Y0) = ±1}. 
Then Ac = {a G A | a(Y0) = 0}, and we have the disjoint decomposition A = 
A+ UACU A~. Then 6 = 1 0 (0C*EAC 0a) gives the root space decomposition, and if 
we set p± = @a£/±± 0a, then we have the triangular decomposition g = p+ 0 t 0 p~. 
We choose an ordering of A such that the set A+ of all positive roots satisfies the 
condition A+ C A+. Let Af = A± n Ac. 

As in Ref. [1], we construct a maximally strongly orthogonal subset { 7 1 , . . . , 7r} C 
A+ such that 7« is the smallest element of the subset of elements in A+ orthogonal 
to 7 1 , . . . , 7 i - i . Then 71 is the unique simple non-compact root. For a A G t*, we 
define H\ G t by B(Hx,h) = X(h) for all h G t, or equivalently, \'(H\) = (A, A') for 
all A' G t*. Let t" = £-=1 Cff7i. Then { # 7 l , . . . ,#7r} forms a basis of t" . Then, 
letting t+ = {H G 11 -h(H) = 0 for all i = 1,..., r } , we have t = t+ 0 t". 

We summarize several facts on strongly orthogonal roots (see, e.g., [23], [24]). 
Note that the strongly orthogonal roots {7*} here are taken from the minimal 71, 
while those of [24] in this volume are taken from the maximal 7r. 

Lemma 3.1 

(1) For 1 ^ i < j ^ r, 7e and 7^ are strongly orthogonal: 7$ ± 7^ ^ A. 
(2) The number r of maximally strongly orthogonal roots is equal to the split rank 

of 0o-
(3) If a G A+, then the restriction a\t- takes one of the following possible forms: 

- —7i/2 for some i = 1,... , r. 
- —(7fc - 7z)/2 for some 1 ̂  fc < / ^ r. 
- 0. 

(4) If a € A+, then the restriction a|t- takes one of the following possible forms: 
- 7»/2, 7J for some i = 1,..., r. 
- (7* + 7/)/2 for some 1 ̂  fc < / ^ r. 

(5) The set of non-zero restrictions of A(g,t) to t~ is one of the following two: 
- A ( f l , r ) - { ± ^ , ± ( 7 * ±7 i ) / 2 I 1 ̂  i ^ r , l ^ fc < / ^ r} ; type Cr, 
- A ( f l , r ) - {±7i/2,±7i,(7fc ±7 / ) /2 | 1 ̂  i ^ r, 1 ^ fc < / < r} ; type BCr. 
The root system is of type Cr if and only if the hermitian Lie algebra go is of 
the tube type. 

(6) By the Cayley transformation, the toral subalgebra t~ is isomorphic to the com
plexification of a split Cartan subalgebra of go. This implies that the root system 
A(g,t~) coincides with the restricted root system of go. 
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(7) The dimension of root spaces has the following properties: 
- dimg(t",±7i) = 1. 
- The dimension dimg(t-, ±(7& ± 7/)/2) does not depend on k or I. This 
dimension is called the multiplicity of middle roots. 
- The dimension dimg(t~, ±7i/2) does not depend on i. This dimension is 
called the multiplicity of short roots. The multiplicity of short roots is zero if 
and only if the Lie algebra go is of the tube type. 

(8) The number of compact roots has the following properties: 
- The cardinality of the set {a G A+ | a|t- = — (7* — 7/)/2} is equal to the 
multiplicity of middle roots. 
- The cardinality # { a G A+ | a|t- = -7*/2} = # { a G A+ | a|t- = -7 i /2} 
is equal to half of the multiplicity of short roots. 

(9) Let Ao = {a G A | a|t- = 0 } . Then Ao is a subset of Ac and is the root 
system corresponding to the reductive subalgebra Z^(t~) = {X G t \ [X,H] = 
0, for all H G t " } . 

(10) The strongly orthogonal roots 7 1 , . . . . 7r are long roots and have the same length. 

We recall the classification of the hermitian Lie algebra go and some relevant in
formation which we will use later. 

CI AIII Dili BI, DI EIII EVII 

00 sp(n, R) «u(p, q) so*(2n) so(2,rz) 6̂(-14) *7(-25) 

r n min(p, q) [n/2] 2 2 3 

c 1/2 1 2 (n - 2)/2 3 4 

middle 1 2 4 n-2 6 8 

short 0 2\p-q\ 0 or 4 0 8 0 

Here, we follow the notation of Ref. [1]. The split rank r of g0 is denoted by t in 
Table 1 of Ref. [2]. The length of the interval c of the Wallach set is given in Table 
2.9 of Ref. [1]. It is denoted by e = in Table 1 of Ref. [2]. Then c is equal to half 
of the multiplicity of the middle roots. The entries in the row labeled 'middle' (resp. 
'short') are the root multiplicities of the restricted root system of go- These values 
are quoted from [5] (Table VI, Ch.X). The multiplicity of short roots for type Dili is 
zero (resp., four) if n is even (resp., odd). 

3.2. Degree of the orbi t . — Let Gc be a connected linear Lie group with Lie 
algebra g, and let GR, K and KR be the connected analytic subgroups of Gc with 
Lie algebras go, t and to, respectively. The restriction of the adjoint action of Gc 
on g to the subgroup K preserves the subspaces 6 and p±. We now recall the orbit 
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decomposition of the action of K on p+. (See Section 3.1 of Ref. [24].) In this 
decomposition, the closure relation of the orbits is a linear ordering, and the number 
of if-orbits on p+ is r + 1. Then we can enumerate orbits Om with m — 0 , 1 , . . . , r so 
that the closure is given by OM = OM U • • • U 0\ U OQ. Any if-stable closed subset of 
p+ is irreducible and of the form Om. 

We define cp* = —(TI H 1-7*). Then, with the notation of Lemma 2.4. PA+(V) = 

{ ( p i , . . . , a n d PA+(Om) = {y>i,...,<pm}. 
We define the following definite integral: 

Ia(s,m) = 
ccb 

{xix2'"Xmy 
l^i<j^m 

\x*i Xj I dx\ ' dXfji. 

Here the parameters a and s are positive real numbers, and the domain of the inte
gration Dm is the simplex 

Dm = {(Xu...,Xm) G Rm I Xi ^ 0, X! + +xm ^ 1}. 

This integral is evaluated in Ref. [11] (see also Example VI.10.7(c) of Ref. [16] and 
Theorem 2.2 of Ref. [18]). The result is 

Ia{s,m) = 
ml •jm 

ii=l 
T(ia/2) 

T ( a / 2 ) " 

T7Î1 
1.1=1 

L T((8 + !) + (*- l ) a / 2 ) 

T(l + m(s + 1) + (m - l ) m a / 2 ) 

Let sr (resp., c) be equal to half of the root multiplicity of the short (resp., middle) 
roots of the restricted root system. In particular, sr = 0 for the tube type. For 
m = 0 , . . . ,r , we define sm = sr + 2c(r — m), dm — m(sm + 1) + (m — l)mc, and 

^tm = ia e Ac I (a> 7t) = 0 for all i = 1 , . . . , m} 

Theorem 3.2 

(1) 77ie dimension of the orbit Om is dm. This is the homogeneous degree of the 
integrand of the integral I2c(srn,m). 

(2) The degree of Om is given by 

deg((9m) = dm\ x « 7 i , 7 i > / 2 R » - M 

.a€A+\A+m 
wx^^$ 

x 
1 

ml 
/2C(5m,m). 

The explicit values of degrees are given in the Appendix. We remark that the 
degrees of almost all orbits in the present case can be obtained without using the above 
theorem, as they can be obtained from the previously obtained results appearing in 
many detailed works. This theorem, however, gives a unified formula for the degree 
in terms of if-types corresponding to the orbits. 

3.3. Proof of Theorem 3.2. — We first apply Theorem 2.5. Let V = p+ and 
Y = with 0 ^ m <C r. Then A £ = A+ and A£ = A+ \ A+m. Using the 
Killing form, we can identify the dual of p+ with p_. Then C[V] is isomorphic to the 
symmetric algebra S(p~). The degree operator Z is — Y0, where Y0 is the characteristic 
element. Since 7$ G A+, we have ^p\{Z) — 1 for all i. 
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We employ a new set of coordinates yi, defined in terms of the original coordinates 
by yi = Xi + + xm, in the integral in Theorem 2.5. We define (f[ — <pi and 
ip\ = (fi- ipi-x for i ^ 2. Since <pi = -(71 H h 7i), <p\ = ~7*- Tnen tne semigroup 
A(M) can be expressed as 

A(M) = {n '^ i + • • • + rim<p'm I G Z^o, ni ^ • • • ̂  < J . 

Next, we define ( a i , . . . , a J J = ((a, <pi),..., (a, ^ ) ) for a G A ^ . Then a i#i -fx h 
OLmXm = aij/i + • • • + a^2/m. Clearly, the integral 

cvb:!$ 

(ai^i H h amxm)dxi • • • ctem 

over the domain 

{(a?i,... ,rrm) G Rm | a* ^ 0 for 1 <C i ^ ra, x^\{Z) + w• • • xvv+ (Z) ^ 1 } 

is equal to 

(1) 
^^wwxcvn 

(«Ì2/1 + • • • x+ Ci,mym)dy1 • • • %m 

over the domain 

{(î/l, . • • ,Vm) e Rm I yi Z V2 > • • • £ î/m S* 0, yi^i(Z) + . xvv• • + W m ( 2 ) ^ ! } • 

We next determine A^ and ( a i , . . . , a'm) for each a G Ay. 

Lemma 3.3. — Let ei be the i-th unit vector in Rm. 

(1) For any a G A+; ( a i , . . .,a'm) = ((a, - 7 1 ) , . . . , (a, -7™)) Jafces one 0 / the fol 
lowing forms: 

— ((715 7i)/2)(ejfe — ehk/) tutó/i some 1 ^ A: < / ^ m. 
— ((71,7i)/2)e$ hk some 1 ^ i ^ m. 

- 0. 
(2) For eoc/i 1 ^ k < I ^ ra, the number of a G A+ satisfying the condition 
( a i , . . . , a'm) = ((7i,7i)/2)(ejfe — e/) ¿5 equal to the root multiplicity 2c of the middle 
roots. 
(3) For each i, the number of a € A+ satisfying (a[,... ,a'm) — ((7i,7i)/2)ei is 
equal to sm. 

Proof. — For ra — r, the assertion follows from the identity tr = t~. We next consider 
the case for general ra. 

We define a = ((71,71)/2) for convenience. For 1 ^ k < I ^ ra, we have 

{a G A+ | ( a i , . . . , a £ J = a(ek - e/)} = {a G A+ | ( a i , . . . , a ' r ) = a{ek -et)}. 

This demonstrate the assertion for the middle roots. For 1 ^ i ^ ra, the set 

{a G A+ I ( a i , . . . , a ^ ) = ae<} 
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is the disjoint union of 
{a G A+ I ( a i , . . . , a j . ) = a e j 

and 
r 

¿=771+1 
{aG A + | ( a i , . . . , a / r ) = a ( e < - c i ) } . 

This shows that s™ = sr + 2c(r — m). 

We now complete the proof of Theorem 3.2. By Lemma 3.3, the number of elements 
in A^ is 2cxra( ra - l ) /2+msm. This implies the formula dm = ra(sm + l) + ( ra- l ) rac . 
Also by this lemma, we have the following formula for / ' : 

f(yii--,y bnm) = C 

1=1 

m 
aw)dime(tm,el) 

^^kann;:: 
(ay* - ow)dimt(t"»e»-e,: 

= Cad--m(yi---2/m)s™ 
ww<^^ 

(yk-yi)2c, 

where we denote 

C = 
1 

L e A t \ A t J a i P c ) w c b n x a a 
The domain of integral in (1) is 

(2) D'm = . . . , ym) G E m I Vl > y2 Z • • • ^ !/m > 0, ^ + • • • + ym ^ 1}. 

Since the integrand of Ia(s,m) is symmetric with respect to permutations of the 

variables (y i , . . . , t/m), the integral f,(y)dy is equal to 1 
ml 

ff(y)dy. Hence 

the degree of Om is equal to dm\Cadrn rnI2c(sm,m)/m\. This completes the proof of 
Theorem 3.2. • 

4. Unitary highest weight modules of the scalar type 

4.1. Highest weight modules. — We keep the notation of Section 3. We define 
p+ = ®aeA+ 5« and p~ = ®a€A- fla- Tnen G - P~ ® * ® p+ is a graded Lie algebra 
with a characteristic element Yb. We next define q = Ï 0 p+. Then q is a maximal 
parabolic subalgebra of g with the commutative nilpotent radical p+. Every maximal 
parabolic subalgebra with a commutative nilpotent radical arises in this way. 

A weight À G t* is said to be a A+-dominant integral weight if 2(A, a)/(a, a) G Z ^ 0 
for all a G A+. We denote the set of all A+-dominant integral weights of t* by Pc+. 
Also, we denote the fundamental weight corresponding to the non-compact simple 
root 7i by (. In other words, the element ( G t* is characterized by the conditions 

(C,a) = 0 for all a G Ac, and (C,7i) = <7i,7i>/2. 

Let pc be equal to half of the sum of roots in A+ and p that of A+. 
We denote the irreducible finite dimensional representation of t with the highest 

weight A G Pc+ by F(A). Through the Levi decomposition q = t 0 p+, a 6-module is 
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considered as a q-module on which p+ acts trivially. We define the generalized Verma 
module (or induced module) by 

N(X) = U(g) ®u{q) F(A), 

where U(g) is the universal enveloping algebra of g. By definition, N(X) is a highest 
weight g-module. It is well known that N(X) has a unique simple quotient L(A). Note 
that, as in the definition in Ref. [1], we employ no rho-shift in our definition of an 
irreducible highest weight module L(X). The infinitesimal character of N(X) and L(X) 
is X + pe t*. 

The Poincare-Birkhoff-Witt theorem implies the isomorphism N(X) = U(p+) 0c 
F(X) as a (C/(p+),if)-module. Note that p+ is commutitive and that the enveloping 
algebra U(p+) is canonically isomorphic to the symmetric algebra 5(p+). It is signif
icant that the module N(X) together with L(X) is not only filtered by U(g) but also 
is graded by the action of the characteristic element. 

4.2. Unitary highest weight modules. — An irreducible highest weight g-
module L(X) is called unitarizable if it has a g0-hivariant positive definite sesqui-linear 
form. The set of irreducible unitary highest weight modules consists of two classes; 
one is the set of induced modules (irreducible generalized Verma modules), and the 
other is the set of irreducible unitary highest weight modules which is not induced. In 
particular, the latter class with one-dimensional lowest If-types is called the Wallach 
set. It is easy to see (e.g., Section 2.2 of Ref. [19]) that the associated cycle of the 
generalized Verma module N(X) is (dimF(A)) • [p+]. In what follows, we consider the 
representation which is not induced. 

Let us recall the number c introduced in Section 3.1. For unitary highest weight 
modules of the scalar type L(zQ, the Wallach set corresponds to the set of parameters 
z = 0, —c, . . . , — (r — l)c. It is shown in Ref. [2] that the annihilator is 

Annl/(p-)L(-mcC) = l{Om) 

for m — 0, . . . , r . Since for m = r the Verma module N(—rcQ is irreducible, the 
unitarizable L(—rcQ does not belong to the Wallach set. However, since the situation 
is the same for the case m = r, we do not exclude the case m = r. As a (C/(p~), K)-
module, we have the isomorphism 

L(-mcC) = U(p-)/I(Om) S qpm]. 

Thus, the associated variety of L(—mcQ is (9m, and the associated cycle of L(-mcQ 
is [Om], The Gelfand-Kirillov dimension of L(—mc() is the dimension of the variety 
Om, and the Bernstein degree of L(—mc() is the degree of Om. 

As a direct consequence of Theorem 3.2, we can determine the Gelfand-Kirillov 
dimension and the Bernstein degree of the unitary highest weight module L(—mcQ 
of the scalar if-type. 
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Corollary 4.1. — Let sm,dm and A+m be the same as in Theorem 3.2. We consider 
the representation L(—mcQ with m = 0 , l , . . . , r . 

(1) The Gelfand-Kirillov dimension of L(—mcQ is dm. 
(2) The Bernstein degree of L(—mcQ is 

cc «7i,7i)/2)d™-m 

sUsaeAt (<*>PK 

1 

ra! 
/2c(sm,ra) 

We note that if-type decompositions like that in Lemma 2.4 are given in Ref. [21] 
for the generalized Verma module and in Theorem 5.10 of Ref. [23] for the module 
L(—mcQ in the Wallach set. 

5. Further example of the degree of unitary highest weight modules 

In the previous section we saw the method introduced in Section 2 is effective for 
modules of the scalar type. We now consider its application to modules of non-scalar 
type. In this section, we give calculations of the degrees of some unitary highest 
weight modules of non-scalar type. These examples are based on the examples in 
Ref. [1], and we follow the notation used there for the root system. 

Let { a i , . . . ,a /} C A+ be the set of simple roots and . . . ,u;/} the set of the 
corresponding fundamental weights. 

5.1. EIII, case II, "the last unitarizable place". — Let g0 be of type EIII. 
The corresponding multiplicity-free action is of the type (xi) in the Appendix. The 
compact root system Ac is of type JD5. Let us consider the A+-dominant integral 
weight of the form 

À = aujQ H- (—a — 4)c<;i 

with positive integer a G Z>o. Here, the simple root a i is taken to be non-compact, 
and the fundamental weight uo\ is perpendicular to Ac. The weight of this form is 
referred to in Ref. [1] as "the last unitarizable place of Case II". The set A\ = {a £ 
Ac | (A, a) = 0} is the root system of type D4 whose simple system is { « 2 , «3 ,0 :4 , as} . 

We consider the unitary highest weight representation L(A). This is the only 
unitary highest weight module L(X) of non-scalar type which is neither induced nor 
at 'the first reduction point'. 

Proposition 5.1. — For L(aujQ + (—a - 4)o;i), the Gelfand-Kirillov dimension is 16 
and the Bernstein degree is 1. 

Proof. — From the if-type decomposition 

L(X) = 
UaeAt (<*>bbc 

F(\ - ni7i - n272) 
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given in Proposition 12.5 of Réf. [1], we have m = 2. Using the realization of the root 
system in the standard Euclidean space [1], we have A+ = {±ei + ej | 1 ^ i < j ^ 5}. 
We calculate 

Kmh = h h { e i + e i \ i = 2,3,4} U {ej - ek | 2 ^ k < j <: 4}, 

which is the root system of type As with the simple system {a2, #4, a$}. This implies 
that (a, A) = 0 for all a G A+m. Then 

xvv,: 

(a, A + pc) 
(a, Pc) 

= 1. 

Hence, by Theorem 3.2, the asymptotic of the dimension of the filtered pieces of L(A) 
is identical to that of the scalar case with m = 2. The proposition thus follows from 
(xi) in the Appendix or (hi) of Lemma 2.1. • 

5.2. EVII, case II, the last unitarizable place. — Let go be a Lie algebra 
of type EVII. The corresponding multiplicity-free action is given in (xiii) in the 
Appendix. The root system Ac is of type EQ. Let us consider the weight 

A = kujQ + (-2k - S)u7, 

with positive integer k. The fundamental weight 007 corresponds to the non-compact 
simple root a-j. The weight of this form is called "the last unitarizable place of Case IF. 
The subset A\ — {a G Ac | (A, a) = 0} is the root system of type D5 whose simple 
system is {a\, a2, as, a±, 0̂5 }. 

We consider the representation L(A). This is the only unitary highest weight 
module of non-scalar type which is neither induced nor at the first reduction point. 

Proposition 5.2. — For L(kcjQ + (—2k — 8)077), the Gelfand-Kirillov dimension is 26 
and the Bernstein degree is 

3(2* + 7 ) I l L i ( * + 0 
7! 

Proof. — The if-type decomposition is given in Proposition 13.10 of Ref. [1]. We 
have 

L(A) = 0 F(A - ni7i - n272 - nsS), 
NIEZ 

nî 7l2^0 

where 5 — a$ -\-a7. We apply Theorem 2.3 with m — 2 and with A replaced by A — ns5 
for each n3 = 0 , . . . , k. For m — 2, A+m = {±ei + ej | 1 ^ i < j ^ 4}, which is 
the root system of type D4 with the simple roots {#5, #4, as, a2}. This implies that 
(a, A) = 0 for all a G A+ . Then, for each 723, the contribution to the degree is 

(3) deg(ö2) x 
<*€A+ 

(a, A - n3S + pc) 
(a, pc) -- deg(ö2) x 

a€A+ 

a, -nsô + pc) 
(a, Pc) 
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Here, the root systems A+ and A+2 have the following significant relation. 

Lemma 5.3. — For any a G A+2, we have 

(a,Ô) = (A,U>i n4) AND (A,PC) = (a,pc n4>-

iîfere. pc,r>4 = ^2 + 2e3 + 3e4 is equal to half of the sum of the roots in A^2. The 
fundamental weight cai,£>4 = e± of the natural représentation 0/50(8) corresponds to 
the simple root a$. 

This lemma implies that the quantity (3) is equal to the dimension of the irreducible 
finite-dimensional representation F(so(8), n3u;i^4) of the Lie algebra 00(8) with the 
highest weight NZUJ\,DA- Its value is 

(n3 + l)(n3 + 2)(n3 + 3)2(n3 + 4)(n3 + 5)/(3 • 5!) = 
n3+6N 

<ccc< 
<< 'n3 + 5\ 

6 

Then, the degree of the representation L(\) is d — deg(02) multiplied by the quantity 

k 

n3-0 a€A+ 

(a, -n3£ + pc) 

(A, Pc) 
(k + T 

7 
4-

cbc<< 

cc7 
(2fc + 7) nt=i(* + o 

7! 

as is required in the proposition. 

Corollary 5.4. — The associated cycle of L(KUJQ + (—2k — 8)1^7) is 

^K + 7)U6I=1(K + I) 

7! 
<c<ccbb 

Remark 5.5. — Vogan [22] has introduced the isotropy representation of the isotropy 
subgroup of the generic point of the associated variety on the space of the multiplicity 
of a given (g, K)-module. In our case, the Lie algebra of the Levi part of the isotropy 
subgroup of a point of the nilpotent orbit O2 in K is isomorphic to so(9). Let UJ\,BA 

be the fundamental weight corresponding to the natural (vector) representation of 
so(9), and F(so(9),KOJI,B4) the irreducible finite-dimensional representation of so(9) 
with highest weight fccJi,B4. It is easy to see, by the Weyl dimension formula, that 

(2fc + 7 ) n L ( * + 0 
7! 

= dimF(so(9),fccJi5B4)-

Since the restriction of the irreducible representation F(so(9), KCUI^J to the sub
algebra 50(8) is decomposed as 0^3=o F(so(8),NSUJI^D4), the proof above may sug
gest interpreting the number as the dimension of the representation as above. 
Hence, it is suggested that the isotropy representation attached to the representa
tion L(KUJQ + (—2k — 8)^7) is precisely F($o(9), KUJ\,BA)-
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6. Appendix : List of degrees of orbits 

We define the orbit Oo = {0}. The orbit Omax is open dense. 

6.1. Hermitian symmetric case. — The following case (i), (ii), (hi), (iv), (xi), 
or (xiii) corresponds to the case with Cartan label AIII, CI, Dili, (BI and DI), EIII, 
or EVII, respectively, (cf. Table in §3.1.) We use Theorem 3.2. In the following, we 
normalize the inner product (•, •) so that the restriction on Ac is induced from the 
Killing form on I. For example, (7z-,7i) = 4 for the case (i), while (7«,7*) = 2 for 
other five cases. 

(i) GLP x GLq with p ^ q: Here the orbits are parametrized by {0 ,1 , . . . ,#} . 
We apply the following identifications to Theorem 2.5: Ac is of type Ap-i x 
Aq-i, Ac(tm) is of type Ap-i-m x A9_i_m, the denominator of the formula is 
riaGA+\A+m(a'/9c> = 11™ 1 ( (P~ i)KQ - and sm = p + q-2m. In this case: 

dim(Om) = m(p + q) - m2 

deg(Om) 
0!1! • • • (m - 1)! x (p + q - 2m)! ---{p + q- m- 2)!(p + q - m - 1)! 
(p - m)\(p - m + 1)!. • • (p - 1)! x (q - m)\(q - m + 1)! • • • (q - 1)! * 

This coincides with the Giambelli formula, 
(ii) S2GLn: Here the orbits are parametrized by { 0 , 1 , . . . , n} . In this case, Ac is of 

type An_i, A c ( t m ) is Of type An_i_m, IIa€A+\A+m (a'Pc) = r i i l i f a - a n d 
sm = n — m. We then obtain 

dim(0m) = mn — (m — l)m/2 

deg(Om) 
0!1! • • • (m - 1)! (2n - 2m)!!(2n - 2m + 1)!! • • • (2n - m + 1)!! 

0Ü1Ü • • • (m - 1)!! (n - m)!(n - m -h 1)! • • • (n - 1)! 

where /!! = /(/ - 2) • • • 4 • 2 for an even integer /, and /!! = /(/ — 2) 3 • 1 for odd 
/. This coincides with the Giambelli formula. 

(hi) A2GLn: In this case, we parameterize the orbits by {0 ,1 ,2 , . . . , [n/2]}, not 
by {0,2,4, . . . ,2[n/2]}, since our numbering should be compatible with the 
enumeration of the Wallach set for the unitary highest weight module of the 
scalar if-type. Here, Ac is of type An_i, Ac(tm) is of type An_i_2m x Am, 

xxw;;:^^^^$$$$ .¿=1 (n — i)!, and sm = 2n — 4m. We have 

dim(öm) = 2mn - (2m + l)m 

deg(Om) -
1!3! •. • (2m - 1)! x (2n - 4m)!(2n - 4m + 2)! • • • (2n - 2m - 2)! 

(n - 2m)! • • • (n - m + l)!(n - m)! (n - 1)! 

This coincides with the Giambelli formula, 
(iv) On x GL\\ In this case, the orbits are parametrized by {0,1,2}. Then, Ac is the 

root system of so(n), Ac(t2) = Ac(ti) is the root system of so(n — 2), and for 
m = 1 the denominator of the formula is NA<GA+\A+ (a->Pc) — (n~"3)!(|n—1) = 
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(n — 2)!/2. Here we have 

dim((9m) = 0, n - 1, n 

deg(0m) = 1,2,1 for ra = 0,1,2, respectively. 

Since the closure of the orbit 0\ is a quadratic hypersurface, the formula above 
follows from Lemma 2.1. 

(xi) Spiriio x GL\\ Here the orbits are parametrized by {0,1,2}, and in this case 
Ac = {ai | 2 < i ^ 6} is of type D5, Ac(ti) = {a< | i = 2,4,5,6} is of 
type A4, and Ac(t2) = {o^ | i = 2,4,5} is of type A3. The denominator 
naGA+\A+m(a^c) for m al is 7!5!/2, and that for ra = 2 is 7!5!4!/2. We have 

dim(0m) =0,11,16, 

deg((9m) = 1,12,1 for ra = 0,1,2, respectively 

(xiii) i?6 x GL\\ Here the orbits are parametrized by {0,1,2,3} and in this case 
Ac = {ai I 1 ^ i ^ 6} is of type EQ, Ac(ti) = {a* | 1 ^ i ^ 5} is of type 
£>5, and Ac(t2) = Ac(t3) = {ai | 2 ^ i ^ 5} is of type D4. The denominator 
na6A+\A+m(a'^) for m = 1 is ll!8!/6, and that for ra = 2,3 is 2 • ll!8!7!/3. 

dim(Om) = 0,17,26,27, 

deg((9m) = 1, 78,3,1 for ra = 0,1,2,3, respectively. 

Since the hermitian symmetric space of type EVII is of the tube type, it is known 
that the orbit O2 is a hypersurface, and that the defining equation, which is the 
basic relative invariant of the corresponding prehomogeneous vector space, is 
cubic. The degree here was known previously, except for the case ra = 1. 

6.2. Non-hermitian case 

(v) Sp2n x GL\ : In this case, the orbit structure is the same as that for GL2n x GL\, 
which is a special case of case (i). 

(ix) Spin-j x GLi : In this case, the orbit structure is the same as that for 0(7) x GL\, 
which is a special case of case (iv). 

(xii) G2 x GL\\ Here, the orbit structure is the same as that for 0(7) x GLi, which 
is a special case of case (iv). 

(vi) Sp2n x GL2: In this case, the orbits are parametrized by {(0,0), (1,0), (2,0), 
(2,2)}. Comparing with the orbits {0^\0^\0^} of case (i) GL2n x GL2, we 
have 

U0 - U(0,0) ' Ul ~ U(l,0) ' U2 - U(2,0) U U(2,2) 
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We also know that 0(2,o) *s a quadratic hypersurface. Then the formula for the 
degrees of the closure of orbits can be reduced to that in known cases. 

dim(0m) = 0,2n + 1,4n - 1,4n 

deg(0^) = l ,2n ,2 , l . 

(vii) Sp2n x GL%: In this case, the orbits are parametrized by {(0,0), (1,0), (2,0), 

(2,2), (3,0), (3,2)}. Comparing with the orbits {0^\ £>f \ 0$\ O^} of the case 

(i) GL2n x GL3, we have 

_ /n(vii) _ yn(vÜ) n(l) _ n(y'n) , , ^ ( V Ü ) n(l) _ >^(VII) , . Wvü) 
U0 ~ U(0,0) > Ul - U(l,0) ' U2 - U(2,0) U ̂ (2,2) ' ^3 ~ ^(3,0) U ̂ (3,2) * 

It is not difficult to see that the variety 0(3,o) is the complete intersection of 
three quadratic hypersurfaces. Thus the degree of the variety for this case, 
except for Of2 o), was known previously. We have 

dim(0m) = 0,2n + 2,4n + 1,4n + 2,6n - 3,6n 

deg(CQ = l,n(2n + l),4n(n - l),n(2n - 1),8,1 

(viii) Sp4xGLn: Here, the orbits are parametrized by {(0,0), (1,0), (2,0), (2,2), (3,2), 
(4,4)}. Comparing with the orbits {0$\ Of\ 0$\ 0$\ O^} of the case (i) 
GL4 x GLn, we have 

/0 (0 — n ( v i i i ) n o — /o(viii) — / o ( v i i i ) I I n ( v i i i ) — n(Yliiï n ' O — / n ( v i i i ) 
^0 — ^(0,0) ' Ul — U(l,0) ' 2 ~ U(2,0) U U(2,2) ' ^3 — ^(3,2) ' U* ~~ (4,4) ' 

In this case the degree of the variety, except for 0(2,o) > was known previously. 
Here we have 

dim(0m) = 0, n + 3,2n + 3,2n + 4,3n + 1,4n 

deg(O^) = 1, n(n + l)(n + 2)/6, (n - l)n(n + l ) /3 , (n - l)n2(n + 1)/12, 

(n — 2)(n — l )n /6 ,1 , respectively. 

(x) SpirtQ x GLi: Here, the orbits are parametrized by {0,1,2,2;}. This repre
sentation is equivalent to the isotropy representation on the tangent space of 
the Riemannian symmetric space F±/Spin§ of rank one. Thus it has an invari
ant quadratic form. Comparing the orbits {OQV\o[lv\ 02v^} of the case (iv) 
Oie x GLi, we find 

O<IV) = O « , O<IV) = o[x) u oix\ O F > = off 

On the other hand, the representation (x) is the restriction of the representation 
(xi). The correspondence between orbits is 

bb, = ö{*\öf] = ö [ x ) , 0 < x i ) = 0 2

x ) U 0 { ¿ } . 
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Then the formula for the degrees of the closure of orbits can be reduced to that 
in cases (iv) and (xi). We obtain 

dim(0m) =0,11,15,16 

deg(Om) = 1,12,2,1, respectively. 

6.3. Examples . — Let us illustrate the calculations necessary to obtain the above 
results by considering the spaces (vii) and (viii). In these cases, the group if is a 
direct product, say, K = lK xrK with lK = 5p(n,C) = Sp2n and rK = GL(n',C). 
We consider the case in which (n,n') = (n,3) or (2,n'). We use the superscript / or 
r to indicate an object corresponding to lK or rK. The root system *Aj is of type 
Cn, and r A ^ is of type Ani-\. In the standard realization, 

and 
1A+ = {a ± ej I 1 ^ i < j ^ n} U {2ei | 1 ^ i ^ n}, 

rA+ = {ei-ej I 1 < j <^n'}. 

We denote the weight eH he; = ( 1 , . . . , 1,0,... , 0) of Ki (resp., Kr) by U (resp., r^). 
First, we consider the space 5p2n x GL3. Here, the set of primitive weights arising 

in V is PA+{V) = { ^ 1 , ^ 2 , ^ 3 , ^ 2 ^ 3 ^ 4 1 » Where ^ 1 = (*i;ri), ^ 2 = ( ¿ 2 ^ 2 ) , ^ 3 = 

( ¿ 3 ^ 3 ) , ^2 = (0;R2), ^ 3 = (/i;r3) and ^ 4 = (Z2;ri + r3). The generators of the 
subsemigroups corresponding to orbits are known: 

Pi+(0(o,o)) = 0; 

PA+(0(2,2)) = { ^ 2 , ^ 2 } ; 

Pi+(0(1,o)) = {iM; 

Pi+(O(3,0)) = {rl>u*l>M. 

Pi+(O(2 ,0) ) = { ^ 1 ^ 2 } ; 

We consider the degree of the closure of the orbit Y = 0(3,o). First, we note that 

the lattice A+(O^i0)) is 

{niV>i + n2^2 + ^ 3 ^ 3 I rii e Z^o} 

= {ni^i + n2(^2 - ^1) + n3(^3 - ^ 2 ) I n[ ^ n2 ^ n3 ^ 0}. 

Next, for each a, we set ( a ^ a ^ a ^ ) = ( (a ,^ i ) , (a, ^ 2 — ^i),(a,V;3 — ^ 2 ) ) . Then 
Theorem 2.5 implies that the degree of Y is 

(4) 

vnn^^$$ 

^^^$<< 

d! 

<x^$$ 

^^ee^^$ ^^$ 
f{X\, . . . , #m) * fipl 1 ' • • , #ra)d#l * * * dxmi 

where m = 3, d = m + |*A£| + |rA^| , ' / = IlaG'A+fai^i ®mxm), and r / is 

similar to The domain of integration is D'3 of (2), since the degree of ^1,^2 — ^1 
and tps — ip2 is 1. From the explicit form of ipi, we know that1 A j \ ' A y is the positive 
root system of type Cn_3 and zAy = {e i±e j , e2±e j | 3 ^ j < n}U{ei±e2,2ei,2e2}. 
We also have rAy = r A ^ . Then, with some calculation, we obtain the denominator 
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of the formula as 

<x£lA+ 
(ex, V ) = 8(2n - l)!(2n - 3)!(2n - 5)!,. and 

a€rA$ 
(OLJPK) = 2. 

The leading polynomials here are 

lf(xux2,x3) = (xix2x3)2n-6(xl -x\){x\ -x\){xl -xl)(2x1)(2x2){2xs), 

rf(xi,x2,x3) = (xi - x2)(xi - x3)(x2 - X3). 

Finally, we recall the evaluation of the integral 

(5) d! 
xxv 

(X\ ' ' ' Xm) 
\ssgxxx 

(Xi Xj ) 
2 
s(x)dx\ • • • dxm 

= 2m*m-A'/2(ra - 1)!• • • 1! • r!(r + 2)! • • • (r + 2ro - 2)!, 

where d — m(r + 1) + 3m(m - l ) /2 , and s(x) = I l i^ K j^m^* + ^ i ) is tne Schur 
function attached to the staircase partition (m — 1 , . . . , 1,0). This is a special case 
of the formula in Example VI.10.7(c) of Ref. [16]. The right-hand side of (5) equals 
2r!(r + 2)! for m = 2, and 16r!(r + 2)!(r + 4)! for m = 3. We use the formula (5) for 
m = 3 and r = 2n — 5. With this information, we conclude that the degree of Ofsto) 

is 8. 
We now consider another orbit, Y = O(2,o)- The lattice A+((9(2,o)) is { n i ^ i + ^ V ^ | 
G Z^o} = {^i^i + ^2(^2 — V î) I ni ^ n2 ^ 0 } . Here, we can again use (4), with 

m — 2. The denominators and the leading polvnomials in this case are 

< a , V > = 4 ( 2 n - l ) ! ( 2 n - 3 ) ! , 

OLG1 At 
lf = (x1X2?n-\x1 -x2)(x1 +x2)(2x1)(2x2), 

aErA+ 

(a/pK) = 2. 

rf = X!X2(Xi - X 2 ) . 

Then, the integral is of the form (5) with m — 2 and r — 2n — 2. Hence, we conclude 
that the degree of O(2,o) is 4n(n — 1). 

Finally, we consider the orbit Y = O(2,o) of the space Sp4 x GLn>. In this case, 
the primitive weights are known to be ipi = (Zi;ri), ^2 = (¿2,^2), ^3 = (¿1^3), 
^4 = (0;r4), ^2 = (0;r2), and ip'4 = (/2;ri + r3). We also know that = 
{ ^ 1 , ^ 2 , ^ 3 , ^ 4 , ^ , ^ } , F i+(O(0 ,0) ) - ^ , Pi+(O(i,0)) = ftM, Fi+(O(2,0)) -

{</>!,<M, Pi+(0(2,2)) - ty>l,^2,^}, and P i+(0(3F2) ) = { ^ 1 , ^ , ^ 3 , ^ , ^ } - THEN> 

we see that zAy = ZA£ and that rA^ \ rAy is a positive system of type An>-3. We 
then find that the denominators and the leading polynomials in the formula giving 
the degree are 

a(FlA± 

(a,lpK) = 4 , 

a€rA+ 

( a / № ) = ( n ' - l ) ! ( n ' - 2 ) ! , 

'/ = {2x1){2x2){x1 - x2){Xl + x2), rf={xiX2)n'-2{xl-x2). 

Thus we can apply the integral formula (5) with m = 2 and r = n' — 1. Hence, we 
conclude that the degree of Ot2 o) is (n' — l)n'(n' + l ) / 3 . 
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CONCLUDING REMARKS 

Here, we shall pose some problems and consequences of our results in this volume. 
We mainly follow the notation in [Intro]. 

1. Theta correspondence and associated cycles 

Let (G, G') be a reductive dual pair in the stable range with G' the smaller member. 
We do not assume that G' is compact. Let G and G' be the inverse images in the 
metaplectic cover. Take an irreducible unitary representation a of G' and denote 
its theta lift by 0(a) G Irr(G). Then w — 0(a) is known to be unitary (see [3]) (or 
possibly zero). 

If G' is compact, the results in this volume tell us that 

AC a = dim a • [{0}] and AC * = dim a • [On] (TT = 0(a)). 

From this fact, we expect the following. For non-compact G", take an irreducible 
unitary representation a of G' whose associated variety is irreducible, i.e., AV a — 0'a 
for some nilpotent K^-orbit 0'a. Then it is expected that the associated variety of 
7r = 0(a) is also irreducible: AV = (cf. [7]). Therefore, the associated cycles of 
a and 7r can be written as 

AC a = ma [Ofa] and AC n = mn [On] 

with multiplicities ma and mn. 

Problem A 

(1) When does the equality ma = hold? 
(2) Is there a good description for deg 0'a and deg On ? 
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2. Whittaker vectors and associated cycles 

We make here some remarks on the relationship between C_00-Whittaker vectors 
and associated cycles of large representations, which are consequences of the results of 
Matumoto [4] and Schmid-Vilonen [6]. To be more precise, let G be a real reductive 
linear Lie group, and K be a maximal compact subgroup of G. The corresponding 
Lie algebras are denoted by 0R and 6R respectively, and we keep the notation fixed in 
[Intro]. Let G = KAN (resp. g^ = £R + <*R + UR) be an Iwasawa decomposition of G 
(resp. The Harish-Chandra module Xn of an irreducible admissible representa
tion 7R of G is called large if has the largest possible Gelfand-Kirillov dimension, 
i.e., DimXn = dimiV. We know that Xn is large if and only if the action on Xn of 
the universal enveloping algebra U(n) of n = UR ®R C is torsion free (see [2, Th.3.4]). 

Now we assume that Xn is large. Let be the Frechet G-module consisting of 
all smooth vectors for TT. We write X~°° for the continuous dual space of X!jj°. For 
each principal nilpotent G-orbit OR in 0R, we take an admissible unitary character 
ip@R of the maximal nilpotent Lie subalgebra UR such that Ad(G)tp0m = y/^10R, 
where ipQR is looked upon as an element of V—IQR canonically through the Killing 
form. Let us consider the space 

wh£_(xK) ••-{Tex~°° \ ToZ = -<Po4Z)T (zenR)} 

of all C °°-Whittaker vectors T for TT of type ipau. In [4, Th.5.5.1], Matumoto proved 
that the asymptotic cycle of Xn is equal to 

dimWh^oB(Xw)-/i(0R). 

Here OR runs over the principal nilpotent G-orbits in 0R, and /d(0R) is a G-invariant 
measure on OR with a suitable normalization. This together with a recent result 
of Schmid-Vilonen [6, Th.1.4] and also with Theorem 1.4 (2) in [NOT] implies the 
following 

Theorem B. — The associated cycle and the Bernstein degree of large (g, K)-module 
Xn are described respectively as 

AO -TT — 

OR 
: dim WK(X„) .[O], 

Deg 7T = 
xv 

WG 

xb 

wwxbb,;::p^^^po 

Here O denotes the principal nilpotent Kc-orbit corresponding to Or through the 
Kostant-Sekiguchi correspondence, IQ is the number of principal nilpotent G-orbits, 
and we write WQ for the order of the little Weyl group of G. 

This theorem says that the dimension of the space W h ^ p (Xn) of C~00-Whittaker 

vectors gives the multiplicity of 7r at O. We note that if n = Indp(cr) is a principal 
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series induced from an irreducible finite-dimensional representation a of a minimal 
parabolic subgroup P of G, one gets 

dimWhJ5 (Xn) = dim a 

for every principal nilpotent orbit OR. In this case, two equalities in Theorem B turn 
out to be 

•^CLNDG(ff) - dim a • [0]> 

o 
where O ranges over all principal nilpotent ifc-orbits, and 

D e g l n d p ( c r ) = WQ - d i m cr 

See also [NOT, Section 2.6]. 
For quasi-split case, Theorem B combined with Shalika's multiplicity one theorem 

gives the following remarkable conclusion. 

Theorem C. — Suppose that the group G is quasi-split. Let Xn be an irreducible large 
(g,K)-module. We write ln for the number of principal nilpotent Kc-orbits contained 
in the associated variety AV n ofn. Then, the Bernstein degree ofXn equals WQI^/IG-
In particular, one gets Deg7r = WG/IG if the variety AV n is irreducible. 

We note that, as mentioned in [Intro] and in [Y, Introduction], Matumoto es
tablished some interesting results on the "holonomicity" of the space of generalized 
Whittaker vectors for non-large irreducible representations 7r, in connection with the 
associated variety of the primitive ideal or the wave front set of TT. 

Last in this section, we should like to say that the present work [Y] reveals a 
stronger relationship, similar to the one given in Theorem B, between generalized 
Whittaker vectors and associated cycles for unitary highest weight representations, 
which are rather small irreducible representations of G. 

3. Summation formula for stable branching coefficients 

There is a feedback to the summation formula of stable branching coefficients from 
our results. We explain it in this section based on an example. 

Let (G,G') = (Sp(2n,R),0(ra)). Consider a spherical pair (L,H) = (GLm,0m = 
G'c) over C. Then we have 

$+ = {A = (Ax,..., Am) G $ I Ai ^ A2 ^ • • • £ Am}, $ - Zm 

Q + (H) = {2A I A G * } , 9(H) = (2Z)m. 

For simplicity, we assume that m = 2k + 1 is odd. Then Om ~ SOm x Z2 is a direct 
product, and a G Irr(Om) is parametrized as 

ccnn,;;;;b 

(s G {±1} = Z2 and p = (p±,...,pk) G Zk,p1 ^ ^ pk ^ 0), 
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where p denotes the highest weight of a\SQ and e is a character of Z2. Put 7r = 0(a), 
the theta lift of a. Then [Intro, Theorem E] tells us that the multiplicity mn in AC n 
is given by 

cc,;;ww; 

[A]eA+/(2Z)« 

m([A],(j), 

since r([X\) = 1 in this case (see also Corollary 8.4 in [NOT]). If n ^ ra, then 
A+ = A+ and A+/(2Z)m ~ (Q (H) holds. So, the above formula is equal to dimcr 
by Sato's summation formula. 

For n < ra, we have the following theorem. 

Theorem D. — Assume that n < ra. Let A+ = {A G 3>+ | An+i = • • • = Am = 0} and 
a = a^ G Irr(G') as above. Then we have 

[A]€A+/(2Z)« 
ra([A],cr) =dimcr°(m-n), 

w/iere cr°(m n) ¿5 £/&e space of 0(m—n)-spherical vectors, and the subgroup 0(m—n) C 
0(m) is realized as the lower principal diagonal subgroup (cf. [Y, Eq. (5.15)]). 

Remark. — If n < ra/2, then dim cr°(m-n) = dimrM holds, where is the irreducible 
finite dimensional representation of GLn with highest weight p. Thus we have 

[A]€A+/(2Z)» 
m ( W ^ ) = dim 7), 

which is due to Gelbart ([1]; see also Remark (1) after Theorem 2 in [5]). 

Proof. — The left hand side of the formula is equal to the multiplicity ra^ at On in 
the associated cycle AC n by [Intro, Theorem E]. The right hand side is also equal to 
mn by Theorem 5.14 in [Y]. • 

References 

[Intro] Introduction to this volume. 
[NOT] Kyo Nishiyama, Hiroyuki Ochiai and Kenji Taniguchi, Bernstein degree and asso

ciated cycles of Harish-Chandra modules — Hermitian symmetric case —. In this 
volume. 

[Y] Hiroshi Yamashita, Cayley transform and generalized Whittaker models for irre
ducible highest weight modules. In this volume. 

[1] S. S. Gelbart, A theory of Stiefel harmonics. Trans. AMS 192 (1974), 29 - 50. 
[2] A. Gyoja and H. Yamashita, Associated variety, Kostant-Sekiguchi correspondence, 

and locally free [/(n)-action on Harish-Chandra modules. J. Math. Soc. Japan 51 
(1999), no. 1, 129-149. 

[3] Jian-Shu Li, Singular unitary representations of classical groups. Invent. Math. 97 
(1989), no. 2, 237-255. 

ASTÉRISQUE 273 



REFERENCES 163 

[4] H. Matumoto, C$-Whittaker vectors corresponding to a principal nilpotent orbit 
of a real reductive linear Lie group, and wave front sets. Compositio Math. 82 (1992), 
189-244. 

[5] F. Sato, On the stability of branching coefficients of rational representations of 
reductive groups, Comment. Math. Univ. St. Paul. 42 (1993), no. 2, 189-207. 

[6] W. Schmid and K. Vilonen, Characteristic cycles and wave front cycles of represen
tations of reductive groups. To appear in Annals of Math. 

[7] P. Trapa, Annihilators, associated varieties, and the theta correspondence, preprint, 
November 1999. 

SOCIÉTÉ MATHÉMATIQUE DE FRANCE 2001 


