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LECTURES ON ZETA FUNCTIONS AND MOTIVES 
( according to Deninger and Kurokawa) 

YURI MANIN 

Steklov Institute & Columbia University 

§O. Introduction: 

These notes are based upon lectures given at Harvard University (Fall term 
1991), Columbia University (Spring term 1992), Yale University (Whittemore 
Lectures, 1991), and MSRI. 

Basically they represent propaganda for some beautiful recent ideas of Ch. 
Deninger and N. Kurokawa, shedding new light upon classical analogies between 
numbers and functions. 

The central question we address can be provocatively put as follows: if numbers 
are similar to polynomials in one variable over a finite field, what is the analogue 
of polynomials in several variables? Or, in more geometric terms, does there exist 
a category in which one can define "absolute Descartes powers" Spec Z x • • • x 
Spec Z? 

In [25], N. Kurokawa suggested that at least the zeta function of such an object 
can be defined via adding up zeroes of the Riemann zeta function. This agrees 
nicely with Ch. Deninger's representation of zeta functions as regularized infinite 
determinants [12]-[14] of certain "absolute Frobenius operators" acting upon a 
new cohomology theory. 

In the first section we describe a highly speculative picture of analogies between 
arithmetics over Fq and over Z, cast in the language reminiscent of Grothendieck's 
motives. We postulate the existence of a category with tensor product x whose 
objects correspond not only to the divisors of the Hasse-Weil zeta functions of 
schemes over Z, but also to Kurokawa's tensor divisors. This neatly leads to the 
introduction of an "absolute Tate motive" T, whose zeta function is —-^ and 
whose zeroth power is "the absolute point" which is the base for Kurokawa's 
direct products. We add some speculations about the role of T in the "algebraic 
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Y. MANIN 

geometry over a one-element field," and in clarifying the structure of the gamma 
factors at infinity. 

The rest of the notes are devoted to more technical aspects of Kurokawa's 
tensor product. In the second section, we develop the classical Mellin transform 
approach to infinite determinants which is very convenient in dealing with tensor 
products. We slightly generalize the setting of [37] and [5] allowing logarithms in 
the asymptotic expansion of theta functions because they appear in our applica­
tions. 

Finally, we discuss some examples of functions which were introduced indepen­
dently of Kurokawa's construction but admit a natural tensor decomposition into 
simpler functions. They involve Barnes's multiple gamma functions, the Cohen-
Lenstra zeta function, and a version of Wigner-Bloch-Zagier polylogarithms, stud­
ied independently by N. Kurokawa and M. Rovinskii. 

I am grateful to Ch. Deninger, N. Kurokawa, M. Kontsevich, B. Mazur, D. 
Zagier for numerous discussions and letters concerning the subject of this paper, 
and to D. Goldfeld for help in preparing these notes. 

§!• Abso lute Motives? 

1.1 Compar ing ze ta functions of a curve over Fq and of Z . 

Let V be a smooth absolutely irreducible curve over ¥q. Its zeta function is 

( i . i ) Z(V,s) = 
a 

l 
N aY 

p 
1-ddN(p)~ 

1 

where o runs over Fq -rational effective 0-cycles and p runs over closed points of 
V. Denote by V(Fqt) the set of geometric points rational over Fqt (for some fixed 
closure Fq). If we define V(Fq,y - {x € V(Fq/) | Fq(x) = Fg/}, we find from 
(1.1) that 

(1.2) Z(V,s) = 
oo 

/=1 

1 
w<<;,,l;:;v 

<lwwxvnv 
w<<;,: 

One can easily calculate #V(Fqf)° via #V(Fqd) with d\f\ and this last function 
is given by a Lefschetz type formula 

(1.3) # V ( F , / ) = 
w=0 

2 
( - l ) ™ T r ( F r ' HW(V)) = 1 -

l:;<w 

2i 
4>'i + if, 
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LECTURES ON ZETA FUNCTIONS AND MOTIVES 

where Fr is the Frobenius endomorphism acting on étale ^-adic cohomology groups 
of V, 4>j are its eigenvalues, and g is the genus of V. The Riemann conjecture 
proved by A. Weil states that <f>j are algebraic integers satisfying \</>j\ = q*. 
Combining (1.3) and (1.2) one gets a weight decomposition of Z(V,s): 

Z(V,s) = 
2 

w=0 
z(hw(vy,s)<ccv-ir~l nb 

n-i ,( i-^-«-) 
( 1 - , - ) ( ! 1 - w < , ; < ) wx 

(1.4) n, 
2 

w=0 
det (id-Fr-cvwq-3) HW(V) 

, (-1)— 1 

The weight w component is interpreted as the zeta function of "a piece" of V 
which is denoted hw(V) and is called "the pure weight it; submotive of V." It is 
an entire function of s of order 1 (actually a rational function of <?~a), and the 
weight w is just the doubled real part of its zeroes. 

Ch. Deninger in [12] suggested that a similar decomposition of the classical 
Riemann zeta function should be written as 

Z(SpecZ,s) : = 2 2 >7T 2 cv 
K2J 

ll;:<<x 

(1.5) 
3-p 
2 TT 

3 
27T 

3-1 
2TT 

? 
xx< 

u;=0 

2 
DET 

(s-id — $ 

2TT 
fr^(SpecZ) 

\ < - i r - 1 

(see also a remark in [23], p. 335). There the notation JJ^, as well as DET refers 
to the "zeta reffularization" of infinite Droducts. Bv definition. 

(1.6) 
wc:< 

A,- := exp 
d 

- dz 
i 

Kz 

lz=0 

whenever the Dirichlet series in the r.h.s. of (1.6) converges in some half-plane 
and can be holomorphically extended to a neighborhood of zero (this involves a 
choice of arguments of A,-). 

The second equality in (1.5) is a theorem which Deninger deduces for Re(s) >• 0 
from a classical explicit formula. The last equality postulates the existence of 
a new cohomology theory if?, endowed with a canonical "absolute Frobenius" 
endomorphism The Gamma-factor in (1.5), of course, should be interpreted 
as the Euler factor at infinity. Compactifying Spec Z to SpecZ then makes it 
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similar to a projective curve over Fq rather than to an affine one. If Riemann's 
conjecture is true, the "absolute weights" a; of a factor (1.5) should again be the 
doubled real part of its zeroes. 

The formal parallelism between (1.4) and (1.5) can be made even more striking. 
Firstly, the factors in (1.4) can be written as infinite determinants as well: 

according to Deninger, 

(1.7) 1 - Xq~3 = 
{«\q« = \} 

log 32 
. 2TT* 

{s - a ) , 

and the relevant cohomology spaces and $ can be constructed in an elementary 
and functorial way from, say, étale cohomology ([13],[14]). 

Secondly, the denominator in (1.4) is the inverse zeta function of Pj. , or equiv-
alently, the zeta function of the motive L° 0 L1 where L is the Tate motive over 
Fq. In a similar fashion we suggest that the denominator in (1.5) should be looked 
upon as the inverse zeta function of an "absolute motive" T° © T1 where T is the 
absolute Tate motive (something like L over a "field of one element"). We will 
introduce T, or rather its zeta function in §1.6 after reviewing briefly multidimen­
sional schemes and Kurokawa's tensor product. 

1.2 Zeta and mot ives over Fq. 

The parallelism discussed in §1.1 is expected to persist in higher dimensions. 
However, a very large part of the overall picture, especially the global one, remains 
conjectural. We will try to describe the relevant facts and hypotheses in the same 
format over Fq and Z. 

A . T h e definition and the weight decompos i t ion of ze ta . 

Let Var/Fg be the category of smooth projective varieties V defined over Fq. 
For every V, one defines Z(V, s) by the same formulas (1.1) as for curves. A. Weil 
conjectured, and A. Grothendieck with collaborators proved that 

Z(V,s) = 
2dimV 

ui=0 
det (id-Fr-q-*) HW(V) 

(-1)—1 

(1.8) 
W 

Z(hw(V), sY-1^' . 

P. Deligne proved the Riemann-Weil conjecture: Re(p) = y for every real root 
p of Z(hw(V),s) (actually, in a considerably more general setting involving sheaf 
cohomology). 
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LECTURES ON ZETA FUNCTIONS AND MOTIVES 

B. Various cohomology theories. 

The formula (1.8) is essentially equivalent to a Lefschetz type formula counting 
the number of fixed points of (the powers of) the Probenius endomorphism. The 
calculation itself is a formal consequence of several standard properties of a coho­
mology theory, including H'(V x W) = H'(V) <g> H'(W), and JT (SpecF g ) = E 
(coefficient field of cohomology theory). For details, see [22]. 

An important byproduct of the work of Grothendieck was a realization that 
there exists not one but many various cohomology theories with necessary prop­
erties, whose interrelations are otherwise not obvious. For example, the fact that 
the decomposition (1.8) constructed for H' = H'éi t with various t \ q does not 
depend on £, is not at all straightforward. 

C. Mot ives : a universal cohomology theory? 

Grothendieck, therefore, suggested that one look for a universal functor 

h : ( V a r / F g ) o p p —> Mot/¥q 

having (at least) the following properties: 
The target category M o t / F g must be an additive 17-linear (for a field of coef­

ficients E) tensor category, with duality functor satisfying the standard axioms 
for finite dimensional linear spaces over E (technically speaking, a rigid tensor 
category). Furthermore, M o t / F g must be Z-graded. 

The functor h must satisfy the Kùnneth formula 

h(V x W) = h(V) ® h{W\ 

translate disjoint unions into direct sums, and verify additional axioms for the 
demonstration of Lefschetz' formula. 

Every concrete cohomology theory like H^t e must be a "realization" of the 
motivic cohomology, that is, must fit into a diagram of type 

Hétit : Vax/F, Mot/F, é t a U ' - ^ " ' " ^ {graded Q^p^s} 

A concrete proposal (developed in [29], [22]) for a construction of Mot/F^ proceeds 
in three steps: 
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Step 1: For V, W € V a r / F „ put 

H(V, W) = Cd(V xW), d = dim W, 

where Cd(V x W) is the space of d-codimensional cycles on V x W with coeffi­
cients in K modulo an adequate equivalence relation (numerical, algebraic, etc.) 
which we want to imply cohomological equivalence in our theories, e.g. numerical 
equivalence can be taken whenever we are interested only in Lefschetz formulas 
calculating intersection indices of algebraic cycles. 

Introduce the multiplication of correspondences 

C\V xW)x C'{U x V) —>UUX<C'(U x W) 

in a classical way. This allows us to consider C'(V x W) as morphisms in a new 
category Corr/F^, that of correspondences with coefficients in K. If h(V) is the 
object V in Corr/Fg, put 

h(V) ® h(W) = h(TRV x W). 

Step 2: Add formally to Corr/F^, kernels and images of all projectors. In this 
way we get the category of effective motives Mot+/Fg. 

Step 3: In any Corr/Fg, we can prove that P1 = I © L F , where I = /i(SpecFg) 
and L F , = ^ ( P 1 ) in the sense that in any realization L F , may have only weight 
two non-zero cohomology coinciding with that of P 1 . 

L F , = L is called Tate's motive. Its version L * can be defined over any ground 
field k. The functor • H+ • ® h$q is the endomorphism of Mot+/Fg which is 
an autoequivalence. This allows us to adjoin formally negative powers of L and 
their tensor products by other effective motives. In this way, Mot+/Fg becomes 
enlarged to Mot/Fg, the category of pure motives. 

One usually writes M(n) = M ® L® (~n). For motives over F9, one has two 
parallel decompositions: 

h(Pn) = I © L © . . . © L n ; 

#P"(Fg) = l + s + <Z2 + . + 

126 



LECTURES ON ZETA FUNCTIONS AND MOTIVES 

so that one can naively imagine L1 as an avatar of an z-dimensional cell. For a 
curve V/Fq, we have h(V) = I © h}(V) © L. 

The construction we have sketched can be performed over any base field k 
instead of Fq. However, in order to prove all desirable properties of the category 
Mot/k one needs "standard conjectures" about algebraic cycles which remain 
unproved. 

It became customary, therefore, to use the word "motive" loosely, referring to 
an object that has sufficiently many realizations in the cohomology theories: see 
[8], §0.12. 

In the next section, we will speak about motives over Q in this vaguely de­
fined sense, referring to [8] for more detailed statements. The point is that in 
the absence of a cohomology theory Hi postulated by Deninger (cf. (1.5)), zeta 
functions remain our only observables, and all motives of [8] have well defined 
zetas. 

D . Relat ion to zetas . 

Let M be a motive, for simplicity, of pure weight w. This means that it admits 
a system of £-adic realizations, t\q. Assume that det((zd — Fr • q~3) | Hft ^(M)) 
is a polynomial of q~s with integral coefficients independent of £. This is, by 
definition, Z (M, s). 

The basic formulas relating motives to zetas are 

Z(M ®N,s) = Z(M, s)Z(N, a), 
Z(M ® AT, s) = Z(M, s) ® Z(N, s) 

where the r.h.s. tensor product of zeta functions means that Frobenius eigenvalues 
of the product are all pairwise products of Frobenius eigenvalues of factors (cf. 
§1.4) below. It follows that roots of Z(M ® iV, s) constitute a subfamily of the 
family of pairwise sums of roots of Z (M, s) and Z(TV, s). 

1.3 Zetas and mot ives over number fields. 

A'. T h e definition and conjectural weight decompos i t ion of zeta . 

Let now V denote a smooth projective variety over a number field k. Serre [34], 
and more generally Deligne [8], suggested the definition of the weight w factor of 
the zeta function of V: 

(1.13) 
XC<<NXLL,,xcvwqssxxw ,,;jh l*<w*:;;Na =L8 !:;* lmexwv 

V 
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Here v runs over finite places of A;. The i/-Euler factor L v is defined by 

(1.14) Ly(hw(V)i8) = det\ id-Fru'N{u)Fru'N{u)-3)-3) 
h(p,qd™(V 

m< 

where Frv is a (geometric) Probenius element lying in the decomposition subgroup 
Du C Gal(Ar/Ar), and J„ C Dv is the inertia subgroup. Equation (1.14) is only well 
defined if the determinant has rational coefficients independent of ^, and this is 
true for almost all v which are places of good reduction of an integral model of V. 

The infinite Euler factor is determined by the Hodge realization of V, 
corresponding to infinite places e : k <—> C. It is again the product of factors 
corresponding to all places. To describe such a factor, we can assume that V is 
defined over R or C. Put 

(1.15) 
h(p,q) = dimH™(Vfd<<x n14 

,2> 
Tc(s) = ( 2 7 r ) - T ( 5 ) ; 

h(p,q) =rrr dimH™(V); 

h(p,e) = r r r d i m { x £ H £ p ( r r V ) F^x) = r ( r r - l ) p + ( x}, e = ± 1 

where Hq9 is the Hodge cohomology, and is induced by the complex conju­
gation (FVobenius at infinity). 

Then for a complex (resp. real) place a of k we put 

La,c(h™(V),s) = 
P<9 

p+q=w 

r c ( * - p ) A ( M ) -
2p=w 

r E ( s -
w 
2 )

f e ^+).r K (3- w 
2 +1) HP,-) 

(for w odd, omit the last two factors), 

La*(h"{V)ff<wccx,s) = 
p+q=w 

TC(s-min(p,ff<<w::q))h(p>q). 

The analytic behavior of (1.13) is described by three basic conjectures: 

A ' l . A(hw(V),s) admits a meromorphic continuation to the whole comples 
plane, and satisfies the usual functional equation of the type 5 H « ) + 1 - s . (For 
a more precise form of this equation see [8] and [34]). 
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A ' 2 . A(hw(V),s) may have poles only at s = ± \ for even w. The order 
of noles is (Tate's conìecture Ì 

c(V,w) =rank of the subgroup ofHw(V) 

generated by k-rational algebraic cycles. 

A , 3 . The generalized Riemann conjecture: 

roots of A(hw(V),s) lie on Re(s) = 
w 4-1 

2 

Motivated by these conjectures and analogies with the finite characteristic case, 
we put: 

uj = w + 1 := absolute weight, 

replace hw(V) by H u , + 1 (V r ) , (piece of V of absolute weight w + 1), and define 
its zeta function by 

(Lie) 

Z(Ew+1(V),dds) d<<= 
A(h™(V),s) 

wxh(p,q)i 

47T2 

dim(V > c(V,w) 

\(h™(V),s) 
xxxcnl<::;k 

IT 

c(V,w-l)+c(V,w+l) 

w ff= 0(2); 

w ff= 1(2) 

Conjecturally it is an entire function of order 1. 
Deligne [8] defined A(M, s) for more general motives over A:. One can easily 

extend the definition of Z(M, s) to them. There is one essential difference between 
zeta functions over Fq and A;: in the global case, no analogue of the Dirichlet series 
representation for the alternating product of A's (as in (1.1)) is known. One 
might expect that such a representation should be connected with an Arakelov 
(arithmetically compactified) model V of V (this is why we put V in (1.16)) . 
Such models possess a good deal of geometric properties, in particular, a group 
of 0-cycles and the degree map. Could it be that they lead to different type 
zetas? Already for Spec Z and Riemannian zeta this question is meaningful and 
unresolved. 

B \ Various cohomology theories? We expect that (1.16) has a Deninger 
type representation (possibly up to an exponential factor) 

(1.17) Z(W(V),s) = 

p 

s - p 

2TT 
= DET 

's - id — $ 

2TT 

scnnb<<w: 
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where H™(V) is an unknown cohomology theory with coefficients in C, taking its 
values in infinite dimensional spaces in general, and DET is the zeta regularized 
infinite determinant, as in (1.6). 

For some interesting suggestions about i f^SpecZ) , see [38] and [16], compare 
also [2]. A conceptual basis for such a representation should be some kind of trace 
formula, rather than Lefschetz' formula: cf. [14]. 

By analogy with the Fq case, we expect different realizations for Hu;(Vr). It is 
almost certain that ^-adic realizations are given by Iwasawa's construction, at least 
for spectra of rings of algebraic integers. If this is true, then the dependence on £ 
of the £-adic cohomology seems to be much stronger than over Fq. For example, 
the Leopoldt-Kubota zeta function has only a finite number of zeros (generally 
none) and their relation to archimedean zeroes is quite mysterious. 

Summarizing, after works of Arakelov, Faltings, Bismut, Gillet, and Soule, 
putting arithmetic geometry on a firm basis, we are now on a quest for an arith­
metic topology. 

C . Absolute motives via correspondences? This approach seems totally 
out of reach at the moment because of the absence of an absolute direct product 
of Z-schemes. As a result, we have no idea about morphisms of absolute motives. 

D'. Absolute motives via zetas. We introduce absolute motives as myth­
ical animals corresponding to natural factors of zetas (as HW(V)), and imagine 
operations on them imitating (1.12). However, since zetas have generally infinitely 
many zeroes, we must first discuss their tensor products in more detail. 

1.4 Kurokawa's tensor product. 

Let G be a connected one-dimensional algebraic group over an algebraically 
closed field k. This means that G = Ga, Gm or an elliptic curve. Let A be the 
ring of rational functions on a normal quasi-projective model of G whose divisors 
are supported by G(k) (no restriction for G = E). Denote by U the group of 
non-vanishing rational functions whose divisors do not intersect G(k): it is k* for 
Ga and E, and {k*tm | m e Z} for Gm = Spec fc^r1]. We will write / ~ g for 
f,g e Aif f = ug,u €U. If d iv / = £,-m»(*»)5 divg = £ \ nj(yj); x{,yj € G{k) 
we define / ® g € A up to a factor u by the condition 

d iv ( /® jf) 
hi 

min, ni (jji+1=) 

where we write xy for the product of x and y in the sense of the group law in G(k). 
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In particular, for Ga = SpecA;[*], and Gm = SpecA;[*,* *] we have respectively 

(1.19) G a: 
I 

It - «0 
3 

17/ - hAni x,,vb<<w;n mi ni j( 

(1.20) Gm : 

i 
it - <*.o m,* 

3 
\t - hr> ~ mini j<w (í - aibj) 

Prom (1.18) it follows easily that this tensor product is distributive with respect 
to the usual product 

(1.21) fh®g~(f® g)(h ® g); f ® gh ~ (/ ® g) If ® h). 

Consider the category of pairs ( # , $) where H is a finite dimensional vector 
space over A:, and $ is an endomorphism (resp. an automorphism) of H. Put 
d(H,*)(i) = det(t • idH - $) . Then the rules (1.19) (resp. (1.20)) reflect the 
following two possible definitions of the tensor product of two such pairs: 

(1.22) Ga : (JTi, * i ) <g> (#2 , $2) = ( # i ® H2, $ i ® idHi + idHl <g> $h2) 

(1.23) Gm ' (fr1,*1)®(jy2,*2) = (^] ® H2, $ i ® *2) . 

Of course (1.23) and (1.20) are the usual tensor product of etale cohomology 
spaces and Frobenius eigenvalues, while (1.22) and (1.19) are Kurokawa's sugges­
tions for tensoring global zetas, except for complications connected with infinite 
dimensionality. Before discussing these complications let us mention that for 
k = C one can connect all three cases by defining using the coverings 

(1.24) G JO ^ Gm(C) 'fX] 1 

Ch. Deninger's construction of Hi over ¥q from the etale cohomology is a kind of 
delooping functor going backwards along the exp arrow in (1.24). 

Let us now consider the G = Ga, k = C case, but extend A to a ring of 
meromorphic functions of finite growth with a possible essential singularity at 
infinity. Such a function is defined by its divisor up to a factor exp(P(t)), P(t) £ 
C[i], where the degree of P is bounded by the growth order. We will write / ~ g 
for / = exp(P(t))g. 
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(i) The right hand side of (1.18) may not be defined, e.g. because for some z, 
the equation Xiyj = z may have an infinite number of solutions. This happens, 
e.c. if we Dut f(t) = a(t) = C(t). since for everv zero o of C(s). 1 — o is also a zero. 
We will discuss Kurokawa's suggestion for redefining (1.18) in this case below. 

Even if ^2minj(xiyj) ls defied, it may not be a divisor of a meromorphk 
function, due to its limit points of + yj}. Neither of these difficulties arise i1 
/ (or g) has a finite divisor. We will use the remark below in the definition o1 
Tate's motive. Another important case, that of "directed families" of zeroes will 
be treated in §2. 

( i i ) There are different ways to interpret the r.h.s. of (1.19) when (1.18) is 
defined. It can be defined via, say, a Weierstrass product regularization. The 
advantage of this prescription is that it leads to a meromorphic (or even entire) 
function of the whole plane. However, it may be difficult to understand the 
properties of / ® g in terms of / and g, e.g. those which relate zeroes to primes 
and lead to explicit formulae. 

The zeta realization (1.6) is better behaved in this respect, mainly because 
(for left directed families of zeroes) the Dirichlet series ^a€spec*(5"~ a)"z can ^e 
written as a Mellin transform of the theta function 

0 H , * ( < ) = Tr(e* 
aÇSpec $ 

e", 

and theta functions are simply multiplied under Kurokawa's additive tensor mul­
tiplication (1.22): 

(1.25) ®(H1,*1)®(H2>*2)(0 = e(Hi,*i)(0®(H2>*a)(0-

1.5 Absolute motives: the rules of the game. 

We will imagine that "natural factors" of zeta functions of Z-schemes of finite 
type correspond to absolute motives M which can be reconstructed from the zeroes 
of Z(M, s) up to an (unspecified) isomorphism relation. Absolute motives can be 
added and (sometimes) multiplied, the respective composition law is denoted X . 
Finally, every absolute motive M has a dual motive M*. The rules are 

(1.26) Z(M + N, s) = Z(M, s)Z(N, s), 
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(1.27) Z ( M x N, s) ~ Z(M, s) ® Z(N, 5), 

(1.28) Z ( M ' , s ) = Z ( M , - s ) . 

If Z(M, s) is entire, with zeroes on Re(s) = u>/2, M is called pure of absolute 
weight u. In particular, every motive M must define an absolute motive H(M) , 
with the same zeta function. 

1.6 Abso lute Tate's mot ive T. 

We define it by 

(1.29) Z(T,s) = 
s - 1 

2?r 

and more generally 

(1.30) Z(T*n ,5 ) = 
s — n 

2TT 

for all non-positive n. 

1.6.1. Propos i t ion: Let M be a Grothendieck motive over ¥q (as in §1.2) or a 
Deligne motive over Q (as in §1.3). Then 

(1.31) H(M(n)) = H(M)xT(_n) 

as absolute motives. In particular, H ( L F 4 ) = H(5pecFg)>< T . 
This follows from the formula 

(1.32) Z{M{n),s) = Z(M,n + s) 

(cf. [8], the first line of p. 319), and from (1.27), (1.19). There is an elementary 
variation of (1.32). Let V be a scheme of finite type over Z, and let L(V,s) be 
its naive zeta function defined by the Dirichlet series N(ay taken over effective 
cycles. Let V[T] be the affine line over V. Then an easy argument shows that 

L(7[T] , s) = L(V, s - 1) - L(V, s) ® Z(T, s). 

Hence T can be imagined as a motive of a one-dimensional affine line over an 
absolute point, T° = • = SpecFi . On the other hand, (1.5) corresponds to the 
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decomposition of the arithmetic curve SpecZ similar to (1.5): H(SpecZ) = T° ffi 
H1(SpecZ)®T. 

It would be interesting to develop more systematically "algebraic geometry over 
Fi ." A classical insight is that 

GL(n,Wi) = Sn (symmetric group), 

and , m o r e generally, F i - p o i n t s of a classical l inear g roup form i ts Weyl g roup . In 
add i t ion , t h e ith s tab le h o m o t o p y g roups of spheres can b e t h o u g h t of as K{(Fi) 
(Segal a n d Quil len, see S.B. P r i d d y ' s con t r ibu t ion in Spr inger L N M , 341) . 

W e now suggest t h a t z e t a funct ions of F i -motives a re some r a t i ona l funct ions 
w i th in tegra l a n d half- integral real p a r t s ingular i t ies; in pa r t i cu l a r , Z(-,s) = j ^ . 
P u r e abso lu t e weight funct ions a re g.c.d. 's of t h e respect ive classical ones , e.g. 
s — 1 = g .c .d . ( l — JPi~s, 1 — p\~3) Pi i1 P2- C a n th is be given a sheaf theore t i c 
i n t e rp r e t a t i on? 

Recently there was an upsurge of activity in the domain of quantum groups 
where the quantization parameter is traditionally denoted by q. Miraculously, for 
5 = p n , p a prime, quantum enveloping algebras are directly related to geometry 
over Wq. Can this be used for a better understanding of the q = 1 case? 

1.7 Euler factors at infinity. 

In [12], Deninger establishes for the basic factors infinite determinant decom­
positions 

(1.33) M s ) " 1 := [2-*7r-*r s 
K2' 

i — « 
N>0 

s + 2n 
2TT 

(1.34) r c ( s ) - 1 := [(2*)-'IX*)]-1 = 
S + 71 

2тг 

and compares them with (1.7). 
Prom our viewpoint, however, (1.33) and (1.34) are fundamentally different 

from (1.7) because they are not pure, and actually involve infinitely many negative 
weights. One way to look at it is to imagine, say (1.34) as the zeta function of the 
"dual infinite dimensional projective space over Fi ," with the motive (B^LqT"*1. 
This cannot be literally true, however, because we expect Spec C to be highly 
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degenerate at its "closed point," so that the gamma factor reflects not the whole 
cohomology of this closed factor, but only its inertia invariant part as in (1.14). 

A different insight is suggested by comparison with Selberg's zeta function. 
Physically, it describes the motion of a free particle in a space of constant negative 
curvature. Selberg's trace formula for compact Riemann surfaces says, roughly 
speaking, that certain quantum mechanical averages (sums over eigenvalues of the 
Laplacian) can be calculated classically (via sums over geodesies). However, the 
classical side of the sum should be complemented by terms, corresponding to the 
geodesic motion "in imaginary time" which in quantum mechanics corresponds 
to tunnelling. Analytically, these extra terms are due to the singularities of the 
gamma factor of Selberg's zeta which involves Barnes's double gamma (cf. some 
more details below in §3). 

From the point of view of number theory, closed geodesies correspond to primes, 
whereas eigenvalues of the Laplacian correspond to the critical zeroes of the zeta 
function. 

The "imaginary time motion" may be held responsible for the fact that zeroes 
of r ( s ) -1 are purely real, whereas the zeroes of all non-archimedean Euler factors 
are pure imaginary. 

1.8 Mixed absolute motives? 

P. Deligne constructed a cohomology theory for arbitrary (not necessarily smootl: 
or proper) complex algebraic varieties with values in mixed Hodge structures 
which are extensions of pure Hodge structures. He has also developed a language 
for speaking about "mixed motives." It is natural to expect that something anal­
ogous must happen in the world of absolute motives. In particular, (1.34) might 
correspond to a nontrivial multiple extension of Tate's motives, instead of the 
direct sum. This possibility is intriguing, because extensions of Tate's motives 
over a field Ar, according to Beilinson's conjectures, are described by the if-theory 
of fc, at least up to torsion, and are closely related to polylogarithms and values of 
Dedekind's zetas at integer points. If a similar picture exists over F i , it may give 
rise to an interesting new (or reinterpret at ion of an old) chapter of combinatorics. 

This may be related to the universal homotopy ring fi00.?00 and stable homo-
topy theory in general. 

§2. Infinite determinants and Mellin's transform: 

In this section, we will reproduce some basic classical material about zeta-
regularization (see formula (1.6)). Our presentation is inspired by [12], [5] and 

135 



K MANIN 

[37]. We also allow the presence of logarithms in the asymptotics (2.17). 

2.1 Infinite products. 

Let A be a complex number, A ^ 0. In order to choose a branch of \~z,z 
complex, we may choose an argument of A (defined up to 27T2*Z): 

(2.1) A = |A|eia, \~z :== e~(log=ytredwx 

We then have 

(2.2) exp (^-~^X~Z Q ) = exP (loS lAl + ia ) = A 

independently of a = arg A. Therefore, for a finite family of non-zero A'̂ s and an 
arbitrary choice of their arguments we have 

(2.3) exp 
d 

dz ' 
V 

Let now A = (A,,) be an infinite family of nonzero complex numbers, a„ = 
arg A,,, a choice of their arguments. Assume that 

a ) ^ \~z converges for sufficiently large Re(z). 

b ) The function ]T)„ ^¡7* admits a meromorphic continuation and is regular in 

a neighborhood of z = 0. 

We then put (sometimes omitting a„): 

(2.4) JjAl/:=£[(A1/,a1/) = e x p ( - ^ ^ A r )• 
\ v z-o/ 

The following properties easily follow from (2.1) - (2.4): 

2 . 1 . 1 The regularized product 11(^^5 av) ^oes not change, if a finite number of 
a'^s are chosen differently (however, it may change otherwise). 

2 . 1 . 2 The product EHUILeN.-^1"a") = I[veuNi(X*'ia'') whenever N{ are pair-
wise disjoint and the l.h.s. is defined. 

2 . 1 . 3 Put CA(^) = Y^u Kz- Then for complex c, and a = argc 

(2.5) II(cA^ a + av"> = cCA(0) DRA"" 

z=0 

= 
V 

К. 
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If {A„} is the spectrum of an operator $ in a space if, CA(0) can be called a 
regularized dimension of (if, $ ) and we define DET(s • id— $ ) as H A ( 5 ~~ ^ ) ( W ^ N 
some choice of arguments). 

2.1.4 Examples : 

i) We first apply (2.4) and (2.5) to the case A„ = v+s, where v = 0 , 1 , 2 , . . . , s 6 
C, and - 7T 

bv xw,;<< < 7T 
2 

Then Hurwitz's zeta function 

(2.6) xxc<n,;l::! 
oo 

i/=0 

1 
(l/ + s)* 

analytically continues to z € C\{1}, with 

(2.7) C M ) = 
1 
2 v 

cxv 

dz 
ww<,,;l 

z=0 
= l o g l Y * ) -

1 
2 

log 27T 

Prom this one easily deduces Deninger's formulas (1.33), (1.34), and (1.7). For­
mulas (2.7), in turn, can be proved by Mellin's transform discussed below. 

ii) Using Eisenstein's series instead of (2.6), Kurokawa similarly proves the 
following formula for Im(r) > 0, qr = e2?rir, — tt < arg(s + m + nr) < 7r, 

(2.8) 
m,n€Z 

(s + m + nr) = (1 - q3 
oo 

71=1 
wx<<nluu vbn,,;:aztvxwxx<< 

which may be considered as a refinement of Kronecker's limit formula. 
We will now define a class of families closed with respect to tensor products 

and convenient for the Mellin transform. 

2.2 Directed families. 

In §2.1, instead of families ("sets with indices") A, one can consider subsets of 
complex numbers with multiplicities assigned, that is, functions mA : C —• Z>o 
(or Z, or even C), A m\, whose support is discrete in C. 

2.2.1 Definition: 
a) A is left directed if 

(2.9) Vr € R, #{A € A I Jfe(A) > r} < oo, 
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(2.10) 3/3 > 0 , s.t. 

Re(\)>-H 

|mA| = 0(23"") as H — • oo. 

b) The thêta function of a left directed family is 

(2.11) 6(t) = 0A(t) = 

wx< 

m\eXt. 

and the theta function with parameter s is 

(2.12) cwt n<<m n,,m^$aa n 

xcvnn,; 

xcvbnjjaz;:::<w 

c) J7&e tensor product Ai ® A2 o/ two families Ai, A2 w defined if 

(2.13) VA e C,h(p,q) = dim 6 Aj , A2 € A2 I Ai + A2 = A} < oo, 

and l'a given by A = {Ai + A2 | Aj € A,-} and 

2.14 _ A 

AT+A2=A 

mAlmAî. 
Ai A2 

The following statements are straightforward. 

2.22 Propos i t ion: 

a) If A is left directed then 0\(t) absolutely converges for every t G (0,oo). 

b) If, in addition, Re(X) < 0 for all A € A, then 0A(t) = 0(e~at) as t -+ +oo 
for some a > 0. 

2.2.3 Propos i t ion: If Ai, A2 are Ze/£ directed, then Ai ® A2 ¿5 defined and left 
directed. 

2.24 R e m a r k s and examples . 

a) Every finite family is left directed. 

b) Z<0 with multiplicities 1 is left directed. Its ra-th tensor power contains — k 

with multiplicity 
n + fc-1 

n-1 

c) The tensor product (2.13), (2.14) is associative and commutative. The family 
{0, with multiplicity 1} is the identity for ®. 
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2.3 Mel l in transform formulae. 

Let A be left directed. Then in the region (s,z) € C2, Re(z) > ¡3 (see (2.10)), 
Re(s) > maxA€A ite(A), we have 

(2.15) h(p,q)mH™(V 

A 

,mx(s-z) 2 = 
cv 

wwav 

roc 

Jo 
h(p,wx dimH™(V 

where for (s — X)~z we choose the determination which is real for s — A > 0, z 
real. The r.h.s. series converges absolutely in this domain. 

We want to use the r.h.s. of (2.15) in order to analytically continue the l.h.s. 
We first fix s with Re(s) 0 and analytically continue in z. Put generally, for a 
continuous function 0(t), t £ (0, oo): 

(2.16) (Mt6lkk)(z) = 
/0 

xxc< 

0(f)**-1 dt 

Assuming that 0(t) = 0(ta) for t -* +0 and O ( ^ ) for t -> +oo, we see that 
(2.16) converges at 0 for Re(z) > —a, and at oo for Re(z) < —/?. Hence, if 
a < —/?, (Mt9) is defined and holomorphic in the strip Re(z) G (—a, —/?), and 
bounded in any strip Re(z) £ (—a + e, — /3 — e), e > 0. 

More generally: 

2.4 Propos i t ion: Let {ia \ a > 0} be a sequence of complex numbers with 
Re(ia) —• +oo, Re(ia) < i2e(ia+i), and Pa(log£) a sequence of polynomials in 
logt. Assume that 6{i) admits an asymptotic expansion 

(2.17) 6(t) ~ 
OO 

a=0 
tiaPa(logt) as *-•+(), 

and 

(2.18) 6(t) = 0(tß), ß<a = Re(i0) as t —> +oo. 

TAen (MtO) can be meromorphically extended to the half-plane Re(z) < —/3, where 
its only singularities are poles at z = —ia, with principal parts 

(2.19) Pa 
' d 

ßz 

1 

« + ia 

139 



Y. MANIN 

Proof: For every m > 0 such that Re(im+i) > Re(im), we have 

6(t) = 
m 

a=0 
wx<<bn ùù jie :;lla w 

*(*) = 0(ti»»+1-e) as t-++Q, for any e > 0 . 

Hence {Mt0) is holomorphic in iJe(2?) € (—Pe(im+1), —/5). On the other hand, 
the term tlaPda(\ogd)tzd~dld introduces the singularity 

ri 

/o 
tiaPa{\ggogt)tggz-ldtgg 

which is (2.19) up to a holomorphic function. 

2.5 Analyt i c cont inuat ion to the right. 

Replacing t by 1/t in the r.h.s. of (2.16) we find 

(Mt0)(-z) = -
/0 

(̂r1)**-1 dt. 

Hence we can apply Proposition 2.4 if 0 admits a similar asymptotic series at 
infinity. 

When 0(t) is the theta function of a left directed family, the argument is slightly 
different. According to Proposition 2.2.2b, 

*a(«) := ]mxeXt = 

Re(\)>0 
m\eXt + O (e~€t) as t -+ +oo 

for some c > 0, so that 

(MMt))(z) = T(z) 
Re(X)>0 

mx(-\)-z + <j>{z) 

where the sum is finite and (j)(z) is holomorphic for Re(z) > 0. We use the formula 

/»oo 

Jo 
e^t*-1 dt g*qqw*= ( - \ ) ~ z , v n 
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where the integral converges for JJe(A) < 0, Re(z) > 0, and then must be ana­
lytically continued in such a way that (—\)~z = e~*log(~A) with real log(—A) for 
i?e(A) < 0. 

2.6 Introducing the parameter s. 

We will now apply Proposition 2.4 to the function (2.12) and its Mellin trans­
form (2.15). If 6{t) satisfies (2.17) and (2.18) then 83(t) = e'3t6(t) satisfies the 
similar conditions: 

(2.20) 0s(t) ~ 
oo 

6=0 

tjiQb(logt;s) as t -* +0 , 

(2.21) {jb} = {*a + m I a > 0, m > 0) , 

(2.22) Qb(\ogt;s) = 

ia+m=jb 

Pa (log t) 
SM 

m!v ( - 1 ) nb 

because we can multiply (2.17) by e 3t = xxxw 
xvv<<; 

,(-l)TOfe'W, 

(2.23) 6,(t) = = O ( ^ ) for Re(s) > 0 a<<<x;;::\\\\xwcs * -+ +oo. 

We can now state the main result of this section. 

2.7 Theorem: Let A be a left directed family whose theta function admits an as­
ymptotic expansion (2.17). Then its zeta function CAC5?2) (2.15) admits a mero-
morphic continuation to the domain of all z and all s outside of horizontal left 
cuts {Re(s) < i?e(A), Im(s) = Jra(A) | A G A}. Furthermore: 

i) For a given n > 0, ^(s^z) is regular in a neighborhood of z — —n, if and 
only if for all a > 0, m > 0 with ia + m = n we have 

(2.24) Pa(log*) =pa (a constant). 

ii) If this condition is satisfied then 

(2.25) CA(*,-n) = (-l)»n! 

ja+m=n 

( s ) m f f 

m! Pa 

iii) In particular, ÇA(S,Z) is regular near z = 0, if Pa(logt) is a constant for 
all ia = 0, —1, — 2 , . . . , and then 

(2.26) CA(*,0) = 

¿„€{0,-1,-2,...} 

( - l ) S a 
h(q) =dH 

bn,;lmù 
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Proof: Prom (2.15), (2.19), and (2.22) one sees that CA(5> z) near z — n behaves 

as 
1 

r(*) a>0,m>0 
i a -\-m=Ti 

(,q) mH™V 

m! 
Pc 

d 

cxwvn 

i 

z + n 
+ O(dzd-dn), 

because T(z) has a pole of the first order at z = n. Obviously, (2.24) - (2.26) 
follow from this. 

As an easy application, we can now check the first formula (2.7). Hurwitz's 
zeta corresponds to 

6(t) = 

v=0 

oo 
e~vt = 

1 

1 - c - * 
cxa 

1 

t 
+ 

1 

2 
+ 0(t), t h-+ + 0 , 

so that to = —I, Po = 1; *i = 0?Pi = I ' h(p,q) = CA(«,0) = — 3 + \ in view of (2.26). 
The second formula (2.7) admits the following generalization (with a slight 

weakening). 

2.8 T h e o r e m : ([5]).In the situation of Theorem 2.7, make the following addi­
tional assumptions: 

a) The multiplicities m\ of the left directed family A are non-negative integers. 
b) In the asymptotic series (2.17), all ia are integers and all Pa are constants 

Pa-
Then 

D(s) := 
A€A 

' ( * - A)m* := exp 
d 

xc< 
az 

C(s,z) 
z=0 

is an entire function of finite order with zeroes X £ A of multiplicity m\, whose 
logarithm in the cut s-plane admits the following asymptotic series as Re(s) —* 

-l-oo. 

(2.27) log£>(*) = -
d 

dz^ 
;C(*,*)| lz=0 

<<;l 
a>0 

xcvmù;,aa 
\ds, 

( d 
(log s) 

where for negative m, f d 
ds 

m (loga) should be interpreted as the unique m-th prim­

itive of logs of the form s|m|(am Ioga + òm), that is 

( log s - 1 + 
1 

2 + + 
i 

hi. 

h(p,(Vbn 

|m|! 
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(Notice that (2.26) can be rewritten similarly with 1 instead of logs) . 

Sketch of proof: 

A . One verifies that D(s) is an entire function of finite growth, with zeroes A € 
A of multiplicity m\. In fact, since m\ are integers, one can check using (2.15) that 
logZ?(s) jumps by integral multiples of 2iri when s crosses a cut; the singularities 

of log D(s) in s are controlled by finite partial sums of (X)A m><(3 ~" ^ ) ~ Z ) 5 

and the growth order can be estimated by using the integral representation (2.15). 

B . Therefore, D(s) admits a Weierstrass-Hadamard representation 

(2.28) 

£>(*) = exp(P(s)) 0 
s 

X, 

nmy 
exp VV<W 

s 
A 

Q 
2 

s2 
A2 

f + 
1 

N 

12 

XN 

p(s) € CM, deg(P(S)) < N. 

Taking logarithms and differentiating r > N times, we get from (2.28) and (2.15): 

(2.29) 
(_ l ) r - i 

( r - 1 ) ! 

d 

ds 

r 
log D(s) = 

<ll; 
mx(s-\) r 

xxwa 
1 

(r - 1)! 

OO 

0̂ 

wwxt nm( nùù% 

Prom (2.17) one can deduce the asymptotic series for the Laplace transform (2.29) 
for large Re{s). This asymptotic series can be obtained by applying (—l)r_1 ( ^ ) 
formally to the r.h.s. of (2.27). 

C . It remains to show that an appropriate r-tuple integration of the resulting 
formula leads to (2.27). For more details, see [5], pp. 21-30. 

2.9 Comparison wi th Hadamard-Weierstrass products . 

For every left directed family A with non-negative integral multiplicities m^, 
one can construct an entire function having A as its divisor by forming a product 
(2.28). It is defined up to exp(P(^)) with a polynomial P(s). 
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Nevertheless, D(s) := HA^AC5 ~~ ^)m* mav no^ ex*st5 due to the non-regularity 
of CA(55 z) at z = 0. One relevant case is A = {— p \ p primes}, with multiplicities 
one. In fact, it is known that Re(z) = 0 is a natural boundary for ^2p (j+sy • 

On the other hand, when D(s) does exist, it can be uniquely defined in the 
class of entire functions of finite growth by the condition that logD(s) admits an 
asymptotic expansion (2.27) with unspecified constants pa. In fact, if there are 
two functions Z?1)2(,s), then logDi(s) — log D2(s) must be a polynomial, but a 
non-vanishing polynomial does not admit an expansion (2.27). 

2.10 Stability with respect to tensor products. 

We recall that Kurokawa's tensor product corresponds to the product of theta 
functions, and if we stick to the zeta regularized determinants, we get well defined 
prescriptions 

(2.30) 

A € A 

(s — X)mx 

<<w:! 

w<n;:mù ij--a n (s - X - /i)m*+n" 

A € A 

<h bnwmwren = exp 
d 

bv 
dz 

xxa< 

[s - X)' 
2T=0> 

(2.31) 

= exp 
d 

- dz 

1 
xwab 

>oo 

JO A 

mxe^-VH*-1 dt 

\z=0. 

analytic continuation in z being implied. 
If expansions (2.17) of B\(t) and 6\f(t) have no logarithms, the same is true 

for (ÖAÖJV/)(<), S O that tensor products also exist. 

2.11 Standard regularization. 

In (1.5), we quoted the formula due to Ch. Deninger and C. Soule 

p 

s - p 

2TT xwak 
s(s-l), 

4TT2 
.2-l /2T-./3r 

was 

\2. 
c m 

where p runs over all critical zeros of the Riemann C(5)- I*1 order to define corrected 
tensor powers of C(s), Kurokawa suggests the use of entire functions whose zeroes 
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constitute only half the zeroes of zeta: {p \ Im(p) > 0} or {p \ Im(p) < 0}, in this 
way ip (respectively, — ip) become left directed. However, the separated products 

lm(p)>0 

s — ip 
2TT 

<o 

do not exist because lm(p)>0 
eipt admits an asymptotic expansion of the form 

(2.17), starting with terms alogt/t + blogt. We will discuss this in more detail 
below in §5. Here we only notice that singularities of this kind can be disposed 
of by subtracting from the theta function involved certain polynomials of some 
standard theta functions (e.g. starting with terms t"1^"1 logt, and logt). 

As one such set we can choose 

(2.32) 

wx<<;:^^ 

m,n>l 

k e~mnt 
1 

vb 
1 

t 
(log 

1 

t 
+ 7) + 

1 

4 
xa 

OO 

71=1 

&2n 

(2n)! 
¿271-1 

Ì ' 

02(t) := 

n>l 

\-nt = 
J 

xcv< 

1 - e " ' 

1 

t 
+ 0 ( 1 ) , 

e3(t) = e1(tye2(t). 

(I am thankful for D. Zagier for (2.32)) 

§3. Multiple gamma functions and Selberg's zeta function: 

3.1 Gamma-divisors. 

Put Ao = {0, multiplicity!} and for n > 1 : 

A„ = { —k, multiplicity 
n + k-1 

n - l 
Jb = 0 , l , 2 , . . . ; 

We have An = A®" (Kurokawa's tensor product corresponding to Ga)-

3.2 Theta-functions and zeta functions. 

Prom (2.11) and (2.14) we find: 

(3.1) 0A„(*) = M')" = 
1 

xfr := £+(«)x 

wx< 

<xx 

OO 

¿ = — 71 

<aggg: <wa!!: 
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where {/?Jn)} are "ra-th Bernoulli numbers," up to a normalization. 
Obviously, An are left directed families, to which Theorems 2.7 and 2.8 are 

applicable. We have by definition 

CA. ( * ; * ) = 

oo 

h—n  

n + k-1 
n - 1 

1 
(s + k)* 

This function has a meromorphic continuation to the entire z-plane, and in par­
ticular 

(3-2) CA„(*;0) = 
j= - nn 

n 
b j (n) (- sf ) 

Uli 

(3.3) 
d 

qf dz 
<Kn{s\z) 

\z=0 
qq 

oo 

J=-n 
(-l)>/?Jn) 

f d 
na 

1a 
(log s)H S —• +CO. 

3.3 Mult ip le e a m m a s as infinite determinants . 

It follows that the following expressions define an entire function of order n > 1 
with divisor A„ : 

(3.4) A„(«) = 
OO 

*=0 
(s + k) 

/n + *-l\ 
)\ n-1 J == 

fcl,... ,*n=0 

oo 
(« + * ! + • • • + *„) 

We also put AQ(S) = s. Define a family of real polynomials P„(s) by 

(3.5) 

Po = 0; P„( l ) = ( - l ) n - 1 l o g A n ( l ) ; 

Pn(s + l)-P„(s) = dPn-d1d(sdd), d n > l . 

Finally, introduce multiple gamma functions: 

(3.6) r „ ( s ) : = exp (Pn(s) h(p,q)dimH(V 

The following list of properties generalizes the classical n = 1 case. 
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3.3.1 Funct ional equat ions and higher factorials. The set of functions 
{rn(s) | n > 0} is the unique system of functions satisfying the following proper­
ties: 

a) rn(.s)( is an entire function of order n with divisor An; 
r0(s) = s] Tn(l ) = 1 for all rc. 

b ) r n ( 5 + l) = rn^(5)rn(5) , n > l . 

c) h(p,q/n logr„(a;) > 0 for all real x > 1. 

Proof: First, a) follows from (3.6). To prove b), start with the identity 

'n + k - l \ 
s n - s 1 cx 

n + k- 1N 
n - 2 + 

/,n + ks)  
/ n - 1 

and interpret it as 

{order of An(s + 1) at s = —k — 1} = 

(3.7) 
— {order of An_i ( s ) at s = —k — 1} + {order of An(s) at s = —k — 1} 

Using in addition the formula D\^3Q(s) = Dx(s+s0) for D\(s) = rLeA^""""^)"1^ 
satisfying the Cartier-Voros condition (2.27), we get from (3.6) 

(3.8) An(s + 1) = An_i(5)_1 An(5). 

Now, in Vigneras [36] it is proved that there exists a unique system of functions 
satisfying a), b) , c). It is denoted {Gn(s)} there. Since divisors of Gn(s) and 
An(s)(-1^n coincide, we have Gn(s) = exp(Pn(5))An(3)(-1)n where Pn(s) is a 
polynomial. It has real coefficients because Gn and A„ are real on R>o-

From G„( l ) = 1 it follows that Pn( l ) = (-1)71""1 log An( l ) . Finally, the last 
functional equation in (3.5) is obtained by comparing the identity Gn(s + 1) = 
Gn_i(s )G„(s) with (3.8). 

The value of Tn at integers > 0 are "higher factorials:" 

(3.9) r2(* + l ) = l ! . . . * ! ; rn(* + l ) = 
wwxv 

a 
r „ _ i ( i ) . 

H7 
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One can use this remark in order to "calculate" the regularized infinite products 
in terms of asymptotic behavior of (3.9) as s —• +00. Namely, using (3.9), one can 
easily prove the existence of the higher Stirling formulas: 

(3.10) l o g r n 0 0 = An(s) + Bn(s)logs + 0(1/s) 

where An, Bn are polynomials of degree < n. On the other hand, combining (3.6) 
with the Cartier-Voros asymptotic (3.3) we see that 

(3.11) logrn(5) = 
j=0 

n 
{-iy+n№¡ log s -

¿=0 

i 
1 

i 

si 

j! 
+ Pn(s) + 0(l/s). 

Therefore, we can express Pn(s) and Pn( l ) = (—l)n_1 log An( l ) via the coeffi­
cients of Stirling's formula. 

For example, (3.10) for n = 2 is: 

(3.12) 

iogr2oo = 
s2 

2 — s + 
5 

12, 
logs -

3 

4 
s2 + 

1 

2 
— logV^7T 

- log A + 
1 

12 
- l o g v ^ + 0 ( s_1 ) 

where A is "Kinkelin's" constant: 

log A = lim 
s—»00 

log (1 ,2.........ss.sf a d 
s2 

2 + 
s 

2 
+ 

1 

12, 
logs + 

s2 

4 

= 1.28242713... 

for which Voros gave the following expression: 

logA = - C ' ( - l ) S F S G S X 1 + 
1 

12 
C'(2: 
2тг2 + 

1 
1 2 

(log 27г + 7). 

3 .3.2 Gauss formula. For ail n > 1 and N > 1 we have 

(3.9) 
a,=0,l,...,JV-l 

An s + 
ai H 1- an 

N 
N - xx, r m(pi ) An (Ns ) ?? 
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and similarly for Tn. 
P r o o f : In fact, 

o; mod N A( := £+(«) 

OO 
s + h 4 ai 

AT 
+ • • • + kn + 

AN 
N 

WW 
ai,hi 

1 
N 

[Ns + a1+Nk1+--- + an + Nkn) 

It remains to apply (2.5). The polynomial CAn(5;0) *s given by (3.2). 

3.4 Gamma factor of Selberg's zeta. 

M.-F. Vigneras was the first who identified the factor "at infinity" of Selberg's 
zeta function as a monomial in Ti and T2 ([36]). We will deduce this identification 
here from the formula of [5] expressing zeta as the product of two determinants. 

Recall that the Selberg zeta of a compact complex Riemann surface X can be 
introduced either in terms of the choice of comples uniformization of X, or in 
terms of its Riemannian geometry. The latter description runs as follows. Choose 
a metric ds2 with the constant curvature -1 in the conformal class of the given 
complex structure (this is possible precisely when the genus g of X is > 2). For 
a primitive closed geodesic p on X put N(p) = e~~^p\ where £(p) is the positive 
length of p . Put 

(3.10) Z(X,s) = 
P 

OO 

k=0 
(l-N(p)~°-QQk)WQ. 

3 . 4 . 1 Theorem: (Cartier, Sarnak, Voros). Z(X,s) is an entire function of order 
2 and 

(3.11) 

t(fr := £+«) exp (s 
1 2 DET tfr £+(« 

1 
4 

1 
)2 

1 
2 + s\ 

20-2 

• DET\ (-Ax + s2-s) 

Here Ajv w the Laplace operator on functions on X, and A52 is the Laplace 

operator on the sphere of constant curvature 1; the square root (—Aa2 + 4) 2 w 
self-adjoint and positive. 
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Corollary: Put 

(3.11) T*(s) = exp CC 
1 F V Pt(s)-2P2(s) ri(e)r3(i) 

\ 2-29 

Then 

(3.12) T*(s)Z(X,á) = ; - д х + з 2 - з ) 

¿3 an entire function of order 2 and invariant with respect to s —> 1 — s. 

To deduce this Corollary from the Theorem, it suffices to remark that the 
spectrum of — As2 is {j(j + 1) with multiplicity 2j + 11 j > 0 } . Therefore, the 

spectrum of (—A32 + 1 
4 

1 
2 is {? wim multiplicity 2j + 1 j > 0 } , and 

D E T Í <<W/ + 
1 

4 

CZ 

..C 
1 

.2 + s 
W< 

t(sEEEfr +(«) 

2 

OOO 
(s+j) 

= А г ^ ^ / Д ^ з ) = exp(-2PXXVVV><?...2(s))T2(s)2exp(-P1(S))T1(S). 

3.5 Comparison between Selberg's zeta and number theoretical zetas. 

Let k be a number field. Consider the Dedekind zeta function 

(3.13) Ш = 
VZ 

( l - j v ( p ) - ' ) - 1 

where the product is taken over all prime ideals p of k. 

3.5.1 Comparing Euler factors. Selberg himself and most authors after him 
compared directly (3.10) and (3 .13) . Cohen and Lenstra [6], however, noticed that 
it is interesting to study the modified Euler product in the number theoretical case 
as well (see 3.5 below). They defined 

(3.14) (Ch,k(s) = 
P fc=0 

oo Vsfr := £+(«V(sfVr := £+(«) 

the product converging for Re(s) > 1. Prom our viewpoint, of course, 

(3 .15) CcL,fc(s)~ Ai(s)®Cfc(«)-
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3.5.2 Comparing gamma-factors . Since the gamma factor for (k(s) is (up to 
exp(Q(s)) Ai ( s /2 )~r i Ai(s)r2 where ri (resp. r2) is the number of real (resp. 
complex) places of fc, the gamma factor for Ccl,*(«s) must be 

(3.16) M»)® [Д1(*2)-Г1Д100-Гг] = Ax 
s - 1 

2 

,;;a 
M*Y 

LL±*LZ 2 

This indeed has the same structure as (3.11). 
However, zeroes of (3.15) are not concentrated in a critical strip, whereas (3.14) 

satisfies the Riemann type conjecture. There is one more disturbing discrepancy. 
If one compares (3.12) with (1.4) and (1.5), one sees that T*(s) corresponds 

to the product of the actual Euler factor at infinity and of the (inverse) zeta 
function of Pj.^ (resp. "absolute" Pj^) ... I am not quite sure how to break 
T*(s) into respective factors. However, the Carrier-Voros representation (3.11) 
directly involves — A52, and 52 = P^. To understand which interpretation is more 
enlightening is an interesting challenge. 

3.5.3 Cohen-Lenstra formula. Cohen and Lenstra proved that 

(3.17) cl , k (s )== 

G 

1 
|AutG| 

1 

IG?!—1 

where G runs over isomorphism classes of finite A*-modules, (A* being the ring of 
integers of Ar), that is over torsion coherent sheaves on Spec A*. Is there a similar 
interpretation of (3.10) in terms of, say, (complexes of) ©-modules on X? 

The logic that led Cohen and Lenstra to introduce the r.h.s. of (3.17) is very 
interesting. Consider for simplicity the case к = Q, so that G in (3.17) runs over 
finite abelian groups up to isomorphism. We can imagine this set as a statistical 
ensemble in which 1/IAutGI is the weight of G. This prescription does not quite 
define a probability measure since ^ l / | A u t G | diverges but it allows us to average 
many interesting functions of groups: 

(3.18) < / >groups:= J im 
a—>-oo 

E | o | < B / ( G ) / | A u t G | 

E\g\<b lAutGI"1 

The representation (3.17) can then be effectively used to calculate (3.18), e.g. if 
f(G) = 1 for cyclic G, f(G) — 0 otherwise, we get the probability for a random 
group in our ensemble to be cyclic which is 

3C(6) 
i>4 

C(0 
»>1 

[ ( 1 - 2 - 0 

-1 

~ 0.977575. 
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Cohen and Lenstra conjectured that (the odd part of) the class groups of 
imaginary quadratic fields have exactly this distribution, that is, for a reasonable 
class of functions, the average 

(3.19) < / >fieids := Hm 
H—•oo 

dlscKKH 
f (Clodd(K)) 

discA'<H 
1 

coincides with (3.18) ( where K runs over imaginary quadratic extensions of Q). 
No theoretical expression for (3.19) is known, however, so that the comparison of 
(3.18) and (3.19) was made by using a computer. 

It would be important to extend (3.17) and (3.18) to more general categories. 
For example, generalizations of (3.19) to real quadratic fields experimentally ex­
hibit a very different behavior of (3.18), and Cohen and Lenstra explain it by 
presence of units and change the definition of (3.18) taking into account the rank 
of the unit group. However, it would be more appropriate to study the statistics 
of the Arakelov type Picard group of K which is an extension of CL(K) by the 
dual torus of the unit group (this would conform to the classical Dirichlet formula 
which involves the product of the class number by the regulator). It remains to 
find an analog of the distribution (3.18) on a class of compact abelian groups 
endowed with the appropriate additional structure (say, an additional lattice in 
the character space). 

A toy model is that of the category of finite dimensional vector spaces: replacing 
\G\ by e*dimG, and |AutG| by e'(diraG)2, we get a theta function Yl^Lo e~tn2-zn 
as an analog of (3.17). There are also interesting versions of this construction for 
various representation categories. 

3.5.3 Comparing the explicit formulas to the trace formula. This analogy, 
of course, dates back to Selberg as well. A major puzzle is, however, that explicit 
formulas are derived from the analytical properties of the number theoretical ze-
tas, whereas in Selberg's theory the argument goes exactly in the reverse direction: 
one starts with the trace formula and then derives the analytic properties of the 
zeta function by applying the trace formula to appropriate test functions. The 
trace formula itself is proved in two steps (at least in the absence of continuous 
spectrum): a) working in the Lobachevsky plane H covering X (or more gen­
eral symmetric spaces) one establishes that integral operators on H whose kernel 
k(x,y) depend only on the distance between x,y are actually functions of the 
invariant Laplace operator Ax; b) one restricts these operators on an appropriate 
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space of ni(X)-invanant functions and calculates their traces in both representa­
tions. The Ax-representation gives a sum over the spectrum of A x , whereas the 
integral operator representation leads to a sum over TTI(X) of an integral transform 
of the same test function, which is formally transformed to a sum over primitive 
elements of ni(X). 

A similar proof of explicit formulas is highly desirable, cf. interesting sugges­
tions of D. Goldfeld [16] and Don Zagier [38]. 

§4. A functional equation for rm(s) and poly logarithms: 

4.1 Multiple sine function. 

In this section, we generalize the classical equation ri(s)ri(—s) = — 3S£ 
following N. Kurokawa T24 1 and M. Rovinskii [321. The statement takes a neat 

form if instead of considering Ar(s) xc oo 
1*=0 

xxv 5SK+ ° KE Q hr(k) d r + Jfc-1 
r - 1 

one considers the following function: 

(4.1) I L M -

OO 

k=l 

rl 5> 
k. 

exp 
wq 

cv 
k 

s2 

2k 
...± 

cvw 

kr 

wq<<,; 

xcvn, r > 2 . 

Clearly, UJs) = exp(QJs)) roo (s + k)*'-1 for a polynomial Qr(s) so that 
Ar(.s) is a monomial in FLC5)} ^ < r> 55 and exP(Q(5))-

4.1.1 Theorem: For r > 2, Im(s) < 0, we have 

(4.2) 

f l » ( - 1 ) r " 1 UÀ-») = e*p ( r - 1 ) ! 
(2iri)r-1 

r-1 

k=0 

(2wi)k 

k\ 
skLir-k (e"2™) 4 

7T2 

r 

3r-1 

r - 1 
+ 

(r - 1)' 
{2-iriy-1 C(r) 

where 

Lir(z) = 

oo 

m=l 

ZM 

I 
for \z\ < 1. 
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Corollary: The r.h.s. of (4.2) admits an analytic continuation as a meromorphic 

(even r) or entire (odd r) function of s, whereas the functions Lir(s) individually 

are infinitely ramified at 0, 1, oo. 

This property was a motivation for [32]. N. Kurokawa calls (4.2) the multiple 
sine function. 

Proof: Directly from (4.1), we find 

d 

ds 
log c 

ccnc<<w:ù! Ir(-«) 

oo 
xv 

fc=l 

w<ù: 1 

[s-k 

(-ir-1 
s + k 

cx E 
v 

r 

' 7=1 

w 

v 

<w,m 
<w;:^sd n,;èèè,cc/// 

x<bbn,k 
OO 

Jk=l 

2s 

wavklat 
= sr~1 7T COt(7T\s) — 

1 
s 

Now, rirC3)̂  ^ 1 llr("5) *s holomorphic at Im s < 0 and equals 1 at s = 0. 
Therefore 

n»(-1)r-1 nr(-*) = EXF 
xwabnk 

r - 1 
+ 

'o 

x 
ur 17r cot(7ru) du 

Denote by I(s) the integral on the r.h.s., and calculate it by putting u = ts, 0 < 
t < 1 and using the following formulas: 

cot(7r£s) = i 1 + 2 
oo 

m=l 

<wacùù;:a for Ima < 0, í > 0, 

. 1 

./0 
tT-leatdt = ( - l ) r - 1 ( r - l ) ! 

cv 

xwa 

'r-1 

\fc=o 

i - i r 
fc! 

- e ~ a , a € C*. 

We get 

<<w jla â$ cn a <<w,::t a 
.i 

o 
r -1 1 + 2 

oo 

m=l 

g—2irimji xv 

w<;;:! 
ir - l ì! 
(2ir*)r_I 

k=0 

r-1 vva::; 

fc! 
s*Lir_*(e-2*") + 

7H 

r 
+ 

ir - 1)! 

(2iri)p-1 
C(r) 
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4.2 Zagier's conjecture. 
Let F be an algebraic number field, Km(F) its m-th algebraic if-group. We 

will generally write Aq for A ® Q. Let r\ (resp. r2) be the number of real (resp. 
z 

complex) places of F. Put 

d„ = 
n 4- ro, if n = 1 mod 2, 
ro, if rc = 0 mod 2. 

A. Borel [4] proved that K2n-i(F) — Zdn © {a ymtte group} for rz > 2. Actu­
ally, this result was a by-product of properties of Borel's regulator map reg* : 
K2n-i(F) -> C/(2?ri)nR denned for any embedding a : F «-> C. 

P. Deligne and A.A. Beilinson gave a more conceptual construction of reg and 
generalized it to if-groups of schemes of finite type over Q. In particular, it 
implies the existence of a refined regulator 

(4.34) reg* : K2n.x{F) - C/(27ri)nQ = Ext1(Q(0), Q(n)) 

where the Ext-groups are calculated in the category of mixed Hodge structures 
([3], [21]). 

Don Zagier (see [39] and references therein) suggested a formula for the calcu­
lation of reg*. It involves a (partly conjectural) representation of K2n-i(F)q as 
a subfactor of the cycle space QpP1^)]. Without entering into all the details of 
this beautiful and complex picture (for which see [39], [3], [17], [18]) we will give 
the bare bones of what is relevant to us here, following P. Deligne [11]. 

Define a subspace An(F) C Q p P ^ A R by the following condition: for 
A« € Q, za e F, {zQ}n = image of za in QpP1^)], 

XQ{za}n € An(F) iff for every homomorphism 

v : F* —• Q we have 

a 
> a K ^ ) n " 2 ( l - ^ ) Za=0 in (A2F)Q. 

4.2.1 Conjecture: There exists a surjective map pn : An(F) —• K2n-i(F) such 
that 

(4.4) nfqsPn [52{*«*}») = V AaAn(2Q) mod (27r»')"Q 
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A„(z) := 
n-1 

xx 
m 

( log*)' 
j:! 

•t»n-j(^), 

Lik(z) = ] 
OO 

m=l 

ZM 

xd 
for \z\ < ff1, k > ] 

o 

4.3 Proposition: We Aave 

m=0 

bm 
m! 

where 

t m 

e1 - 1 

t 

(Functions An(z) are multivalued, and the correct definition of the r.h.s. of (4.4) 
involves a careful choice of branches. We omit the details). 

Using Theorem 4.1.1, one can rewrite the r.h.s. of (4.4) in terms of multiple 
gammas. 

qq 

A„(*) = 
a=0 

:(-!)• 
,ba 

a! 

(4.5) 

where Nr-a(s) is a monomial in multiple gamma functions and exponents of poly­
nomials whose values are taken at ± log z 

27VI ' 

Proof: Put z = e"2™, s = -l-tna in (4.2). We then have: 

Br{z) := 
aa 

n-1 
(lo60)«(27rO'-a-1logiNrr_a(2), 

r - l 
a(1-)k :iog^)' 

kl 
•Lir_t(z) = (27ri)r-1 log Nr{z). 

Consider now a linear combination with undetermined coefficients xa : 
r - l 

a=0 
xa(log z)aHr.a(z = Ariz) := 

i=o 

r - l 
-1k 

(log z)k 

k1r Lir-i(^) 

Since the l.h.s. is 

a=0 

i— 
xa(log2)a 

r - l 

6=0 
;(-i)6 

( log*)' 

6! 
Lir-a-b(z) 

r - l 
= 

j=0 a+6=? ka,6>0 

Xn • 
agg 

6! 
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we want ' oo 

\a=0 
xatu 

oo 

\6=0 

(-1)» 
sgfs tb s 

oo 

i=0s 

ss 
st 

sc 

and one easily sees that xa = (—l)a s 
al ' 

§5. Concluding remarks: 

5.1 Selberg's class. 
In the absence of the geometric framework for the hypothetical absolute mo­

tives, one can at least hope to understand the respective class of zeta functions. 
For motives over Fg, it has a nice description in terms of Weil's numbers. A 

Weil number of q -weight w > 0 is an algebraic integer whose conjugates a all 
verify the condition |a| = qwl2. Zeta functions of motives of pure weight w over 
Fq correspond to polynomials IIa€M ( l ~~ aT), T = q~~s, where M runs over fi­
nite Gal Q/Q-invariant sets of Weil's numbers. This class is stable with respect 
to Kurokawa's Gm-tensor product. Every zeta function admits a unique decom­
position into a product of primitive zeta functions, corresponding to irreducible 
polynomials. 

It would be quite important to axiomatize a similar class of entire functions 
stable with respect to Ga-tensor products (with an appropriate regularization) 
and containing arithmetical motivic zetas. As examples suggest, it must contain 
entire functions of an arbitrary integral growth order, which corresponds to the 
"Spec Z-weight" of an absolute motive. If functions of this class admit a unique 
decomposition into primitive ones, the latter should correspond to irreducible 
absolute motives. 

In [33], A. Selberg suggested one consider the following class of Dirichlet series 
(see Ram Murty [30] for more details): F(s) € S iff it satisfies five conditions: 

(i) F(s) = ÔO ann 3 for Re(^) > 1 ax = 1, an = an(F). 

(ii) F(s)(s — l)m is entire of finite order for a certain integer m > 0. 

(iii) For some Q > 0, a,- > 0, Re(a,-) > 0, \w\ = 1. the function $(s) = 

Q3 ULi r0*'5 + ri)F(s) satisfies $(5) = w$(l - 5), \w\ = 1 

(iv) F(s) = UpFp(s); log Fp(s) = £r=i VP"*', bpk = 0(pk$) for some 
6 < | ; p runs over primes. 
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(v) an(F) = 0(n€) for every e > 0. 

Clearly, S is a multiplicative monoid. A function F € S is called primitive if 
it is indecomposable in S. One can prove that every element of S is a product of 
indecomposable ones, and this representation is unique, if the following beautiful 
conjectures of Selberg are true (see Murty [30]): 

Conjecture A. For every F € S there exists such an integer np > 0 such that 

xvq 
\ap(F)\2/p=nFsslossgddlogx + 0 ( l ) d 

Conjecture B. The following hold: 
i) If F is primitive then np = 1 . 
it) If F G are primitive then 

> aP(F)ap(G) 

p<x 
P 

0 ( 1 ) . 

A scalar product that lurks behind these formulas must be a shadow of an 
absolute motivic correspondence ring and Hodge star operators (cf. Deninger 
[ 1 4 ] , 7 . 1 1 ) . 

5.2 Kurokawa's splitting. 

For the tensor square of the Riemann zeta function (or rather its weight 1 part 
F R ^ M 5 — l)C(<s) := €(s)) the prescription ( 1 . 1 9 ) is inapplicable because, e.g., 1 

has infinite multiplicity. Kurokawa suggests that one split £(s) into the product 
°f £±(s) := riim/^o ( l ~ p) Pi where p runs over the critical zeroes of £(s), and 
then redefine £(s)®r as 

( 5 . 1 ) t(sfr := £+(«)®P 
w(qqsssfrdd := £d+(«) 

by analogy with (4,2). 
There remains much to be done to see whether this is a good definition. In 

particular, one must understand the relation of £(s)®r to primes. 
A work of H. Cramer and A.P. Guinand shows at least that there exist versions 

of explicit formulae in which summation is taken over half of the zeroes of the 
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zeta function. We will quote here two relevant theorems, their analogues for the 
Selberg zeta are proved in [5]. 

5.2.1 Theorem: Put 
V(w) = 

Imp>C 
epw. 

This series converges absolutely for Imw > 0. 

a) V(w) admits a meromorphic continuation to the whole plane C cut from 

0 to —zoo, and has there first order voles at w = ±loe;pm, with principal parts 

2iri if—log pTn 
and logo 

2 Trip™ 
1 

w<<,;: • respectively. 

b) Near w = 0, we have 

(5.3) V(w) = 
1 

2TU 

log w 

K1 - e~lw 

7 + log 2?r -
w 

7T» 

2 + 
3 
4 

•f rji + wW(w) 

where rj > 0, and W(tu) ¿5 single valued and regular for \w\ < log 2. 

c) Put U(w) = e~iiwV(iw) 4 1 log w 
4TT sin f function admits a single valued 

analytic continuation for wh\ 

U(w) + U(-w) = 2 cos 
w 

2 
1v 

4cosf ' 

Parts a) and b) are proved in [7], part c) in [20]. Prom (5.2) one can easily 
deduce that Ylimp>o(s ~~ P) does not exist. More precisely: 

5.2.2 Proposit ion: Put A = {ip \Imp> 0}. Then A0r, r > 1, is a left directed 

family, and 

Ca®*-(z,s) := 
Im p>0 

1 
(S - ipX - ... ~ ipr)z 

has a meromorphic continuation to a cut z-plane, with poles of order r at z = 

0, — 1 , . . . , — r, coefficients of principal parts of which are polynomials in s. 

In fact, from (5.3) one derives that as t —• +0, 

V{it) = -
l 
t 

lost 

2m + 
7T 

4 + 
7 + log 27T 

27T 
-f 

i 

4, + 
1 

47H 
log t + 0 ( 1 ) , 
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and it remains to apply the Mellin transform to V(it)r, as in §2. 
The assertion a) of Theorem 4.2 can be considered as a kind of explicit formula, 

but not quite since V(z) does not reduce to the sum of its principle parts. However, 
under the assumption of Riemann's conjecture, A.P. Guinand [19] proved the 
following explicit formula: 

5.2.3 Theorem: Assume the function f defined on [0, oo ) is an integral, f(x) —• 
oo as x —• +oo, and xf'(x) belongs to Z^(0, oo) for some p in 1 < p < 2. Put 

t(sfr := £+( 
2 
7T 

I 
2 

»00 

Jo 
f(t) cos xt dt. 

Ti Hrp.rrì.n.'n.Tì/n r.n nienti ITP. Ì.A trn.p th.PA 

lim 
T—•oo f(sfr := £+(«) 

logp 
pm/2--

(m log p) — 

cv 

Jo ' 
f(x)ex'2 dx 

-f(T] 
^0<mlogp<T 

logp 
pm/2 

-2eT'2 
1 

2 ff 

ff 

f(*) 
1 
X 

_2i 
e 2 
sinhx 

dx 

= —y/2n lim 
T—oo 0<7<T 

S ( T ) -
1 

2TT d 

d 
#(x)log 

d 

32TT 
d 

where 7 rims over imaginary parts of zeroes. 
Similar results must be true for all functions in Selberg's class; c.f. P.X Gal­

lagher's work "Applications of Guinand's formulas," (In: Analytic Number Theory 
and Diophantine Problems, Ac. Press, 1987, 135-157). 
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