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Classification and Normal Forms for Quantum Mechanical 

Eigenvalue Crossings 

George A. Hagedorn 

In the study of molecular dynamics, it is often useful to consider the 

quantum mechanics of the electrons with the nuclei in fixed positions. When 

this is done, the positions of the nuclei are described by a nuclear configura­

tion vector X G IRn, and the Hamiltonian for the electrons is a self-adjoint 

operator-valued function h(X) of the nuclear configurations. A discrete eigen­

value E(X) of h(X) is called an electron energy level. 

Electron energy levels play a major role in the time-dependent Born-

Oppenheimer approximation [ 1 , 2 ] . In this approximation the electrons prop­

agate adiabatically and the nuclei obey a semiclassical approximation. In this 

context, adiabatic means that if the electrons are initially in an eigenstate as­

sociated with a level E(X), then at a later time, they will be again be found 

in an eigenstate associated with E(X). The eigenvalue E(X) also acts an 

effective potential for the semiclassical propagation of the nuclei. 

This approximation breaks down when the electron energy level E(X) 

crosses any other part of the spectrum of h(X), and the simplest such break­

down occurs when E(X) crosses another eigenvalue of h(X). In this pa­

per we describe the first step in the study of what happens when a Born-

Oppenheimer state encounters such a crossing. This first step is the clas­

sification of generic minimal degeneracy quantum eigenvalue crossings and 

determination of normal forms for h(X) near each type of crossing. The var­

ious different types of crossings arise from different symmetry situations. We 

prove below that eleven distinct situations can occur. 

* Partially supported by National Science Foundation Grant DMS-9001635. 
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Throughout the paper we assume h(X) is a C2 function of X £ IRn in the 

sense that its resolvent is C2. In the various different situations, we assume 

the dimension n of the nuclear configuration space is large enough so that the 

appropriate type of crossing can occur generically. We show below that in 

each generic crossing situation, the two eigenvalues coincide on a submanifold 

T of some specific codimension. If n is less than this codimension, then that 

type of crossing generically does not occur. 

We let G denote the symmetry group of h(X). That is, G is the group 

of all unitary and antiunitary operators that are X-independent in some rep­

resentation of the electronic Hilbert space, and that commute with all the 

operators h(X). We let H denote the subgroup of unitary elements of G, and 

note that antiunitary elements of G reverse time. 

Since the product of unitary and antiunitary operators is antiunitary, 

there are clearly two cases: Either G = H or H is a subgroup of G of index 2. 

When G = standard group representation theory applies, and each 

distinct eigenvalue of h(X) is associated with a unique representation of G. 

Minimal multiplicity eigenvalues correspond to 1-dimensional representations, 

and if two simple eigenvalues Ej{(X) and Eg(X) cross, then there are two 

possibilities: 

Type A Crossings: The two irreducible representations of G that 

correspond to EA(X) and EB(X) are not unitarily equivalent to one another. 

Type B Crossings: The two irreducible representations of G that 

correspond to EA(X) and EB(X) are unitarily equivalent to one another. 

When i f is a subgroup of index 2, standard group representation theory 

does not apply. Instead of representations, the basic objects of interest are 

called corepresentations. A general theory of corepresentations was first de­

veloped by Wigner [ 6 ] . A more modern, non-basis-dependent treatment can 

be found in [ 5 ] . This general theory shows that any corepresentation can be 

decomposed as a direct sum of irreducible corepresentations. Furthermore, 

there are three distinct types of irreducible corepresentations which are called 

Types I, II, and III. 

To describe these three types, we first note that G can be decomposed 

116 
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as G — H U JCH, where /C is an arbitrary, but fixed, antiunitary element of 

G. Then, if U is an irreducible corepresentation of G, we let UJJ denote the 

restriction of U to H. Then the three types are described as follows [ 5 ] : 

Type I Corepresentations: Ufj is an irreducible representation. 

Type II Corepresentations: UJJ decomposes into a direct sum of two 

equivalent irreducible representations, UJJ = D 0 D. Furthermore, U may be 

cast in the form 

U(h) = D(h) 0 
0 D(h) , U{K) = 0 -K 

K 0 , and U(Kh) = U(K)U(h), 

for all h € H. Here K is an antiunitary operator that satisfies K = —D(JC) 

and K D(K,~lhK) K^1 = D(h) for aRheH. 

Type III Corepresentations: UJJ decomposes into a direct sum of two 

inequivalent irreducible representations, UJJ = D © C. Furthermore, U may 

be cast in the form 

U(h) = D(h) 0 
0 C(h) , U(a) = 0 D(K2)K-1 

K 0 
, and U(Kh) = 

U(K) U(h), for all h G H. Here K : TD — HC is an antiunitary operator 

that satisfies K D(K-1hK) K-1 = C(/ i ) for all h G H. 

When G = H, each distinct eigenvalue ofis associated with a unique 

corepresentation of G. From the structure theory outlined above, it is clear 

that minimal multiplicity eigenvalues associated with Type I corepresenta­

tions have multiplicity 1. Minimal multiplicity eigenvalues associated with 

Type II or Type III corepresentations have multiplicity 2. In the minimal 

multiplicity situations, the antiunitary operators K that occur in Type II 

corepresentations map a one dimensional space to itself. A simple calculation 

shows that such operators satisfy K2 = 1. Thus, in the minimal multiplicity 

situation, K is a conjugation, and D(K2) = — 1. 

This structure theory of corepresentations shows that if two minimal mul­

tiplicity eigenvalues EA(X) and EB(X) cross, then there are nine possibilities: 

Type C Crossings: The two irreducible corepresentations of G that 

correspond to EA(X) and EB(X) are both of Type 7, but are not unitarily 

equivalent to one another. Both eigenvalues have multiplicity 1 away from 

the crossing. 
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Type D Crossings: The two irreducible corepresentations of G that 

correspond to EA(X) and EB(X) are both of Type / / , but are not unitarily 

equivalent to one another. Both eigenvalues have multiplicity 2 away from 

the crossing. 

Type E Crossings: The two irreducible corepresentations of G that 

correspond to EA(X) and Eg(X) are both of Type 1/7, but are not unitarily 

equivalent to one another. Both eigenvalues have multiplicity 2 away from 

the crossing. 

Type F Crossings: The two irreducible corepresentations of G that 

correspond to EA(X) and EB(X) are of Types I and II. Away from the 

crossing, the eigenvalue associated with the Type I corepresentation has mul­

tiplicity 1 and the other eigenvalue has multiplicity 2 away from the crossing. 

Type G Crossings: The two irreducible corepresentations of G that 

correspond to EA(X) and EB(X) are of Types I and III. Away from the 

crossing, the eigenvalue associated with the Type I corepresentation has sim­

ple multiplicity and the other eigenvalue has multiplicity 2. 

Type H Crossings: The two irreducible corepresentations of G that 

correspond to EA(X) and EB(X) are of Types II and III. Both eigenvalues 

have multiplicity 2 away from the crossing. 

Type I Crossings: The two irreducible corepresentations of G that cor­

respond to EA(X) and EB(X) are both of Type I and are unitarily equivalent 

to one another. Both eigenvalues are multiplicity 1 away from the crossing. 

Type J Crossings: The two irreducible corepresentations of G that cor­

respond to EA(X) and EB(X) are both of Type II and are unitarily equivalent 

to one another. Both eigenvalues are multiplicity 2 away from the crossing. 

Type K Crossings: The two irreducible corepresentations of G that 

correspond to EA(X) and EB(X) are both of Type III and are unitarily 

equivalent to one another. Both eigenvalues are multiplicity 2 away from the 

crossing. 

REMARK: One can easily find simple quantum systems that provide examples 

of the various types of crossings. 

We now turn to the detailed structure of the electron Hamiltonian function 
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h(X) near a generic crossing of each type. In our applications [ 3 , 4 ] we 

assume that the nuclear wave packets propagate non-tangentially through the 

manifold T, where EA(X) = EB(X). As these packets propagate through the 

crossing, their mean momentum is approximately given by a fixed vector T/Q. 

This vector determines a special direction in the nuclear configuration space 

that is not tangent to T. In some cases, the normal forms we derive for h(X) 

depend on this special direction. 

STRUCTURE OF CROSSINGS OF TYPES A AND C . Suppose two eigenvalues EA(X) 
and EB(X) of a C2 electron Hamiltonian function h(X) have a crossing of 

Type A or Type C at X = 0 . By properly labeling the eigenvalues, we may 

assume that EA(X) corresponds to one irreducible representation or corep­

resentation Ui of G for all X , and that EB(X) corresponds to U2 for all X. 

Since h(X) commutes with the action of G, it follows that h(X) commutes 

with the orthogonal projections P1 and P2 onto the mutually orthogonal car­

rier subspaces associated with U1 and U2, respectively. 

For X in a neighborhood of the origin, one can write the spectral projec­

tion P(X) for h(X) associated with both the eigenvalues EA(X) and EB(X) 

as 

P(X) = 1 
2iri 

C 

(z - h(X))-1dz, 

where C is a contour that encloses EA(X) and EB(X) but no other parts of 

the spectrum of h(X). From this it follows that P(X) is a C2, rank 2 operator 

valued function of X near X = 0 that commutes with P1 and P2. Since U1 and 

U2 are inequivalent, it follows that PA(X) = P1 P(X) and Pß(X) = P2 P(X) 

are C2, rank one orthogonal projections that project onto mutually orthogonal 

subspaces. 

For Type A crossings, we arbitrarily choose ^ A ( 0 ) and $ B ( 0 ) to be unit 

vectors in the ranges of PA(0) and P B ( 0 ) , respectively. We then define 

*A(X) = 
PA (X)OA(0) 

<*A(0) , PA(X)*A(O)) 

and 
*B(X) = P ß ( X ) $ ß ( 0 ) 

( * B ( 0 ) , P B ( X ) * B ( 0 ) ) 
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By standard perturbation theory, these unit-vector valued functions are C2 in 

a neighborhood of the origin and belong to the ranges of PA(X) and P # ( X ) , 

respectively, for each X. Furthermore, ^ A ( X ) and 3>B(X) are eigenvectors 

of h(X) that correspond to Ej[(X) and £ # ( X ) , respectively. Standard argu­

ments also show that EA(·) and EB(·) are C2 functions in a neighborhood of 

the origin. 

For Type C crossings, we perform the same construction, but impose an 

additional constraint. By decomposing G = H U KH, we have selected a 

special antiunitary element K of G. A simple calculation shows that we may 

choose the phases of the vectors $A(0) and $B(0) so that K $ A ( 0 ) = $ A ( 0 ) 

and K $B(()) = $B(0 ) . By making such choices we obtain vectors Q A(X) 

and 9B(X) that satisfy K Q A ( X ) = QA(X) and KQB(X) = QB(X) . 

Let h^-(X) denote the restriction of h(X) to the subspace orthogonal to 

the range of P(X). By using $ A ( X ) and $ B ( X ) as a basis for the range of 

P ( X ) and identifying H = (C © 0 © Ran (1 - P ( X ) ) , we can locally represent 

h(X) by the matrix 

h(X) = 
EA(X) 0 0 

0 EB(X) 0 
0 0 h±(X) 

. 

Throughout our discussion, no restrictions have been imposed on the func­

tions EA(X) and EB(X), except that they take the same value at the origin. 

Thus, they could be any two C2 functions whose values coincide at the origin. 

Generically the values of two such functions coincide on a submanifold V of 

codimension 1. 

STRUCTURE OF CROSSINGS OF TYPES F AND G . Suppose two eigenvalues EA(X) 
and EB(X) of a C2 electron Hamiltonian function h(X) have a crossing of 

Type F or Type G at X = 0. We may assume the eigenvalues are labeled so 

that the corepresentation associated with EA(X) if of type I and the corep­

resentation assiciated with EB(X) is of type 77 or III. Let U1 and U2 denote 

the irreducible corepresentations of G associated with EA(X) and Eg(X), 

respectively, and note that the dimension of the U2 is 2. As in the case of 

Type A or C crossings, h(X) commutes with the orthogonal projections Pi 
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and P2 onto the mutually orthogonal carrier subspaces H1 and H2 associated 

with U1 and U2, respectively. 

For X in a neighborhood of the origin, one can write the spectral pro­

jection P(X) for h(X) associated with the eigenvalues EA(X) and EB(X) as 

an integral of the resolvent of h(X). From this it follows that P(X) is a C2, 

rank 3 operator valued function of X near X = 0 that commutes with Pi and 

P2, Since U1 and U2 are inequivalent, it follows that P ^ ( X ) = P1 P(X) and 

PB(X) — P2P(X) are C2, rank one and (respectively) rank two orthogonal 

projections that project onto mutually orthogonal subspaces. 

We construct a C2 unit-vector valued function $A( · ) exactly as in the case 

of a Type C crossing, so that K $ A ( X ) = ^ A ( X ) . For a Type F crossing we 

choose 3>£ i(0) to be an arbitrary unit vector in the range of PB(0). We then 

let 

*Bil(X) = 
PB(X)*B,1(0) 

( W O ) , PB(X)*B>1(0)) 

and 

QB,2(X) = K QB,1 (X). 

Because /C is antiunitary and Z)(/C2) = —1, it follows that i ( X ) and 

<&B 2(X) comprise an orthonormal basis for the range of PB(X). 

For Type G crossings, we let PC and PD denote the orthogonal projections 

onto the carrier subspaces for the two representations C and D of the subgroup 

H that are involved. These projections commute with PB(X) and project 

onto mutually orthogonal subspaces. Furthermore, PQPB(X) and PDPB(X) 

are rank one projections. We choose i(0) to be a unit vector in the range 

of PDPB(0). We then let 

Q B,1 (X) = РВ(Х)ФВ,1(0) 

<*B,l(0), PB(X)*BA(0)) 

and 

*B,2(X) = K*B,1(X)-

From the structure theory of type III corepresentations, we see that $B,2(X) 

belongs to the range of PCPB(X), and that B , 1 ( X ) and $B,2 (X) comprise 

a C2 orthonormal basis for the range of PB(X). 
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Let h^(X) denote the restriction of h(X) to the subspace orthogonal to 

the range of P(X). By using ^ ^ ( X ) , 3>B,1(X) and , 2 ^ ) as a basis for the 

range of P(X) and identifying H = Q © G2 © Ran (1 - P ( X ) ) , we can locally 

represent h(X) by the matrix 

h(X) = 

E A ( X ) 0 0 0 
0 E B ( X ) 0 0 
0 0 EB(X) 0 
0 0 0 h ^ ( X ) 

. 

As in the case of Type A and C crossings, no restrictions are imposed on 

E A ( X ) and EB(X). Thus, they generically cross on a codimension 1 subman-

ifold T. 

STRUCTURE OF CROSSINGS OF TYPES D, E , AND H . Suppose two eigenvalues EA(X) 
and EB(X) of an electron Hamiltonian function h(X) have a crossing of type 

D, E, or H at X = 0. By mimicking the constructions used for Type F and 

G crossings, we see that we can choose four smooth, mutually orthogonal 

unit-vector valued functions $A, 1 ( X ) , A,2(^0 = K^\A,1(X), ^B,l(X), and 

$B ,2 (X) = K$B , 1 ( X ) , such that $ A , 1 ( X ) , and $A,2(X) are eigenvectors of 

h(X) with eigenvalue EA(X), and <frB, 1 ( X ) , and $ B , 2 ( X ) are eigenvectors 

of h(X) with eigenvalue EB(X). Furthermore, whenever a type III corep­

resentation is involved, the eigenvector with second subscript 1 belongs to 

one representation of the subgroup H and the eigenvector with the second 

subscript 2 belongs to the other representation of the subgroup. 

As in the earlier constructions, by using these vectors as part of a basis, 

and identifying H = Q2®C2® Ran (1 - P ( X ) ) , we can locally represent h(X) 

by the matrix 

h(X) = 

EA(X) 0 0 0 0 
0 EA(X) 0 0 0 
0 0 EB(X) 0 0 
0 0 0 EB(X) 0 
0 0 0 0 h ^ ( X ) 

. 

As in the earlier cases, EA{X) and EB(X) generically cross on a submanifold 

T of codimension 1. 
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STRUCTURE OF TYPE I CROSSINGS Suppose a C electron Hamiltonian function 

h(X) has a type I crossing of two simple eigenvalues EA(X) and EB(X) at 

X = 0. As in the earlier cases, the projection P(X) for h(X) associated with 

the eigenvalues EA(X) and EB(X) is a C2, rank 2 operator valued function 

of X near X = 0. It follows that EA(X) + EB(X) = trace (h(X)P(X)) is also 

C2. Thus, 

h 1 ( X ) = h{X) - \{EA{X) + EB{X)) 

is a C2 operator-valued function whose restriction to the range of P(X) is 

traceless. 

Let { ^ 1 , ip2 } be a basis for the range of P ( 0 ) . By altering the phases of 

these two vectors, we may assume that Ki)1 = p1 and K^2 = V2> where K 

is the antiunitary operator chosen for the decomposition G = HUKH. Define 

t/1 ( X ) for X by 

MX) = P(X)Vi 
k1, P(X) k1 

Since P ( X ) is C2 and commutes with the action of G, ^\{X) is well defined 

and C2 in some neighborhood of the origin and satisfies K^i{X) = ipi(X). 

Let P\(X) denote the projection onto the subspace spanned by ipi(X). It is 

a C2 operator-valued function in a neighborhood of X that commutes with 

P(X) and the action of G. We define 

iP2{X) = 
P(X)(1 - P1(X)U2 

/(xP2,P(X)(1 - P1(X))xP2) 

This vector valued function is also C2 in a neighborhood of the origin; K ip2(X) 

= ^ 2 ( X ) ; and {/0i(X), ip2(X)} is an orthonormal basis for the range of 

P ( X ) , for X in a neighborhood of the origin. 

In the basis { ^ i ( X ) , ip2{X) } , the restriction of h\{X) to the range of 

P ( X ) is represented by a real symmetric, traceless 2 x 2 matrix valued func­

tion M ( X ) whose entries are C2 functions that all vanish when X = 0. That 

is. 

M ( X ) = 
a{X) ß(X) 
ß(X) -a(X) , 

where a and /3 are real valued C2 functions. The eigenvalues J E ^ ( X ) and 

EB(X) cross precisely at those points X where ct(X) = (3(X) = 0. Generi-
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cally this defines a codimension 2 submanifold V. Furthermore, the difference 

between EA(X) and EB(X) is the same as the difference between the eigen­

values of M(X). By direct computation, the eigenvalues of M(X) are 

± a(X)* + 0(X)2 . 

Generically this function is continuous, but not differentiable near V. One can 

easily show that the eigenvectors are not even continuous near T. 

By standard Taylor series results, M(X) has the form M(X) = N(X) + 

0(\\X\\2), where 

N(X) = a-X b-X 
b-X -a-X , 

for some vectors a and b. Generically a and b are linearly independent. By 

a rotation of the coordinate system we may assume that only the first two 

components of a and b are non-zero. 

If n0 is a vector not tangent to T at X — 0, then we can rotate the first 

two coordinate axes so that the projection of n0 into the two dimensional 

subspace spanned by a and b lies along the positive X1 axis. 

At this point, the Xj coordinates for j > 2 no longer play a role in the 

structure of N(X). Furthermore, the form of N(X) is not altered if we do X-

independent orthogonal transformations of the two dimensional space spanned 

by the basic electronic wave functions p1(X) and p2(X). We replace p1(X) 

by cos(0)^1(X) + sin(0)2(X) and >2(X) by - s in(0)V1(X) + cos(#)V1(X). 

A simple calculation shows that we can choose 9 so that the Xi-component 

of b is zero. Finally, by possibly interchanging the order of V 1 ( X ) an(i ^2(X) 

or multiplying one of them by —1, we can assume that the X1-component of 

a and the X2-component of b are both positive. 

Thus, N(X) has the form 

N(X) = 
a1X1 + a2X2 b2X2 

b2X2 —a1X1 - a2X2 , 

where a\ and b2 have the same sign. So, by identifying H = G © 0 © Ran (1 — 

P ( X ) ) , we can locally approximate h\(X) by the matrix 

h1(X) = 
a\X\ + a2X2 b2X2 0 

b2X2 -a\Xi - a2X2 0 

0 0 h±{X) 
. 
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STRUCTURE OF TYPE B CROSSINGS Suppose a C2 electron Hamiltonian function 

h(X) has a type B crossing of two simple eigenvalues EA(X) and EB(X) at 

X = 0. In this situation we mimic the construction of the vectors p1(X) and 

p2(X) in the case of a Type I crossing. Since there is no anitunitary operator 

K E G, we choose arbitrary orthogonal unit vectors p1(0) and 02(O) from 

the range of P ( X ) , and then proceed with the construction. This yields an 

orthonormal basis { / 1 ( X ) , ^2(X) } for the range of P(X). 

In this basis, the restriction of 

h1(X) = h(X) - l(EA(X) + EB(X)) 

to the range of P(X) is represented by a self-adjoint traceless 2 x 2 matrix 

valued function M ( X ) whose entries are C2 functions that all vanish when 

X = 0. That is, 

MIX) = 
a(X) ß(X) + i7(X) 

ß(X) - ij(X) -a(X) , 

where a, /3, and 7 are C2 real valued functions. The difference between EA(X) 

and EB(X) is the same as the difference between the eigenvalues of M(X). 

By direct computation, the eigenvalues of M(X) are 

± c ( X ) 2 + B(X)2 + 7 ( X ) 2 . 

Thus, the eigenvalues EA(X) and EB(X) cross precisely at those points X 

where a(X) = /3(X) = l(X) = 0. Generically this defines a codimension 

3 submanifold T. Furthermore, it is clear that the eigenvalues EA(X) and 

EB(X) are continuous, but generically not differentiate near T. 

By standard Taylor series results, M(X) has the form M(X) = N(X) + 

0 ( | | X | | 2 ) , where 

N(X) = a-X b - X + ic • X 
b - X — ic • X —a • X , 

for some vectors a, 6, and c. Generically a, 6, and c are linearly independent. 

By a rotation of the coordinate system we may assume that only the first 

three components of a, 6, and c are non-zero. 
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If n0 is a vector not tangent to T at X = 0, then we can rotate the first 

three coordinate axes so that the projection of 770 into the three dimensional 

subspace spanned by a, b, and c lies along the positive X1 axis. 

At this point, the Xj coordinates for j > 3 no longer play a role in 

the structure of N(X). Furthermore, without altering the basic structure 

obtained so far, we still have the freedom to rotate the X2 and X 3 coordinate 

directions, and we can perform X-independent unitary transformations of the 

two dimensional space spanned by p1(X) and ^2(X). By doing both of these 

in a special way, we claim that we may assume the following: 

1. The first component of a is non-zero. 

2. The first and third components of b are zero, but its second component 

is positive. 

3. The first and second components of c are zero, but its third component 

is positive. 

Thus, we may assume that N(X) has the form 

N(X) = 
a1X1 + a2X2 + a 3 X 3 b2X2 + iC3X3 

b2X2 - i c 3 X 3 —a1-X1 - a2X2 - a 3 X 3 
. 

To prove these claims we first do a unitary transformation of the span of 

^ i ( X ) and ^(X) so that when X 2 = X3 = ··· = Xjy = 0, the matrix M ( X ) 

is diagonal. Standard one variable perturbation theory shows that this can 

always be done. Thus, we may assume that b\ = c\ — 0. 

Next, we show that we can do another unitary transformation of the 

span of ^ ( X ) and ^2(^0 so that 61 and c\ are unchanged, but b and c are 

transformed into perpendicular vectors. The unitary transformation we use 

simply multiplies ^ ( X ) by a phase factor e1^. This diagonal transformation 

leaves M(X) diagonal when X 2 = X3 = ··· = X^ = 0, so b\ and c\ are not 

altered. However, the similarity transformation replaces 

b2 c2 
b3 c3 

by 

h ¿2 

h £ 3 
= 

b2 c2 

B3 C3. 

cos 8 — sin 0 

sin 6 cos 0 
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We need only show that by a proper choice of 0, the columns of h ¿2 
h ¿3 

can be forced to be orthogonal. We choose 9 so that cos 9 
sin 9 

and — sin 9 
cos 9 

are an orthonormal basis of eigenvectors for the real symmetric matrix A A. 

where A — 
i>2 c2 

h C 3 

. A simple computation then shows that 
b2 
b3 and 

C2 

c3 are orthogonal to one another. 

We can now rotate the X2 and X 3 coordinate directions so that b and c 

point along the positive X2 and X 3 directions, respectively. By adding 7 r to 

our choice of 0, we can change the signs of both b and c. By interchanging 

i1(X) and V2'(X) w e c a n change the sign of c without altering b. 

Thus, we can arrange for b1 = 0 , B2 > 0 , B3 = 0 , c1 = 0 , C2 = 0 , and 

C3 > 0 . This proves our claims. 

STRUCTURE OF CROSSINGS OF TYPE K Suppose a C electron Hamiltonian func­

tion h(X) has a Type K crossing of two multiplicity 2 eigenvalues EA(X) 

and EB(X) at X = 0 . As in the earlier constructions, we let P(X) be the 

spectral projection for h(X) corresponding to both the eigenvalues EA(X) 

and EB(X). This projection has rank 4 , and its range is the direct sum of 

a two dimensional subspace that lies in the carrier subspace for the D rep­

resentation of the subgroup H G G, and a two dimensional subspace that 

lies in the carrier subspace for the C representation. We arbitrarily pick two 

orthonormal vectors ^1 (0) a n d ^ 2 ( 0 ) t n a t lie in the range of P ( 0 ) and in the 

carrier subspace for the D representation. We let 

h1(X) = 
P(X= h1 (0) 

(Vi(o),P(x)Vi(o)) 

We let P\(X) denote the orthogonal projection onto the span of ^\{X) and 

define 

MX) = (1-P1(X))P(X) h2(0) 
(h2(0), (1 - P1 (X))P(X) h2 (0)) 

In a neighborhood of the origin, these two vectors form an orthonormal basis 

for the intersection of the range of P(X) and the carrier subspace for the D 
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representation. We let ^(X) = Kip1(X) and ip^X) = Kp2(X). Then 

i)3(X) and ip^X) form an orthonormal basis for the intersection of the range 

of P(X) and the carrier subspace for the C representation. The set of all four 

vectors is an orthonormal basis for the range of P(X). 

In this basis, the restriction of 

h1(X) = h(X) - 1 
4 (EA(X) + EB(X)) 

to the range of P(X) is represented by a self-adjoint traceless 4 x 4 matrix 

valued function M(X) whose entries are C2 functions that all vanish when 

X = 0. Because h(X) commutes with the two projections onto the carrier 

subspaces of the C and D representations and with the action of K, M(X) 

commutes with 
' 1 0 0 0 
0 1 0 0 
0 0 0 0 

,0 0 0 0 

and 

0 0 eluJ 0 
0 0 0 eluJ 
1 0 0 0 
0 1 0 0 

• ( Conjugation), 

where D(JC2) is multiplication by elU)It follows that M(X) must have the 

form 

a(X) /3(X) + i<y(X) 0 0 
(3(X)-iy(X) -a(X) 0 0 

0 0 a(X) p(X)-i-y(X) 
0 0 (3(X) + ij{X) -<x(X) 

. 

where a, /3, and 7 are C2 real valued functions. By direct computation, the 

eigenvalues of M(X) are 

± a (X)2 + /3(X)2 + y(X)*. 

Thus, the eigenvalues EA(X) and EB(X) cross precisely at those points X 

where a(X) = /3(X) = j(X) = 0, which generically defines a codimension 3 

submanifold T. 
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By standard Taylor series results, M(X) has the form M(X) = N(X) + 

0 ( | | X | | 2 ) , where 

N(X) = 
a-X b-X + ic-X 0 0 

b-X-ic-X -a-X 0 0 
0 0 a-X b-X-ic-X 
0 0 b-X + ic-X -a-X 

, 

for some vectors a, 6, and c. Generically a, fc, and c are linearly independent. 

By a rotation of the coordinate system we may assume that only the first 

three components of a, 6, and c are non-zero. 

If 7/o is any vector not tangent to T at X = 0, then we can rotate the first 

three coordinate axes so that the projection of TJQ into the three dimensional 

subspace spanned by a, 6, and c lies along the positive X1 axis. 

At this point, the Xj coordinates for j > 3 no longer play a role in 

the structure of N(X). Furthermore, without altering the basic structure 

obtained so far, we still have the freedom to rotate the X2 and X 3 coordinate 

directions, and we can perform X-independent unitary transformations of the 

two dimensional space spanned by the basic electronic wave functions ipi(X) 

and j)2(X). If we do such unitary transformations, we also redefine 3̂(X) and 

t4(X) to preserve the relations ip3(X) = K ^ 1 ( X ) and ^4{X) = K^2(X). 

We do these operations, mimicking the procedure used in our discussion of 

Type B crossings, to see that the following three conditions can be satisfied: 

1. The first component of a is non-zero. 

2. The first and third components of b are zero, but its second component 

is positive. 

3. The first and second components of c are zero, but its third component 

is positive. 
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Thus, we may assume that N(X) has the form 

3 

j=1 
djXj b2X2 + i c 3 X 3 0 0 

b2X2 - i c 3 X 3 -

3 

j=1 
a j X j 0 0 

0 0 

3 

j=1 
ajXy b2X2 - iC3X3 

0 0 b2X2 + ic3X3 -

3 

j=1 
ajXj 

. 

STRUCTURE OF TYPE J CROSSINGS Suppose a C electron Hamiltonian function 

h(X) has a Type J crossing of two multiplicity 2 eigenvalues EA(X) and 
EB(X) at X = 0. As in the earlier constructions, we let P(X) be the rank 
4 spectral projection for h(X) corresponding to both the eigenvalues EA(X) 
and EB(X). We arbitrarily pick a unit vector ^ i ( O ) that Ues in the range 
of P ( 0 ) , and we define ^2(0) — KV1 (0 ) - We then choose another unit vec­
tor ^3 (0) that is in the range of P ( 0 ) , but is orthogonal to both V'1(O) and 
^2(0)- We then let tp4(0) = Kp3(0). For Type II corepresentations of min­
imal multiplicity, D(K2) = — 1, and it follows that the four vectors form an 
orthonormal basis for the range of P ( 0 ) . We define 

v1(X) = 
P ( X ) ^ 1 ( 0 ) 

(V1(0),P(X)VI(0)> 
We then define $2(X) = K$1(X)- We let P1,2(X) denote the orthogonal 
projection onto the span of $1(X) and $2(X), and define 

MX) = 
(1-p1,2(X))P(X)Mo) 

'(V3(o), (i-Pi,2(x))P(x)M0)) 

We then define ^(X) = fctp^X). For each X in a neighborhood of the 

origin, these four vectors form an orthonormal basis for the range of P(X). 
In this basis, the restriction of 

hi{X) = h(X) -
1 
4 

(EA(X) + EB(X)) 

to the range of P(X) is represented by a self-adjoint traceless 4 x 4 matrix 

valued function M ( X ) whose entries are C2 functions that all vanish when 
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X = 0. Because h(X) commutes with the action of K, M(X) commutes with 

0 - 1 0 0 
1 0 0 0 
0 0 0 - 1 
0 0 1 0 

• ( Conjugation ) . 

It follows that M(X) must have the form 

a(X) 0 ß(X)+if(X) 6(X) + ie(X) 
0 a(X) -6(X) + ie(X) ß(X)-i-y(X) 

ß(X) - iy(X) -S(X) - ie(X) -a(X) 0 

6{X) - ie(X) ß(X) + ij(X) 0 ~a(X) 

. 

where a, (3, 7, 6, and e are C2 real valued functions. The difference between 
EA(X) and EQ(X) is the same as the difference between the eigenvalues of 
M(X). By direct computation, the eigenvalues of M(X) are 

± a(X)2 + B(X)2 + T(X)2 + 5 ( X ) 2 + e(X)2. 

Thus, the eigenvalues EA(X) and EB(X) cross precisely at those points X 
where a(X) = 3(X) = j(X) = S(X) = e(X) = 0, which generically defines a 
co dimension 5 submanifold T. 

By standard Taylor series results, M(X) has the form M(X) = N(X) + 
O(||X||2), where 

a-X 0 b • X + ic · X d · X + ie · X 
0 a·X -d · X + ie · X b · X - ic · X 

b · X - i c · X - d · X - i e · X - a · X 0 
d · X - z e · X b·X + ic·X 0 - a - X 

, 

for some vectors a, fc, c, d, and e. Generically a, 6, c, d, and e are linearly 
independent. By a rotation of the coordinate system we may assume that 
only the first five components of a, b, c, d, and e are non-zero. 

If 770 is any vector not tangent to T at X = 0, then we can rotate the 
first five coordinate axes so that the projection of TJQ into the five dimensional 
subspace spanned by a, 6, c, d, and e lies along the positive X\ axis. 

At this point, the Xj coordinates for j > 5 no longer play a role in 
the structure of N(X). Furthermore, without altering the basic structure 
obtained so far, we still have the freedom to rotate the X 2 , X 3 , X4 , and 
X 5 coordinate directions, and we can perform those X-independent unitary 
transformations of the four dimensional space spanned by the basic electronic 
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wave iunctions p1(X), p2(X), p3(X ) , and p 4 ( X ) that preserve the relations 

p2(X) = Kp1(X) and p4(X) = Kp3(X). We claim that by doing such op­

erations in generic situations, we can arrange for the following five conditions 

to be satisfied: 

1. The first component of a is non-zero. 

2 . b1 = b3 = b4 = b5 = 0, but b2 ± 0. 

3. c1 — C2 = C4 = C5 = 0, but C3 7 0. 

4. d1 — d2 = d3 = d5 = 0, but d4 ^ 0. 

5. e1 = e2 = e3 = e4 = 0, but e5 ^ 0. 

Thus, we may assume that N(X) has the form 

5 

j=1 
ajXj О 6 2 X 2 + I C 3 X 3 d 4 X 4 + I E 5 X 5 

0 
5 

i = l 

ayXy - D 4 X 4 + I E 6 5 X 5 6 2 - ^ 2 _ * C 3 ^ 3 

6 2 X 2 - ¿ 0 3 X 3 - ¿ 4 X 4 - ¿65X5 -

5 

j=1 
ajXj о 

¿ 4 X 4 — ¿ 6 5 X 5 6 2 - ^ 2 + ^ C 3 ^ 3 0 — 

5 

7 = 1 

ajXj 

To prove these claims we first note that if we replace ipj(X) by ^ ( X ) , 

where 

f1(X) = z1V1(X) + z2V2(X), with |z1|2 + |z2|2 = 1, 

f2(X) = Kf1(X), 

f3(X) = z3 t3(X) + Z4f4(X), with |z3|2 + |z4|2 = 1, and 

f4(X) = Kf3(X), 

then N(X) is transformed into 

a·X 0 b-X + ic-X d-X + ië-X 

0 â - X - d - X + z ê - X b-X-ic-X 

b-X-ic-X -d-X-ië-X -a-X 0 

.d-X-ië-X b-X + ic-X 0 - ô - J C 

We show below that by making an appropriate choice of the Zj, we can force 6, 

c, d, and è to be mutually orthogonal (and all non-zero in generic situations). 
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Once this is done, we rotate the X2, X 3 , X 4 , and X 5 coordinate axes, so that 

b, c, d, and e point along the X2, X 3 , X 4 , and X 5 , respectively. This proves 

the claims. 

Arbitrarily choosing the zy's is equivalent to arbitrarily choosing two ma­

trices U1 G SU(2) and U2 G SU(2), so that 

p1(X) 

p2(X) 
= U1 f1(X) 

f2(X) 

and 

f3(X) 
V > 4 ( X ) 

= U2 
M(X) 
M(X) . 

In this notation, 

b - X - ic - X -d - X - ie - X 
d - X - ie - X b - X + ic - X 

= u2 b - X - ic · X -d · X - ie · X 
d-X-ie-X b-X + ic-X 

U-1. 

The mapping 

( w i , w2, w3, w4) 1 — W = w1 — iW2 —w3 — iw4 
w3 — iw4 w1 + iw2 

is an isometric isomorphism of standard Euclidean IR4 into a subspace W of 

the 4 x 4 complex matrices endowed with the inner product {W1, W2) — 

\ t race (W{W2). Furthermore, the action of SU(2) x SU(2) on W given by 

W 1 — W = U2WU^1 is isometric on this space. Since SU(2) x SU(2) is 

connected, it follows that the corresponding action on Euclidean IR4 is given 

by 

(w1,w2,w3,w4) — (w1, w2, w3, w4) = ( w 1 , w 2 , w3, w 4 ) O U 1 , U2, 

where OU1,U2 G S O ( 4 ) . The mapping (U1, U2) 1—> OU1,U2 ls a grouP homo-

morphism. By explicit calculation, the differential of this map takes the gen­

erators of the Lie algebra su(2) x su(2) onto the generators of the Lie algebra 

5 o ( 4 ) . Thus, the map is a local isomorphism of the Lie groups. SU(2) x SU(2) 

is connected and simply connected, and 5 0 ( 4 ) is connected. It follows that 

the mapping is a covering map, and therefore is surjective (In fact, it is two-

to-one with kernel { ( I , I), (—I, — I) } . ) . If (b c d e) denotes the 4 x 4 matrix 
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whose columns are the vectors fc, c, d, and e, then we have 

b c d e) = {b c d e) Ou^uv 

where OJJUU2 can be taken to be any element of 5 0 ( 4 ) if U\ and U2 are 
chosen properly. Our claims are thus proved if we can show that any in-
vertible matrix A = (6 c d e) has the property that it maps some or­
thonormal basis (the columns of OU1,U2) into non-zero, mutually orthogo­
nal vectors { b , c, d, e } . To show that this is the case, we choose the or­
thonormal basis {v1, v2, v3, v4 } to be an orthonormal basis in which the real 
symmetric matrix A* A is diagonal. Such bases always exist, and one can 
always arrange for OU1,U2 = (v1 v2 v3 v4) to be in SO(4) . Then for i ^ j , 
(Avi, AVJ ) = ( V I , A*AVJ ) = µj (vi, VJ ) = 0. This proves the claim. 
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