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D E F I N I N G R E L A T I O N S 

OF C E R T A I N I N F I N I T E D I M E N S I O N A L G R O U P S 

BY 

V.G. KAC and D.H. PETERSON 

In our papers [8], [4], [5], we began a systematic study of the "smallest" 
group G(A) associated to a Kac-Moody algebra and of its "unitary form" 
K[A). The groups G(A) and K(A) are connected simply-connected topo­
logical groups, in general infinite-dimensional. A complex semisimple (resp. 
compact) connected simply-connected Lie group G (resp. K), and a certain 
central extension by C x (resp. S1) of the group of polynomial maps of Cx 
into G (resp. S1 into K), provide the simplest examples of such groups G{A) 
(resp. K(A)). 

In the present paper, we define the groups G(A) axiomatically, without 
reference to the corresponding Kac-Moody algebras. We then give a detailed 
exposition of the structure theory of the group G(A) sketched in [8]. For 
that, we develop a theory of "refined Tits systems" (§ 3), which are groups 
satisfying certain axioms which describe the groups G{A) more adequately 
than the axioms of usual Tits systems. In a similar, axiomatic fashion, we 
study the groups K(A). 

The second objective of the paper is to establish presentation theorems 
for the groups G(A) and K(A). In fact, both are special cases of a general 
presentation theorem for certain subgroups of a group with the structure of 
a Tits system (THEOREM A). The presentation theorem for G(A) states that 
this group is an amalgamated product of its "standard parabolic subgroups 
of rank < 2 " (this follows also from a theorem of TITS [9]). On the other 
hand, one can reduce the problem of explicit presentation of G(A) to that 
of the "Borel subgroup" of G(A) in terms of its generating 1-parameter 
subgroups. We solve the latter problem in the rank 2 case (PROPOSITIONS 
3.5 and 4.3) and state a conjecture in the general case. As an application 



166 V.G. KAC and D.H. PETERSON 

(COROLLARY 3.5), we generalize a theorem of NAGAO [9]. 
The presentation of K(A) is especially simple and elegant (THEOREM B). 

It is achieved by decomposing K{A) into a disjoint union of "cells", which 
also provides a solution to the word problem. Loosely speaking, our presen­
tation is a "real-cinalytic" continuation of a presentation of an extension of 
a certain Coxeter group by a power of Z/2Z. More precisely, we show 
that K(A) is an amalgamated product of compact groups of semisimple rank 
one and two, and moreover, write the relations among the subgroups of rank 
one explicitly. 

The "cellular decomposition" of K(A) mentioned above may be regarded 
as an algebraic fact underlying the cellular decomposition of the associated 
flag variety. This decomposition plays a key role in our forthcoming work on 
the topological structure of the groups K(A) [7].* 

A weaker form of the presentation theorem for compact groups was ob­
tained in [2] by making use of a topological argument, which does not gen­
eralize to the infinite-dimensional situation. THEOREM B shows that the 
definition of K(A) given in [2] coincides with ours. 

THEOREM B was presented at the conference "Combinatorics and alge­
braic groups" in Oberwolfach in June 1983 and in a lecture course by the 
first author at the University of Paris in the fall of 1983. After writing this 
paper, we learned about the paper [13], where a presentation theorem for 
compact Lie groups is proved by a similar method. 

It is a pleasure to acknowledge the two main sources of inspiration during 
our work on this paper : the book of STEINBERG [10] and the lectures [12] 
by and discussions with TITS. 

1. Coxeter systems 

Let S be a finite set, and let [mSjt)sttes be a Coxeter matrix on 5, i.e., 
a symmetric matrix of non-negative integers such that msj — 1 if and only 
if s — t. Let W be the associated Coxeter group, i.e., W is the group on 
generators S with defining relations 

(st)m*.* = 1 for s,t E S. 

(Note that for s = t, this relation gives s2 = 1.) The pair (W,S) is called a 
Coxeter system. If J is a subset of 5, then Wj denotes the subgroup of W 
generated by J. 

* A description of some of the results of this work is contained in the paper of the first 
author Constructing groups associated to infinite-dimensional Lie algebras, MSRI publications 
# 4, Springer-Verlag, 1985. 
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Given w G W, an expression w — s1 • • • Sk, where sl5.. ., sk G S, is called 
reducediî k is minimal possible, and one writes l{w) — k. 

The following two operations on words on S are called elementary : 

(El) delete a consecutive subword ss; 

(E2) replace a consecutive subword sts • • • (m3jt factors) by tst • • • (m3jt 
factors). 

Now we can state the first crucial lemma of the paper. 

LEMMA 1.1. — Any two words on S representing the same element of 
W can be transformed to a common word by elementary operations. 

Proof — This follows from [1, Ch. IV, § 1, n° 1.5, PROPOSITION 4 and 
LEMMA 4]. | 

COROLLARY 1.1. — If R andR' are reduced expressions of an element 
of a Coxeter group W, then R' can be obtained from R by elementary 
operations of the form (E2). | 

Let A = (a3it)Sites De a generalized Cartan matrix, i.e. aSiS = 2, aS)t 
is a non-positive integer for s / £, and aS)t = 0 implies at s= 0. Put 
mf3 = 1 and, for distinct s,t G 5, put mft = 2,3,4,6 or 0 according as 
as,tat,s — 0,1,2,3 or > 4. Let [W(A),S) be the Coxeter system associated 
to the Coxeter matrix {m^t). 

Let Q and Qv be free abelian groups on symbols a3 and a^,s E 5, 
respectively. Define a bilinear pairing Q x Qv —> Z by (a^, a") = a3)t. 

LEMMA 1.2. — The formulas 

(1.1) s • at = oct — a3,t&s ; s ' at — at ~ at,socvs 

define faithful actions of the group W[A) by automorphisms of Q and Qv 
respecting the pairing ( , ) . 

Proof — See e.g. [3, PROPOSITION 3.13]. | 

Remark. — If every off-diagonal entry of a Coxeter matrix is 2,3,4,6 or 
0, then the associated Coxeter group is called cryst alio graphic since then, by 
LEMMA 1.2, it has a faithful reflection representation by integral matrices 
(the converse is also true). These are precisely the Coxeter groups appearing 
in the sequel as the Weyl groups of certain infinite-dimensional groups G(A); 
the lattices Q and Qv will apear as the root and coroot lattices of the group 
G(A). The Coxeter system (W (A), S) and its action on Q (or Qv) determines 
the group G(A) uniquely. 
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2. The group G (A) 

Let A = (aSis')siS'€S be a generalized Cartan matrix. We associate to A 
a group G(A) as follows. 

For t G Cx and u G C , introduce the following elements of SLt2(C) : 

A(t) = * 0 
0 f"1 x{u) — 1 u 

0 1 y(u) = 1 0> 
u 1 

Let 6 denote the compact involution of SL2(C), i.e. e[a) — la , so that the 
fixed point set of e is SL^-

The following axioms (Gl), (G2) and (G3) determine, up to a unique 
isomorphism, a group G(A) and homomorphisms <ps : SL2(C) —•> G(A) for 
s G S. Here and further on, (ps(h(t)), (p3(x(u)) and <£>5(y(̂ )) are denoted by 
hs{t), %s{v<) and ys{u), for short. 

(Gl) There exists a faithful G(A)-module (V, 7r) over C such that each 
5L2(C)-module (V,n o <ps) is a direct sum of rational finite-dimensional 
submodules. 

(G2) a) /is(i)xs/(w)/is(i)_1 = xsi(ta9>3'u) and 

M*)2 / s 'MM*)-1 = 2/s'(*~as>s/u) 
for all s . s ' G S ^ G C x and « G C ; 

b) zs(u)2/s'W = y3>{v)x3(u) 
for all distinct s, sf G 5 and all t> G C. 

(G3) If a group G and homomorphisms (pfs : 5L2(G) —> G(s G 5) satisfy 
(Gl) and (G2), then there exists a unique homomorphism ^ : G(A) —» G 
such that <£>'s = ^ o ^ s for all 5 G 5. 

Put Gs = ^>S(5Z,2(C), s G S. It follows from the axioms that the 
subgroups Gs, s G S , generate the group G(A). Put Hs — {h3(t)\t G C x } , 
and let H be the subgroup of G(A) generated by the subgroups Hs. Since 
the x(u) and y(u) generate 51/2(0), (G2a) implies 

(2.1) h3{t)(pS' 
a b 
c d j 

hJt)-1 = v., a ta*>*'b 
t V c d 

In particular, H is abelian. 
In order to proceed, we need a digression on Kac-Moody algebras. 
Recall that the Kac-Moody algebra g'(A) associated to a generalized 

Cartan matrix A is the Lie algebra on generators es,/5,a£, 5 G S, with 
the following defining relations : 

(gl) « , e t ] = aSitet\ [ < , / t ] = -a3itft\ [e3,ft] = 0 if 5 ^ 
(g2) [es,/s] = <;[es,/s] = < = 0; 
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(g3) ( a d e , ) 1 " ^ = 0, (ad/s)1-a^/t = 0 \is±t. 

Then the avs are linearly independent [3, Chapter 1] and the group W^yl) 
acting on the coroot lattice Qv — ^ZseS ZaJ by (1.1) is called the Weyl group 
of g ' (A). For brevity, we write, Wj for W(A)j if J C S. 

The Lie algebra g'(A) admits a gradation g'(A) = ®aGg ga by the free 
abelian group Q on symbols a5, s G S, which is called the root lattice, such 
that go = 0 S Cavs, ga3 = Ce3 and g_a5 = Cfs [3, Chapter 1]. The height 
of ^23 k3as G Q is £ s 

Let A = { a G Q | ga / 0,a / 0} be the set of roots of g'(^4); 
it is jy(yl)-invariant [3, Chapter 3]. Put Z+ = { 0 , 1 , 2 , . . . } and Q+ = 

Z+a5 C Elements of A+ := fl A are called positive roots. One 
knows that A = A+ U — A+ (U denotes a disjoint union). Elements of 
Are :={wa3\we W(A),s G S} are called rea/ roots. Put A^f = AreflA+; 
then Are = A^e U -A^e (see [3, Chapters 1 and 5] for details). 

In § 4, we will need 

LEMMA 2.1. 

(a) Ifw G E W (A) andw / 1, then there exists s G S such thatw-as G — A ^ 

(b) If J is a subset of S, then 

weWj 
w • A ? = A'e 

sEJ 

Zc*3. 

(c) Ifse S, then the set $5 := {p E AT_£\Za3 \ « , / ? ) > 0} satisfies the 
following two properties. 

(i) A ^ = $ s U ( s - $ s ) U { a s } ; 
(ii) if ¡3 E$3, then 

A+ H (/? + Z+/? + Z+c*s) = $s H {/?,/? + as} . 

Proof — (a) is proved e.g. in [3, LEMMA 3.11]. Since (a3,w • a") > 0 
(w • at,aj) > 0 for all s,t e S and w G IV(A) by [6, p. 139], the argument 
proving [8, LEMMA 1] proves (c). (These arguments are reproduced also in 
[3, 2nd ed., Exercise 5.19].) 

To prove (b), first note that, for any f3 G Q, P + YlaeJ ^jOLs *s ̂ ./-invariant. 
Hence if /3 G Q and Wj • (3 intersects Q+ and — Q+, then /? G J2seJ Za3. 
This shows that A+ \ J2seJ ^as ls Wj-invariant, so that A+ \ J29eJ ^j0Cs c 
DweWj w-A^f. Conversely, if (3 G CiweWj W'A+, choose 7 G Wj-(3 of minimal 
height. Then 7 G A + , and (7, avs) < 0 for all s G J since 5-7 = 7 - (7, avs)ot3. 
If also 7 G I]SGJZQ:s , then 7 G ]C5eJ Z+as forces (7,0^) < 0 for all 
s G 5 \ J, since (at,a£) < 0 for all distinct s,t G 5, so that ( 7 , 0 ^ ) < 0 for 
all s G 5, which by [3, PROPOSITION 5.1e] contradicts 7 G Aie. This proves 
(b). I 
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A complex G(.A)-module (V, 7r) is called differentiable if the SL2{C)-
modules [V, ixo(ps) are direct sums of rational finite-dimensional submodules. 
Given such a module, we have a module (V,dn) over gf{A) defined by : 

d7r(es) = -f-7r(xs(u)) 
au 

u - U 

dn(fs) = 
d 

du 
(y x (u) ] 

\u = 0 

dTT«) = -rMh.it)) 
t = 1 

To check this, we have to show that the relations (gl)-(g3) are annihilated by 
n. Indeed, (gl) follows from (G2); the first part of (g2) is standard and the 
second part is clecir from (2.1); (g3) follows from (gl) and (g2) by [4, LEMMA 

1.1]. Moreover, the g'(yl)-module (V, dn) is integrable (in the terminology of 
[8]), i.e. all d7r(es) and dn(f3) are locally nilpotent. Conversely, an integrable 
g/(A)-module (V, dn) gives rise to a unique differentiable G(A)-module (V, n) 
satisfying n(x3{u)) = exp dn(ue3), n(y3(u)) — exp ¿TT(U/S), U G C. It follows 
that the definition of the group G(A) by axioms (G1)-(G3) coincides with 
that of [8]. 

If s,t G S and as¿ = at}3 = 0, then (gl) and (g3) show that es and f3 
commute with et and ft, and therefore G3 and Gt commute. 

The adjoint g/(A)-module (g'(v4),ad) gives rise to the adjoint G(A)-
module (g;(A), Ad), which is related to a differentiable G(A)-module (V, 7r) 
by 

(2.2) d7r(Ad(g)x) = ir(g)dn{x)(g)-1 for g G G(A), x G g'{A). 

This follows ivom the well-known formula (exp dn{a))dn(x) (exp — o¡7r(a)) = 
d7r((exp ad a)x), for any elements x and a of a Lie algebra and any of its 
modules dn such that ad a and dn(a) are locally nilpotent (see e.g. [3, 
(3.8.1)]). 

It is convenient to introduce an exponential map exp from certain subset 
of g'(A) into G[A), as follows. Let x G g;(^4) be such that dn(x) is locally-
finite for every integrable g'(A)-module (V,dn). If there exists g G G(A) 
such that n(g) -- expdn(x) for every integrable g'(A)-module (V, dn), we 
write : g — expx. It is shown in [8] that exp is defined on the set of all 
ad-locally-finite elements of gf(A) (but we will not use this fact). Note that 
x3(u) — expnes, y3(u) — expuf3 and h3{eu) — expuo;^ for all s G S and 
ueC.lt follows from (2.2) that 

(2.3) <7(exp x)g~1 = exp(Ad(^)x), g G G{A). 

Using integrable highest weight g/(A)-modules, one easily deduces as in 
[8] the following 

http://-rMh.it
http://ueC.lt
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LEMMA 2.2. 

(a) The homomorphism (Cx)5 —• G(A) defined by (ts)ses ^ Yls^s^s) 
is an isomorphism onto H. 

(b) The homomorphisms (ps are infective 
(c) Gs fl Gst = {l}fors^sf. | 

Put H+ = {Y[s hs(ts) | (t3)3Es £ RS+) where R+ denotes the multiplica­
tive group of positive real numbers, and put T — {\\3 ^s(^s) I [ts)ses £ 
(51)5}, where S1 denotes the unit circle. The homomorphism of LEMMA 
2.2(a) induces isomorphisms : RS+ ----->H+, (51)5 T. Note that 
H — H+ x T. 

Put s = <ps ( 0 1 / -1 0) ̂  ^ J j , s G S ; we have 

(2.4) S2 = fe3(-l). 

Recall formula (1.1). One knows that [3, LEMMA 3.8] : 

(2.5) Ad(S)ga = gs.a; Ad(fc)ga = ga for h £ H. 

Using (2.1), we have 

(2.6) S'/is(£)S/_1 = hs(t)h3,(t~as>s') for t G Cx. 

Another useful relation, obtained by calculating in S Z ^ C ) , is 

(2.7) y3{t) = x3{t-1)sh3{-t)x3{t-1), for t e Cx . 

LEMMA 2.3. — Ifs^s', then 

(2.8) ss's- • • = s'ss'... {mts' factors on each side). 

Proof ([11]). — We may assume that m^s, / 0. Let g and g' denote the 
left- and right-hand sides of (2.8). Then, putting t — s or s' according as 
mfs, is odd or even, we obtain, using (2.3) and (2.5) : 

gGtg'1 = G3i. 

(We also use the fact that SL2(C) is generated by the x(u) and y(u).) 
Therefore we have : 

g'g-1 = s'gi^g-1 e S'gGtg'1 = s'G8, = Ga,. 
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Interchanging s and s', we get g'g 1 G G5. By LEMMA 2.2(C), it follows that 

g'g-1 = 1. I 

Remark. — If we take 

S = <Ps 
0 ts 

-tjl 0 

where the ts G C x are arbitrary, LEMMA 2.3 and its proof remain valid. 

Let N be the subgroup of G (A) generated by H and all the s, s G S. Then 
if is a normal subgroup of N by (2.6). The group W — N/H is called the 
Weyl group of G(A). 

PROPOSITION 2 .1 . — There exists a unique isomorphism of W onto 
W(A) taking sH to s for all s G S. 

Proof — (2.5) and LEMMA 1.2 show that there exists a unique homo-
morphism from W to W (A) taking sH to s for all s G 5. Formulas (2.4) 
and (2.8) show that there exists a unique homomorphism from W (Aà to W 
taking s to sH for all s G S. | 

Using PROPOSITION 2.1, we identify S with a subset of W by identifying 
s G S with the coset s H G N/H = W. In the same way, we sometimes also 
identify W(A) and W. 

COROLLARY 2.1 . 

(a) (VF, S) is a Coxeter system with Goxeter matrix (m^s,)SjS/e5. 

(b) N is the group on generators s[s G S) and hs(t) [s G S and ( E C x ) 
with defining relations : 

(N1) 
(N2) 

(N3) 
(N4) 
(N5) 

hs{t)hs{t') = hs(W) ; 
hs(t)hs>{t') = hs,{t')hs{t) ; 

« '^ ( i )* ' -1 = M*)M*~°a 'a ' ) ; 
s2 = M - i ) ; 
ss's • • • = s'ss' • • • (mf3, factors on each side). 

Proof — (a) is immediate from PROPOSITION 2.1. Let 7V0 be the group 
with the generators and relations in (b), and let HQ be the abelian normal 
subgroup of iVo generated by the h3(t), s G S and t G C x . Since the 
relations (N1 - N5) hold in N by formulas (2.1), (2.4), (2.6) and (2.8), 
there exists a homomorphism fi of 7V0 onto TV mapping the generators to 
the corresponding elements of N. By (iVl), (iV2) and LEMMA 2.2(a), there 
exists a homomorphism (p of H onto HQ such that ¡1 o <p — id//. Hence, 
HQ fl ker/x = { 1 } . But H0 = /x~1(f/') by (a), so that ker¡1 C HQ. Hence, 
ker/x = { 1 } , proving (b). | 
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COROLLARY 2 .2. — The centralizer of H in N is H. 

Proof. — H is clearly an abelian normal subgroup of N. Since C is an 
infinite field, the corollary now follows from PROPOSITION 2.1, LEMMA 1.2 
and formula (2.6). | 

Let W be the subgroup of N generated by the s, s G and let H^2) be 
the subgroup of H generated by the s2 = hs(—1), s G S. (Note that W is the 
fixed point set in N of the involution of G(A) defined by xs(u)%<-* ys{—u).) 

COROLLARY 2.3. 

(a) H(2) — £ H\h2 — 1), and the inclusion W C N induces an 
isomorphism from W j' H{2) onto W = N/H. 

(b) There exists a unique map w i—» w from W into W satisfying 

(i) 1 = 1; 

(ii) s = <ps 0 1 
-1 0 for all s G S; 

(iii) ww' = wwf if w,wf eW and l(ww') = l(w) + l(wf). 

Ifip:W—+W is the canonical map, then w \-+ w is a well-defined section 
of the map ip. 

Proof — #(2) = {h G H\h2 = 1} by LEMMA 2.2(a). By PROPOSITION 

2.1 and LEMMA 2.3, N — WH and W HH is generated by the ^-conjugates 
of the s2, s G S. (a) follows, (b) follows from LEMMA 2.3 and COROLLARY 

1.1. | 

COROLLARY 2.4. — W is the group on generators s, s G S, with 
defining relations : 

(nl) isH-1 = ~s2i-2a*t. 
(n2) sts • • • = tst - • • (mft factors on each side). 

Proof. — For s G S, put h3 = s2. Then (nl) and (n2) imply : 

(ml) h* = l; 
(m2) hsht = hths; 
(m3) ihsi-1 = h3h~aSit] 
(m4) P = hs\ _ ^ 
(m5) sts • • • = £s£ • • • (raSjf factors on each side). 

Indeed, (m3), (m4) and (m5) are clear, and (ml) follows from (nl) with 
t = s. To check (m2), write htKhJ1 = J^M-1)*-1 = f^ / ip* ' ' ) *"1 = 

{ihsi-^ih'^i-^) = ( fc . / i ras, t ) ( fcr f l t f , tCs, t ) = ^ by (m3) and (m4). 
This verifies (m2). 
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The rest of the proof is essentially the same as that of COROLLARY 2.1(b). 
(One uses — 1 7^ 1 in C X to construct the analogue of (p. ) | 

Introduce the 1-parameter subgroups UOLs — {xs(u) | u G C } , s G £, 
of G(A). For a real root a = w • as, take n G N such that u> = nH and 
put I7a = nUagii"1. We have C7"a = n(exp gc*s)^_1 = exp(Ad(n)gas) = 
expg^.Q^ = expga; hence, the 1-parameter group Ua depends only on a. 
Note that U-OLs -- {ys(u) \ u G C}.We have : 

(2.9) nUafi"1 = Uw.a for n G N, we nH, a G Are. 

Recall that Are = A+ U -AT_£. Let £/+ (resp. £/_) be the subgroup of 
G generated by the subgroups Ua (resp. ?7_a), a G A + . (This definition 
is due to TITS [12]). These subgroups are analogues of maximal unipotent 
subgroups of reductive algebraic groups; they play an important role in the 
structure theory of the groups G(A), which we will discuss in §§ 3 and 4. 

Finally, it is clear from the axioms (G1)-(G3) that there exists a unique 
involution UJ of G(A) such that <p3 o e = uo o ips for all s G S (recall that e 
is the compact involution of S Z ^ C ) ) . We call UJ the compact involution of 
G(A). It is clear that the subgroups Gs and H are stable under UJ and that 
W is pointwise fixed by UJ. Furthermore, uj(Ua) = for all a G Are, and 
therefore w(U+) == U-. 

Remark. — {A) can be characterized by axioms similar to (G1)-(G3). 
Also, the category of all integrable g/(A)-modules and all g/(A)-module 
homomorphisms is isomorphic in the obvious way to the category of all 
differentiable G(A)-modules over C and all G(A)-module homomorphisms, 
and this isomorphism is compatible with tensor products, etc. 

3. Refined Tits Systems. 

We call a 6-tuple (G, N, 17+, C/_, i7, S) a refined Tits system if the following 
axioms hold* : 

(RT1) G is a group, and iV, £/+ and U- are subgroups of G; G is generated 
by TV and [/+; H is a normal subgroup of N; H normalizes U+ and U-; S 
is a subset of W :— N/H\ S generates W; s2 = 1 for all s G S. 

For a subgroup M of G and u> = ni7 G W, we write wM for nM and Mw 
for Mn if M D H, and for n~lMn if i7 normalizes M. 

(RT2) For 8 G 5, put f7s = I7+ n U3_. If s G S and w G VK, then : 

* The reader may compare this definition with that of a split BN-pair, extensively used 
in finite group theory. 
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(a) U;\{l}cUaHsU3; U'a / { 1 } . 

(b) U™ C U+ or U? C U- • 

(c) U+ = us(u+nui). 

(RT3) If u_ G 17_, n G iV, u+ G £/+ and u.nw^. = 1, then ?i_ = n = 
W-j- = 1. 

Throughout this section, we assume only that [G, N,U+,U-, H, S) is a 
refined Tits system. We will show in § 4 that (G(A),...) is a refined Tits 
system. 

Let B be the subgroup of G generated by H and C/_j_, so that B = H oc ¡7+ 
by (RT1,3). 

Remark. — If [G, N,U+,U-, H, S) is a refined Tits system, and if M is 
a subgroup of G such that U3 U {7/ C M for all s G 5, and M is generated 
by TV H M and L7+ n M, then (M, N n M,U+H M,U-D M, H H M, SM) is 
a refined Tits system, where S M corresponds to S under the isomorphism 
(N H M)/(H fl M) AT/iT induced by the inclusion AT n M C N. In 
particular, the subgroup of G generated by the U3 and ¿7/, and the subgroup 
of G generated by TV and the (7S, satisfy these conditions. 

LEMMA 3.1. 

(a) B n N = H. 
(b) IfseS, then sBs / B. 
(c) Le£ s £ S and w G W. Then : 

(i) Exactly one of the following holds : 
U™ C *7+ anrf ™ C U- ; 
Ussw C U+ and U™ C J7_ . 

(ii) sBw C BswUf and sBw c £sw U BwU3W. 

Proof — (a) follows from (RT3). 

To prove (b), note that UsHsBs = f [ / fnB]s C (U-DB)3 = |1> T5 1/, = 
U3HB. 

To prove c(i), note that ?7™ is contained in exactly one of U+ and 
(7_, and {7/™ is contained in exactly one of [/+ and f7_. But by (RT2a), 
U^U^U™ HiV / { 1 } . Since U- H N = {1} = /7+ H N by (RT3), tf™ and 
£7/™ cannot both be contained in t7_ or in U+. This proves c(i). 

To prove c(ii), we write sBw = s ^ + n l ^ ) / / ^ ] * / ; = ( [ / + n l ^ # s w k 7 C 
EswC/™ and sBw = ([/+ H U9+)UssHsw C (J7+ fl £ ^ ) ( { 1 } U U3HsU3)Hsw C 
BswUBwU*w. 1 

LEMMA 3.1 shows that (G,B,N,S) is a Tits system (see [1] for the 
definition). The following are some well-known properties of Tits systems [1] : 

(3.1) G = \JweW BwB [Bruhat decomposition); 

(3.2) {W,S) is a Coxeter system; 
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(3.3) l(sw) > l(w) O sBw C BswB for s G S and w G W. 
(3.4) P j := BWjB is a subgroup of G for any J C £, and any subgroup 
of G containing B is of this form. 

Since (VK, 5) is a Coxeter system by (3.2), we have its Coxeter matrix 
{™>s t)s tes {ms t is the non-negative integer satisfying ms tZ = {n G Z | 
(-*)" = i » . 

The groups Pj of (3.4) are called standard parabolic subgroups of G. We 
sometimes write Ps for P{s}, s G 5; these are called minimal standard 
parabolics. Note that for any J C 5, (Pj , Wj , 7f, [/+,£/_ Pi Pj,7f, J) is a 
refined Tits system. 

COROLLARY 3 .1. — The normalizer ofU+ in G is B. 

Proof. — The normalizer, say P, of [7+ in G clearly contains B. If P ^ J3, 
then sH C P for some s G 5 by (3.4), so that sH also normalizes B = HU+. 
This contradicts sBs / P from LEMMA 3.1. 1 

Let 7 be a set, and let (Mt)t6/ be an indexed set of groups. For i,j G 7, 
let M{ij} be a group and let <pij = Af^yj —* M{ be a homomorphism. 
(Note that M^jy — Myfiy.) The amalgamated product of the tpij is a pair 
(Af, (^ijie/)} unique up to a unique isomorphism, satisfying : 

(API) Af is a group, and the ipi : Aft —> Af are homomorphisms 
satisfying o (pi7- = <£>y o ̂ >yt for all i,j G 7. 

(AP2) If L is a group and if ipi : Aft- —• 7, z G 7, are homomorphisms 
satisfying ° <Pij = ° f°r a^ J G 7, then there exists a unique 
homomorphism xj) : M —* L satisfying ipi = tp o <pt for all i G 7. 

If the Aft- are subgroups of a group F and <pt-y is the inclusion Mt fl My C 
Aft for all i,j G 7, then we say that the group Af defined above is the 
amalgamated product of the Af,-. If, moreover, the canonical homomorphism 
V> : Af —> F defined by (AP2) is bijective, then we say that F is the 
amalgamated product of its subgroups M{. 

We say that a subgroup Afof G is W-graded if, putting Mw — Af fl BwB, 
we have for all w,wf EW : 

(3.5) A f w = Af^Af^, if Z ( W ) = Z(w) + Z(w'). 

The next two results hold for arbitrary Tits systems. 

THEOREM A. 

(a) Any W-graded subgroup Af of G is the amalgamated product of its 
intersections with the Pj, \J\ < 2. 

(b) G and N are W-graded subgroups of G. If L is a W-graded subgroup 
of G, and if Af is a subgroup of G satisfying Af (7 D P ) — L, then M is a 
W-graded subgroup of G. 
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(c) Let L be a W-graded subgroup of G, and let Zs, s G S, be subsets of 
G such that L Pi BsB = Zs(Ln B) for all s G S. Let M be a subgroup of L 
containing the Z3. Then M is a W-graded subgroup of G, and M fl BsB — 
ZS(M n B ) for all s G S. For s,t e S and zx G Z3, z2 G ZT, z3 e Z3,..., 
choose z[ E Zt, z2 G Z3, z3 G Zt,... and b G M fl B such that 

(3.6) ziz2z3 - - - — (z[z2zf3 - • - )b (mS)t factors z on each side). 

Then M is the amalgamated product of M fl B and the M D P3, s G S, 
modulo the relations (3.6). 

Proof — Let I be a W-graded subgroup of G, put BL — L fl B, and 
let the Z3, s G 5, be subsets of G satisfying L fl BsB — Z3BL- Note that 
LnP3 = ZSBL^BL D BLZ3. Since L is VK-graded, we have LnBsi • • • s^B — 
{LnBSlB) • • • {LnBskB) = {Z3lBL) • • • [Z3kBL) = Z3l--- Z3jcBL for every 
reduced expression si • • • s^. In particular, BL and the Z3 generate L. Choose 
relations (3.6) as in (c) (with M — L), and let L be the amalgamated product 
of BL and the L fl P3, s G 5, modulo the chosen relations. We may regard 
BL and the Z3 as subsets of L. We clearly have : 

(i) BL is a subgroup of L. 
(ii) Z3, s G 5, is a subset of Z. 

(iii) jBL and the Zs generate L. 
(iv) For all s G 5, J3L U Z3BL {= L fl P5) is a subgroup of Z. 
(v) For all s, t G 5, ZsZtZs • • • J5L = ZsZtZs ZsZtZs • • • BL 

(m3)t factors Z on each side). 
Using LEMMA 1.1, we deduce that for every g G L, there exists a reduced 

expression $i • • • s^, where s l5 . . . , Sk G 5, such that g G ZSl • • • ZSfci?£. Now 
let -0 : L —> L be the canonical surjective homomorphism defined by (AP2). 
If ip(g) = 1, then by (3.1), tp(g) G jBSI • • • s^B forces k — 0 and hence # G BL-
Since ^ is the identity on we deduce that g = 1. Hence, V> is bijective. 
This verifies (a) and also the case M = L of (c). 

We now prove (b). By (3.2) and (3.3), G and TV are VF-graded subgroups 
of G. Now let L be a VF-graded subgroup of G and let M be a subgroup 
of G satisfying M(L n B) = L. For w € W, put Lw = L D BwB and 
Mw = M f l PwJB. Then, if w,wf EW and l[ww') — l(w) + Z(w'), we have 

Mwwi (L D B) — Lwwi = LwLwi — MW[L n B)LW> 
= MWLW, = MWMW,{L n B), 

and hence 

M w = M w (M nf l ) = M w ( L n B ) f l M 
= MwMw,(LnB) H M = MWMW,(M n B) = MWMW,. 
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This verifies (b). (c) follows from (b) and the special case M = L of (c). | 

Remark — For M = G , TITS (see [9]) has proved a stronger version 
of (a) : G is the amalgamated product of N, B and the Ps. Actually, Tits 
defined the groups associated to g'(A) in this way [12]. Our results imply 
that our group G(A) is isomorphic to his "minimal" group. In [12] one can 
find also a discussion of the relationship of these groups to that considered 
by other authors. 

If X and yl5.. . , Yk are subsets of G , we write X = Y± • • -Yk [unique] if 
(<7i > • • • j 9k) h_• 9i ''' 9k defines a bijection from Yi X • • • X Yk onto X. 

The following crucial statement is a generalization of a theorem of STEIN­
BERG [10, THEOREM 15] . 

PROPOSITION 3 . 1 . — Ifw,w' eW satisfy l(ww') = l(w) + l(w'), and 
if X,Y are subsets of G satisfying BwB = XB [unique] and BwfB — YB 
[unique], then Bww'B = XYB [unique]. 

Proof — Fix subsets Xs of G, s E S, such that BsB = X3B [unique]. 
First, consider the case w — s G S. Then by ( 3 . 3 ) , we have Bsw'B — 
[BsB){Bw' B) = XsBw'B = XSYB. To prove uniqueness, suppose xyb = 
x'y'b', where x,x' G X9, y,y' G Y, 6 ,6 ' G B. If {x')~1x G BsB, then, by 
( 3 . 3 ) , y'b' — [x')~1xyb G Bsw'B, which is impossible since y'b' G Bw'B (the 
decomposition ( 3 .1 ) is disjoint). Hence, by ( 3 . 4 ) , the only possibility is that 
x'~1x G B. It follows that x G x'B and hence x = x'. But then yb — y'b' and 
hence y — y1 ,b — 6'. (This argument is due to STEINBERG [10].) 

Now, fix w G W. Taking a reduced expression w — si • • • s^, we deduce by 
induction on k from what has already been proved : 

BS1S2 - • • Skw'B — (BsiB)(Bs2 - • • Skw'B) = XSlXS2 • • • XSkYB[unique]. 

Put X7 = XSl - • for short; we have proved Bww1B — X'YB [unique] 
for any choice of Y. We have : Bww'B = X'YB = X'{BYB) = {X'B)YB = 
( X B ) 7 B = X ( E Y £ ) = X Y B . To prove uniqueness for any choice of X, we 
show : 

(3.7) z, z' G BwB and zBw'B n ^ w ' B / 0 => = s'B. 

Indeed, write ^ = xb, z' — x'b', where x,x' G X' and b,b' G jB. Then 
xB^ 'B H x'Bw'B / 0, hence xYB D x T B / 0, hence x = and (3.7) is 
proved. 

If now x,x' G X but x 7 B n x'YB ^ 0, then xB = X'JB from (3.7), so 
X = x', which implies the uniqueness in question. | 

LEMMA 3 . 2 . — The following three assertions on s G S and w G W 
are equivalent : 
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(i) U?cU+; 
(ii) C / r c [ / . ; 

(iii) l(sw) > l(w). 

Proof. — By LEMMA 3.1(C) and (3.3) we have : U ws C U+ => sBw c 
BswB => l{sw) > l(w) => sBsw </L BwB => U°w <f. U+ => Ussw C U- => 
U?cU+. I 

For [7™* = C, let G3 be the subgroup of G generated by U3 and 

COROLLARY 3 . 2 . — If s,te S and w G W, then : 
(i) U™ = Ut O wt = and l(sw) > l(w); 

(ii) f7™ = ¡7/ O wt = sw and l(sw) < l(w)\ 
(iii) [7™* = C Ur} = {Uu Ul) Owt = sw; 
(iv) G™ = Gt O wt = sw. 

Proof — Uwt = sw and Z(sw) > l(w), then ^ C U+ and [7™* = C 
U- by LEMMA 3.2, so that U? C (17+ n Ul) = Ut; since [7™* = C C C/S by 
symmetry, we get U™ = Now suppose that [/™ = Uf. Then [7™ C £/+ 
and U™* C[/_,so that /(sw) > l(w) and /(sit;*) < l(wt) by LEMMA 3.2. By 
[1], we deduce that wt = sit;. 

This proves (i); (ii) follows from (i), and (iii) follows from (i) and (ii). (iv) 
follows from (iii) since {U?,U;w} = {G™ n U+^G™ n £7-} and [7™* = C = 
{GtnJ7+,Gtn£/_}. | 

We now prove analogues of several of the results of § 2 for arbitrary refined 
Tits systems. 

COROLLARY 3 . 3 . 

(a) Let s, t G S, and assume that G3C\Gt — { 1 } . Choose s G G3C\ sH and 
i G Gtf)tH. Then 

(3.8) sts • • • = tst - - - (m3it factors on each side ) . 

(b) Assume that G3 D G% — 1 whenever s,t G 5 and mSjt > 2, and choose 
elements s of G3n sH, s £ S. Let W be a subgroup of N containing the s, 
s G S. Then : 

(i) There exists a function w —» w from W into W satisfying : 1 = 1; s, 
s E S, is as selected; wwf = ww' if w, wf G W and l{ww') = l{w) + l{w'); 
wH = w for all w EW. 

(ii) W is the amalgamated product of its subgroups W fl B = W D H and 
W r\P3 = W n{HU sH), seS, modulo the relations (8.8). 

Proof. — To prove (a), let g and g1 be the left-hand and right-hand sides 
of (3.8), respectively, and put w = sts • • • (m3)t factors) and r = w~ltw. 



180 V.G. KAC and D.H. PETERSON 

Using s2 — t2 — (s£)ms>* = 1, we have : r = s or r = £, so that 
r G 5, and = #'f. Using COROLLARY 3.2, we have ggf~x = gfg-1^1 G 
gGrg-lGt = G^Gt = GtGt = Gt and, similarly, g'g"1 G Gs. Hence, 
g'<7_1 G GsPlGt = { 1 } , so that g = ', proving (a). b(i) follows from (a) and 
COROLLARY 1.1, b(i) follows from (a) and THEOREM A . | 

PROPOSITION 3.2. 

(a) G — IJnG7v U+nU+ (Bruhat decomposition). 
(b) If w G W, then U+wB = U+{wH){U+ D U™) [unique]. 
(c) G = U+U-N. 
(d) If w,w' G W satisfy l{ww') — l{w) + l{w')> then : 

(i) J7_ nU%w' = (t/_ H [/^)™'(17_ H U%') [unique] ; 
(ii) U+ H 1 7 ^ ' = (17+ H U™)W\U+ H 17™') [unique] ; 

(iii) 17+ H U™' = (17+ H 17™)™'(17+ H U%w) [unique]. 

Proof. — By the axioms, we have BSB = U3B [unique] for each s G S. 
By repeated use of PROPOSITION 3.1, we deduce that if l(w) = k and 
ti; = si---**, where s l5. . . , sfc G S, then £™£ = U*fSkU**-Sk • • • U*£ B 
[unique]. But U£-*kU;i~8k --U33k C U- 0 U™ by LEMMA 3.2, and (17_ n 
U%)B C BWB. Since [ /_f lB = { 1 } , we deduce that 

J7_ n CT£ = Ull"'akUH"'ak • • • J7£ [unique] 

and 

(3.8.1.) Bw B = (17_ H 17™)£ [unique]. 

The first equality applied to ww' implies d(i), and (3.8.1) applied to w~l 
implies (b) by taking inverses. By applying d (i) to w,~1w~1, taking inverses 
and conjugating by ww', we obtain d(ii). 

By induction on l(w), we next prove 

(3.8.2) U% = (U% n U-){U% H 17+) [unique]. 

We may assume w ^ 1. Choose s G 5 such that l(sw) < l(w). Then 
U+ C USU^ by (RT2), so that U$ C U^U^. Since U? C 17_ by LEMMA 
3.2, the induction hypothesis gives U™ C U-U+. Therefore, 

U™ H B = (U™ n 17-17+) H 5 = 17™ H {U-U+ n 5 ) = 17™ n 17+, 

the last equality by (RT3). Since U% C BWB, (3.8.2) now follows from 
(3.8.1). 
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We now prove d (iii). Using (3.8.2) applied to w1 1 and w, we obtain 
U+ = {U+r\U™')(U+nU%') and U%w' = (U™w' fl U™')(U+W' Pi ¡7+'). Since 
JJW' N JJW' = {1}, we deduce 

[/+ H U%w' = (*7+ n t q ^ ' n um'){u+ n CT^' n U%'). 

But ¡7™™' n ¿7™' C f/_ by d(i), so that the first factor U+ n t^™' D CT?' is 
{ 1 } ; therefore, [/+ fl U ww' A = U+ fl ET^' n i.e., 17+ n ET^' c C/+'. By 
(3.8.2) applied to (wit;')-1 and d(ii), we have 

17+ - (f7+ H U0!w'){U+ H C^" ' ) [unique] 

= (17+ H U™)W'{U+ H ET?')(tf+ H t/"™') [unique]. 

Since the first and third factors are contained in £/+', and the second factor 

intersects C/+' in { 1 } , we obtain d(iii). 

By (3.8.2) applied to w = ni7, we have J7+n£/+ C nf7_E/+ for all n E N. 
If n,n' e N and E/+n£/+n£/+n,[/+ ^ 0, then n' G E/+nE/+ C nU-U+ and so 
n' = n by (RT3). Using (3.1), we deduce (a) and G = NU-U+. (c) follows 
by taking inverses. | 

COROLLARY 3.4. — fLeW U- = i 1 } ' 

Proo/. — Suppose u G f L e w U- - By I3-1) and PROPOSITION 3.2 (b) 
write u = u+u_n, where u+ G E/+, n £ N and u_ G ?7_ fl nCT+n""1. Then 
[C/"_(ntxn_1)~1]nw+ = 1, and nun-1 G £7_ by assumption, so that by (RT3), 
u- = nun~l and n = 1. Since w_ G £7_ fl nZ7+n_1 = £7_ Pi £7+ = { l } , we 
have u = 1. | 

PROPOSITION 3.3. 

(a) G = UnGN U-nU+ (Birkhoff decomposition). 

(b) If w E W, then U-wB = U-{wH){U+ fl C7£) [unique]. 

(c) G=U-U+N. 

Proof — If s E S and w E W, then sBw C BswU- U BwU- by LEMMA 

3.1 (c). We conclude that U+NU- is stable under left multiplication by N 
and ?7+ and hence equals G. Hence, G = G-1 = U-NU+. By (3.8.2) applied 
to w = n~lH, we have U-nU+ C /7_£7+n for all n E N. li n,nf E N and 
U-nU+ n U-riU+ 0, then n' G U-nU+ C U-U+n and so n' = n by 
(RT3). Using (3.1), we deduce (a) and (c). (b) follows from (3.8.2) applied 
to w-1 and (RT3). | 

PROPOSITION 3.4. — U- is generated by its subgroups U™, where s E S 
and w EW are such that l{sw) < l{w). 
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Proof. — Let U be the subgroup of U- generated by these U™. Then 
G = U'NU+ by the argument proving PROPOSITION 3.3(a). (We also use 
LEMMA 3.2 here.) 

Hence, U' C U.. C U'NU+, which implies C/_ = U' by (RT3). | 

We now determine the structure of U- in certain cases. 

PROPOSITION 3.5. 

(a) If s E S, w EW and l(w~1sw) — 2l(w) + 1, then 

U- H UV° C Bw-'swB U [U- H U%). 

(b) / / |S| = 2 and sES, then 

U_3) := U- H 
w e W 
l(w)>l(ws) 

U c + 

is a subgroup of U- . 
(c) If S — {s,i} and mSit = 0, so that W is an infinite dihedral group, 

then U- is the free product of its subgroups and defined in (b). 

Proof — In the situation of (a), write w = si (u» nu+) where k — l(w). 
Then we have, by PROPOSITION 3.2 d(i) applied to sw and by (RT2) : 

um n(ui\u+) = (u» nu+)(u;\{i}) 

C BlUsHsUs) 
C BsB, and hence, by (3,3), 

U- H (UV" \ Ul) C w-xBsBw C Bw~1swB. 

This proves (a). 
We now prove (b). Let S = {s,t}. If mS)t 7̂  0, we put w0 — sts • • • (mS)t 

factors). Using PROPOSITION 3.4, we then deduce that U™° D U- and hence 
that U (s) = U (t) = U-. If ms>t = 0, then it is easy to check that for 
n = 1,2,3,. . . , there exists a unique wn E W satisfying l(wn) — n > l(wns), 
and by using PROPOSITION 3.2 d(i) that E/_ n U+n c J7_ fl C/+n+1, so that 
Z/i^ is an increasing union of subgroups of U- and hence is a subgroup of 
U-. This proves (b). 

To prove (c), note that, by using PROPOSITION 3.4, U_ and U_ generate 
U- = e , For r E 5, put WW = {w G VP I / H = l(wr) < l(w)\; then 

^ \ { 1 } C U , „ W ( 0 Umc (w) BwB by using (a). Moreover, it is easy to check that if 
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w, eW^Kwo eWV*w* E W^SK . . . , then l[w\ • wn) = Z + - + l[wn] 
for n = 1,2,3,... Hence, by (3.1) and (3.3), if ux G (7i5j, u2 G 
^3 G , . . . and Ui, ^2, • •. 7̂  lj then UiU2 • - • un ^ 1 for n = 1,2,... 
Similarly, u2u^ • • -un+i ^ 1 for n — 1, 2 , . . . This proves (c). | 

Conjecture. — (7_ is the amalgamated product of its subgroups (7_ fl(7™, 
w G W. (PROPOSITION 3.5(C) confirms this when W is an infinite dihedral 
group; the conjecture is trivial when W is finite.) 

We can now prove a generalization of a theorem of NAGAO [9] : 

COROLLARY 3.5. — Assume that S = {$, t} and mSjt — 0, (so that W 
is an infinite dihedral group), and that (7_ — (7/ oc ((7_ H (71). Then the 
11 opposite minimal parabolic" P~ :— HGS oc ((7_ fl (71) is the amalgamated 
product of its subgroups HG3 and HU^ [defined in PROPOSITION 3.5 (b)). 

Proof. — Put Ux = (7is)H(71. Clearly, H normalizes (7X and (7*0(7! = { 1 } . 
LEMMA 3.2 and the assumption (7_ = (7/ a ((7_ fl (71) imply that (7/ 
normalizes Ui. PROPOSITION 3.2(d) shows that U s s U1 — U*Ui and that 
(7f = C/l^. We therefore obtain : 

(3.9) U_' = (7/ oc (7i, and Я normalizes U\. 

(3.10) сЛ1' = Щ. 

By using (RT2a), we obtain : 

(З .Ш я с 5 = ни; и и;ени;. 

Now, let PS be the amalgamated product of the subgroups HGS and 
HU^ of P ~ , and let Ф : P ~ —• P ~ be the canonical map. Identifying HG3 
and HU^ with subgroups of P ~ , let P be the subgroup of P~ generated by 
UgEHGs dUig"1. Fixing n G sH, (3.9) and (3.11) imply that F is generated 
by ?7i and \JuGUe unUi{un)"1. Let (7_ be the subgroup of P~ generated by 
UI and P . Using (3.9), we see that U- is generated by and nU\n~l. 
Clearly, Ф = id on U (s) and Ф maps n(7in-1 isomorphically onto t / ^ by 

(3.10). Hence, by PROPOSITION 3.5 (с), Ф maps (7_ isomorphically onto (7_. 
Since also Ф = id on HG3, we see that Ф is surjective. By using (3.11) and 
p- = Я С 5 Р , we have 

Р Г = Я(7_ U UlnHU-

= Я(7_ U nHU3U- С ( Я С , П NU+)U-
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If g G P~ andk [t, t -1] = 1, write g = g'u, where g' G HGS fl NU+ and 
u G {/_. Since * = id on HG3 and #(£L) C £/_, we have 1 = V(g) = 
*(#')#(u) = gf;*(u) and hence g' = k [t, t -1] = 1 by (RT3). But * is injective 
on U_. Therefore, u = 1 and so g — 1. This shows that \I/ is injective. | 

Let A: be a field, NAGAO'S theorem states that SZ/ 2(A:[t~ 1]) is the amalga­
mated product of its subgroups 

SL2(k) and geSL2lk\t-L\) g = 
* o 

* * 

We deduce this result from COROLLARY 3.5, as follows. Put 

G = SL2(k((t))), H = a 0 
0 a" 1 

a E kx 

U + 5 geSL2{k{t)) 9(t = 0) = 1 * 
0 1 

U- = aeSLo. kt-1}) g[t = oo) = 1 0 
* 1 

Let N be the subgroup of G generated 

by H and rti — 0 1 
-1 0 n2 = 

0 t-1 

-t 0 

Put 5 = {rixH, n2H} C N/H = W and s = nxH E S. It is easy to check that 
((?, iV, i7_j_, U-,H, S) is a refined Tits system. (To check (RT3), one notes that 
n E N and U-HnU+n-1 = {1} imply n E IT.) Since C/_ = U; oc (C/_nC/i), 
and since W is an infinite dihedral group, COROLLARY 3.5 applies. The 
conclusion is NAGAO'S theorem. 

Remark. — In the example above, it is easy to check that G is generated 
by N and [/+ by using the fact that k((t)) is a field. The corresponding fact 
for k [t, t -1] may be proved by using the density of k [t, t -1] in k((t)) and the 
fact that U+ is an open subgroup. Furthermore, using the involution t —• t~x 

of k [t, t -1] we deduce by using PROPOSITION 3.4 the well-known fact that 
SL2(k[t,t~1]) is generated by its subgroups 

SL2(k) and a bt~l 

ct d 
a b 
c d 

eSL2(k) 

Define a map 6 : U-HU+ —> H by 6(u-hu+) — h. 

PROPOSITION 3.6. — Ifw.w'eW and if l(wwf) = l(w) + llw'), then 

(3.12) e(n'-lgn'g')=n'-1e(g)n'e(gt) (o) (g') 
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for all g G BWB} g' G Bw' B and n' G w'H. 

Proof— First, we prove (3.12) for g' = 1. By (3.8.1), write g = 
u- hu+, where u_ e U- Ci U%, h e H and u+ G J7+. By (3.8.2), write 
n'~1u+nf = u'_u+, where u'_ G J7_ and G By PROPOSITION 3.2 d (i), 
([/_ H £/^)™' C f7_, so n ' - ^ - n ' G J7_. It follows that 

n'~ V = ((n,-1u_nO((n,-1/inO^(n,-1W)-1))(n,-1W)u,+ 
G [ / . ( n 7 - ^ ^ ) ^ , 

and hence 6(n'~~1gnf) = n'~1hn' = n'~19{g)n'. 
The proof of (3.12) for arbitrary G Bw' B follows by a straightforward 

calculation. Write g' = n,~lbn'b'where 6,6' G i?. Then 

6{n'-lgn'g') = 0{n'-x(gb)n'b') = Oln'-^gbWWb') 

= n'-le{gb)n'0{b') = n'-1e(g)9{b)n'e(b') 
= n'-1d(ff)n'(n'-1fl(6)n')fl(6/) 

= n'-1d(g)n'9(n,-1bn')6(b') 
= n'-10(g)n'6(n'-1bn'b') 
= n'-16(g)n>6(g'). 

PROPOSITION 3.7. — Let K be a subgroup ofG satisfying Kf)U+ = { 1 } , 
and put T — 6(K C\B). Let H+ be a normal subgroup of N, and assume that 
H = H+T[unique]. Assume that Us C KBs for all s € S. Assume that 
UMJ+ w is a map from W to N satisfying : s = sH for all s 6 5 ; 1 = 1 ; 
ww' = ww' for all w,w' EW such that l(ww') — l(w) + /(«/). For w G W, 
put 

(3.13) zw = {k e Kn BwB I eiw-H) e H+\. 

Then : 
(a) (i) G = KH+U+ [unique]; 

(ii) for all w G W, BwB = ZWB [unique] ; 
iii) for all w,wf eW such that l(wwf) = l(w) + l(wf), 

Zww> = Zw Zw> unique . 
(b) For s,t G S and mS)t elements Zi G Zs, z2 G Zt, z% G Zs,..., there 

exists a unique sequence of mS)t elements z[ G Zf, z2 G Zs, zf3 G Zt,... 
satisfying 

(3.14) ZiZ2z3 ''' — Z\ ZoZ* - - • (ms t factors on each side ) . 
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Furthermore, i f is the amalgamated product of its subgroups i f fl B and 
i f fl Ps, s G S, modulo the relations (3.14). 

Proof — For s G S, we have BsB = UssB C KBssB = if J3, and 
hence G = KB by (3.1) and PROPOSITION 3.1. But B = TH+U+ = 
TU+H+ = (KnB)U+H+ = {KnB)H+U+. Hence, G = KH+U+. If 
fc,fc' G if, G i i+, G 17+ and khu - k'h'u', then k~lk' <E K D B 
and Olk^k') = hh'~l G i i+. Since 0(if f) B) D ff+ = { 1 } , we conclude that 
/i = fe' and hence fc_1fc' = h'uu1"1^"1 G if Pi (7+ = { 1 } , so that fc = fc' and 
u — u*. This proves a(i). 

To prove a (ii), fix w G W. If k G if Pi BwB, choose t G if Pi B such that 
0(w_1A;) G H+0(t). Then = (fa-1)* G Using a (i), we deduce that 
BwB = ifjB fl BwB = ZWB. Now suppose that z,zf G Zw, b,b' £ B and 
z& = z'U. Put flf = 2" V = bb'~l G if H B, so that 0(w~ V ) = e{w~1zg) = 
e(w~1z)9{g). Hence, % ) = fl^"1^-1^-V) G T n H + = { 1 } , so that 
g G (7+ fl i f = {If . This shows that z — z1 and b = bf, verifying a (ii). 

To prove a (iii), fix w, wf G W such that l{wwf) — l(w) + l(wf). We claim 
that Z^Zu;/ C Zwwt. To verify this, let fc G Zw and fc' G Z^ / . Then 

kk' G E Zw Z w C (if H BwB){K fl JSw'B) 

C i f H (BwB)(Bw,B) = i f H Bww'B, 

and also 

0(ww' fcfc' = Ö((ÄÄ/)"1fcfc/) = ÖftD'-1 (tî>-1 fcltS7 (tS'-1 fc')) 

= w ü'-1d(ü-1kW6(ü'-1k') 

G w ü'~1H+w,H+ = ü+, 

the third equality by PROPOSITION 3.6. This proves the claim. We have : 
ZwZwi C Zww> ; BwB — ZWB [unique] and BwfB — ZW>B [unique]; 
Bww;B = ZwwiB[unique]. Using PROPOSITION 3.1, we deduce a(iii). 

(b) follows from (a) and THEOREM A . | 
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4. G(A) is a refined Tits system. 

Fix a generalized Cartan matrix A. Let G(A) be the corresponding group, 
defined in §2. Recall the subgroups iV, (7+,(7_ and H of G{A), the Weyl 
group W = N/H and the subset S of W, introduced in § 2. 

For s G S , put (7(s) = Uae(= expgaJ for short. We keep the "exponential" 
notation Mw of § 3. We shall see that J7(s) = (7+ H (71. 

PROPOSITION 4.1 . 

(a) G{A) is generated by N and (7+. 77ie group H is a normal subgroup 
of N; it normalizes (7+ and (7_. The set S generates W, and s2 = 1 for all 
s e 5. 

(b) If s e S and w eW, then : 

(i) U(s) is a subgroup o/(7+ fl (71, and 7? normalizes U(3\. 
ii L r , ^ m . 

(iii) ^ \ { 1 } C I / W M W . 
(iv j ^ } C I / + o r t / ^ c l / . . 
(v) (7+Ct/MC/l . 

c (i) IfweW and w^l, then Uj". C (7_ /or some s G 5. 
(ii) 7/w_ G C/_, h £ H, u+ G (7+ and u-hu + = 1, i/ien 

tx_ = h = u+ = 1. 

Before proving PROPOSITION 4.1 we use it to deduce : 

PROPOSITION 4 .2. — (G(A),N, U+,U-,H,S) is a refined Tits system, 
and U{s) = (7+ fl (71 /or a// s G S. 

Proof — (RT1) follows from PROPOSITION 4.1 (a). By PROPOSITION 
4.1 c(ii), (7_H(7+ = { 1 } . Hence, by PROPOSITION 4.1 b(i,v),(7(s) = U+C\Ui, 
which is U3 from § 3. (RT2) now follows from PROPOSITION 4.1 (b). To prove 
(RT3), suppose that U- G (7_, n G A7", u+ G (7+ and u_nu_|_ = 1. Then, 
since £/_ n (7+ = {1} by PROPOSITION 4.1 c(ii), we have 

{1} = U- fl (u-nu+)U+(u-nu+) 1 = u_(U- HnU+n )u_, 

so that (7_ Dn(7+n 1 = { 1 } . By PROPOSITION 4.1 b(ii) and c(i), this forces 
n G H. Now u- — n — u+ = 1 follows from PROPOSITION 4.1 c(ii), proving 
(RT3). | 

Parts (a) and b(i, iv) of PROPOSITION 4.1 are clear. Part b(ii) is clear since 
Ad(xs(l))/S = /s + av3 - es ^ f3. Part b(iii) follows from formula (2.7), and 
part c(i) follows from LEMMA 2.1 (a), PROPOSITION 2.1 and formula (2.9). 
To prove parts b(v) and c(ii), we need some constructions. 
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Henceforth, /7(g) denotes the universal enveloping algebra of a Lie algebra 
g. The use of (7(n+) to investigate [7+., exploited below, was one of the 
ingredients of Tits [12]. 

Recall that the Kac-Moody algebra g'(A) has a triangular decomposition 
g'{A) = n_ + go + n+, where 

n± = 
<*EA + 

g + x = 

a e Q + (0) 

g + x = 

We complete the universal enveloping algebra Í7(n_j_) with respect to its 

induced algebra gradation, obtaining an algebra J7(n+) consisting of all for­

mal sums X ^ _ Q f w^, where ua G Í7(n+) a. Let Í7(n_j_) be the subalgebra 

of Í7(n_|_) consisting of all such formal sums YloteQ+ Uqí satisfying the fol­

lowing condition : If (V, aV) is an integrable g'(A)-module and v G V, then 

dnfa^v = 0 for all but a finite number of a G Such a (V, d7r) then 

becomes a í7(n_+_)-module (V,ñ) by : if(X}u a )v = div^^v. 

For a G AV\ define a map exp : —» i7(n_L.) by : 

exp x = 
oo 

n=0 

(n\)-lxn. 

Let ?7+ be the subset of Í7(n+) generated by the expg^, a G A + , under 

multiplication, so that U+ is a group under multiplication with identity 1. 

LEMMA 4 .1 . — There exists a unique surjective homomorphism \& : 
?7_f_ —• /7+ sz¿c/& ¿/¿a¿ if = 7To^ /or ever?/ integrable g' (A)-module (V, oV). We 
have exp = \I> o exp on g^ /or every a G A^f. 

Proof. — Let (V, oV) be an integrable g /(yl)-module such that the associ­
ated C?(yl)-module (V, n) is faithful. Clearly, we have if (exp x) = 7r(exp x) for 
all x G g a , a G A + . Hence, 7r(i/_|_) = 7r(É7+). Since 7r is injective on we 
conclude that there exists a unique map ̂  : Í7+ —+ J7+ such that ñ = 7T O \I>; 
clearly, ^ is a surjective homomorphism, and exp = \I> o exp on every g a . 
If (V 7 , dn') is another integrable g'(A)-module, then the same reasoning ap­
plied to (V ®Vr^dnQdn') yields a homomorphism * 0 • Í7+ —» Í7+ satisfying 
if © if' = (7T © 7r') o \¡>0, i.e., if = 7T o * 0 and ir' = 7r' o $ 0 . Then * 0 = * by 
the first equality and the uniqueness of ̂ , so that if' = nf o \I> by the second 
one. I 

For s E S , put 
Y + 

x 

U xe 
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where a runs over A ^ \ {cts} with ±(a , a") > 0. 

LEMMA 4 .2 . — Let s G S. Then : 

(a) Y ± = n Y ^ n " 1 for all n G sH. 

(b) 17+ ¿5 generated by U^y andY~. 

(c) u z u - 1 ^ - 1 G y s

+ /or all u G i7(s) and 2? G F s

+ . 

Proof — (a) and (b) are clear. If u — exp a G I7(s) and z = exp 6 G F s

+ , 
then (ada) 26 = 0 = (ado) 2 a by LEMMA 2.1 (c). We have : 

uzu 1 = \Wexpa)\Hexp6)\I/(exp — a) 

= ^ ((exp a) (exp 6) (exp — a)) 

= Y 
oo 

n=0 

(m!)-1(-6) 

where x = (exp ad a)b = 6 + [a, 6]. Since a: and 6 commute, we get 

11.711. ^7 1 z= Vl/ 
OO 

x n=0 

(m!)-1(-6) 
oo 

•m=0 
(m!)- 1 (-6)' n 

m=0 

OO 

n=0 

fm!)-1(-6) 
oo 

m=0 

f m ! ) - 1 ( - 6 ) m 

m=0 
OO 

m=0 

(m!)-1(-6)b'n 

m=0 
xa 

n = x 
(m!)-1(-6)b'n 

Since exp[a, 6] G Y^4" by LEMMA 2.1 (c), we get uzu xz 1 = \I>(exp[a, 6]) = 
exp[a,6] G y s

+ . This proves (c). | 

COROLLARY 4.1 . — Let s e S, and let be the subgroup of 17+ 
generated by {uzu'1 | u G £7 ( S ) ,2 G F+ U F S " } . T/ien J7+ = 17 ( s ) U(3) 
normalizes U(s), and H U si7 normalizes . 

Proo/. — By LEMMA 4.2 (a,b), D+ = *7 ( s ) [ / ( 5 ) , and tf( s ) and H normalize 
U^s\ Thus, it suffices to show that if u G U(s) and z G Y"s

+ U7 S~, then there 
exists n G sif such that nuzu~ln~x G ?7( s). If z G Y<+, then ixzu - 1 G Y 5

+ Y 5

+ 

by LEMMA 4.2 (c), and hence nuzu~xn~x G Y~Y~ c £/(s) for all n e sH 
by LEMMA 4.2 (a). If ti = 1 and 2 G Y s~, then nuzu~ln~l — nzn~x G 
F+ C tfW for all n G si7. Finally, suppose u ^ 1 and 2 G Y5 . By 
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using PROPOSITION 4.1 b(iii), choose n E sH and ui,u2 E ¡7(s) such that 
nu — u\nu2n~x. Then 

nuzu~xn~x -- uxnu2n~x znu^n~xu~^x E u^nu^^ u2xn~xu^x 

C ^RIY + Y+N-1-1U1-1 

C U^-Y-U-1 C i7(s).u-1 C U (s) 

A g'^j-module (V, ¿7r) is called Q-graded if there is a vector space 
decomposition V = 0^eg satisfying <¿7r(ga)V/3 C Va+p. 

LEMMA 4 . 3 . — There exists a Q-graded integrable g'[A)-module V 
which is a faithful U (n+)-module. 

Proof. — One can take for V the direct sum of all integrable lowest 
weight g'(A)-modules. In more detail, given A = (\s)ses E Z+, define a 
1- dimensional í/(go + n_)-module C?;a by a^(Vji) = — ASva, n — (va) = 0. 
Let 

M*(A) = C/(g/(A))®l/(g0+n.)Ct;Al 

regarded as a Q-grade(i g'(A)-module, where the action is defined by left 
multiplication and the Q-gradation is induced from that of U{gf(A)) by 
putting deg i>a = 0. Then it is easy to see that the Q-graded g;(A)-module 
L*(A) = M*(A)/^s/7(n+)esA5+1(i;A) is integrable (c/. [3, Lemma 3.4]). We 
put 

V= 0 L*(A). 
AGẐ  

Hue U{n+)p, u ^ 0 and u{vA) = 0 in L*(A), then /3 - (\s + l)as E Q+ for 
some s E S. It follows that V is a faithful [7(n+)-module. | 

We say that a subgroup F of G{A) is graded if u_ E Í7_, h E ií, E {/_}_ 
and u_ /m+ E F imply u_ ,h,u+ E i \ 

LEMMA 4 . 4 . — Le¿(y,7r) be a Q-graded integrable g'(A)-module. Then: 

(a) ker7r is a graded subgroup of G{A). 

(b) IfV is a faithful U(n+)-module, then V is a faithful U[n^)-module. 

Proof. — If u E Í7+ and v E V^, then 

n{u)v - v E ^ V^+a, 
c*eQ+\{o} 

so that Í7+ is "upper triangular" on V. Similarly, H — expgo is "diagonal" 
on V and U- is "lower triangular" on V. If now i¿_ E Í7_, /i E if, t¿_|_ E [/+ 
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and U-hu^ G ker7r, then, for all v G Vp, /3 E Q, we have 

TT(U+)V — v — n(h~1uZl)v — V 

e 

aeg+\{o} 

Vß+cx 
x E - 0 

Vß+<* = (0) 

Hence, n(u+) = 1, so that u+ G kern and, similarly, u_ G ker7r and so 
finally ft G ker7r.(a) follows, (b) is clear. | 

COROLLARY 4.2. 

(a) The homomorphism \I> O/LEMMA 4.1 is an isomorphism from U+ onto 
u+. 

(b) If U- G U-, h G H, u+ G U+ and U-hu+ = 1, then u_ = ft = = 1. 

(c) IfseS, then U(s) ¿ {1} and t/+ = U{s) oc (/7+ fl U$). 

Proof — (a) is clear from LEMMAS 4.1, 4.3 and 4.4(b). Suppose u__ G Í7_, 
ft G i í , G 17+ and u_ftu+ = 1. By LEMMA 4.4(a), u+ G ker7r for every 
Q-graded integrable g'(A)-module (V,dn)', by LEMMAS 4.1, 4.3 and 4.4(b), 
this forces = 1. Similarly, by using the involution UJ of G(A), we conclude 
that t¿_ = 1. Hence, ft — 1 also, proving (b). The first part of (c) follows 
from (a). Fix s G 5. Then 

u(s) nuicu3__nui = (u. n u+ Y = { i } 

by using (b). By COROLLARY 4.1, ¿7+ = U{s)U^),U^> c e/+nE/|, and I7(s) 
normalizes [/00. Hence, (7+ = f/(s) cx and f/(s) = [/+ fW*. This proves 
(c). 

Proof of the reminder of PROPOSITION 4.1 is immediate from COROLLARY 

4.2. | 

We shall henceforth use the results of §3, applied to G {A), without 
invoking PROPOSITION 4.2 each time. 

PROPOSITION 4 .3. — Let A — (_2n~2m) be a 2 x 2 matrix with 
m, n G Z_|_ and ran > 4. Let (W(A),S) be the associated Coxeter system, so 
that S = {s,t} and msj = 0. Put 

A* = {(s i )}* • as I jfe G Z+} U{(si)}* • as • a¿ | G Z+} 

and 
A\_ = {(¿s)fc • a, I ¿fe G Z+} U {{ts)kt • as | fc G Z+}: 

50 £fta£ A+ = U A+ . For r E S, let f7Jrj 6e the subgroup of £7+ C G(A) 
generated by the Ua, a G A+ . Tften £/+ ¿5 £fte /ree product of its subgroups 

U[s) anduP. 
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Proof. — Using the involution w, this is clear from PROPOSITION 3.5(C).| 

Remarks. — (1) For m = n = 2, i.e. for the case A^\ PROPOSITION 4.3 
was stated in [8, Example]. 

(2) For m,n > 2, each group [7+*̂  from PROPOSITION 4.3 is the direct 

sum of its one-p2Lrameter subgroups Î7a, a G A+ ; otherwise, each is a 
two-step nilpotent group. 

(3) We conjecture that, in general, /7+ is the amalgamated product of its 
subgroups E/+ fl ¡7™, w G W. (This is a special case of the conjecture of § 3.) 

We now explore some features of G (A), which are related to the Q-
gradation of g'(A). 

S is called indecomposable if, whenever J is a subset of S such that 
J ^ 0 and J ^ 5, there exist s G 7 and t G S \ J such that s£ ^ £s. 
(This corresponds to the indecomposability of -A.) The following are general 
properties of Tits systems [1] : 

(4.1) If S is indecomposable and F is a normal subgroup of G(A), then 
FB = B or FB = G (A) 

(4.2) The center of G(A)is contained in B. 

We will also use the following special properties of G(A). 

(4.3) G (A) is generated by the U3 and CTf, s <E S. 

(4.4) f W ^ = {!>• 
Indeed, (4.3) is clear, and (4.4) follows from COROLLARY 3.4 by using the 

involution U). 

We call a subgroup F of G( A) weafcfy araded if F Hi7ssP = (Ffl /7/) (P fl P) 
for all s G 5. Note that every graded subgroup of G (A) is weakly graded. 
Let C be the center of G{A). 

PROPOSITION 4.4. 

(a) C C H. 

(b) Let F be a weakly graded normal subgroup of G (A), and suppose that 
S is indecomposable. Then F = G (A) or F C C. 

Proof — C c H follows from (4.2) and (4.4). Now let F be a weakly 
graded normal subgroup of G (A), and assume that S is indecomposable. Sup­
pose that PP = P. Then F C P and hence, using (4.4), F C f]wEW BW = 
H. If h G F and u G 17+, then huh~lu~l E F f) Î7+ = { 1 } . Hence, /i cen­
tralizes {/+; similarly, h centralizes f7__. (4.3) now shows that F C C. Now 
suppose that FB ^ P. Then P P = G (A) by (4.1). Hence, for all s E S, 

C//P = t / /p n P P = {u;b n P ) P = {u* n P ) ( P n P ) P = {u; n P ) P . 
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Since UI D B = { 1 } , we conclude that C F and therefore Us C F for all 
s G S. Hence, by (4.3), F = G(A). I 

We sometimes write H(A) for i í , Í7+(A) for U+, etc., to emphasize the 
dependence on A. 

COROLLARY 4.3. 

(a) Let A' be an indecomposable generalized Cartan matrix, and let \£ : 
G(Af) —• G(A) be a homomorphism such that SB(U±(A')) % C U± and 
^{H{A')) C H. Then either kertf = G{A') or else 

ker* C Center {G{A')) C H(A'). 

(b) If J is a subset of S and Aj = {aSyt)3)teJ ^s the corresponding principal 
submatrix of A, then the obvious homomorphism G (A j) —• G{A) is injective. 

Proof. — (a) follows from PROPOSITION 4.4, since ker* is graded and 
hence weakly graded. Since the homomorphism of (b) is injective on H, (b) 
follows from (a). | 

COROLLARY 4.4. 

(a) If (V, dn) is a Q-graded integrable g' [A)-module and if A is indecom­
posable, then kern = G(A) or kern C C C H for the corresponding G(A)-
module. 

(b) The direct sum of all irreducible highest weight modules with funda­
mental highest weights (see [3, Chapter 10] for the definition) is a faithful 
differentiable G(A)-module. 

Proof — (a) follows from PROPOSITION 4.4, since KER7R is graded and 
hence weakly graded. Since the module of (b) is a faithful íí-module, (b) 
follows from (a). | 

COROLLARY 4.5. — Assume that the generalized Cartan matrix A is 
indecomposable and not of affine type, and let (V, dn) be an integrable g'(Á)-
module. Then kern = G(A) or kern C C C H for the corresponding G(A)-
module. 

Sketch of proof. — Since A is not of affine type, there exist integers fcs, 
s G 5, such that a3>{J2ses fc*as) > 0 for a11 s' e S [3> THEOREM 4.3]. For 
t G C x , put h(t) = Ylses hs(t)k°. Define a Z-gradation g'(-A) = ©nezgn by 

gn = {x E g'{A) I Ad(h(t))x = tnx for all t G C x } . 

Now let (V, dn) be an integrable g/(A)-module. Define a Z-gradation V — 
©nGzVn by 

Vn = {v G V I n{h{t))v = tnv for all t G C x } . 
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These gradations are compatible, and by imitating the arguments proving 
LEMMA 4.4(a), one shows that ker7r is a graded subgroup of G{A). COROL­
LARY 4.5 now follows from PROPOSITION 4.4. | 

COROLLARY 4.6. — Ad is faithful on U+. Moreover, ker Ad = C C H. 

Proof — This is clear from PROPOSITION 4.4. | 

Remark. — One may also prove the first part of COROLLARY 4.6 by 
defining a map log from U+ to n+ C C/(n_|_) and noting that the center of 
g'{A) is contained in go. However, this procedure is not valid over a field 
of positive characteristic, and also involves the Campbell-Hausdorff formula. 
For these reasons, we omit this approach here. 

The following statement is clear from [G2a] (we use that t2 ^ 1 for some 
* G C X ) : 

(4.5) If s G 5, then the centralizer of H in Us is { 1 } . 

PROPOSITION 4.5. 

(a) Let F be a graded subgroup of G(A) containing N such that F PiUs = 
{1} for all seS. Then F = N. 

(b) The normalizer of H in G(A) is N. 

Proof — We first deduce (b) from (a). Let TV be the normalizer of H 
in G{A). Then N contains N. Suppose u_ G £/_, h G H, u+ G £/+ and 
u_hu+ G N. Put n — U-hu+. If h! G H, then 

u+h'ufh'-1 = {u^h)'1){nh'n-1){u^h)h1-'1 G U+nHU. = { 1 } , 

so that u+ centrcilizes H and, similarly, u_ centralizes H. Along with (4.5), 
this verifies the hypotheses of (a) with F — N. Hence, by (a), N = iV, 
proving (b). 

We now prove (a). We first show that N normalizes F fl £/+. Indeed, 
suppose that s G 5, n G sH and u G F Pi [/+. By (3.8.2), write nun"1 — 
U\U2, where Ui G U- fl n(7+n_1 and u2 G Since n,u G F and F is 
graded, we obtain u\,u2 G -F. But then n~1uin G JP fl Us = { 1 } , so that 
tlx = 1 and hence nun~l — u2 G F fl /7+. This shows that TV normalizes 
F H C/+. Hence, F fl ?7+ C u_, u + G ̂ + = {1} by (4.4). Now let g G By 
PROPOSITION 3.2(a,b) write # = u+u_n, where n G N, w_ G U_ D nCJ+n-1 
and G E/+. Since g,n E F and F is graded, we have u_, u + G Hence, 
u+, n~1u_n G F (1 £/+ = { 1 } , so that g = n G N. This proves (a). | 

COROLLARY 4.7. — The centralizer of H in G{A) is H. 

Proof. — This follows from PROPOSITION 4.5(b) and COROLLARY 2.2. | 
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We now discuss Levi decompositions of parabolics. 

PROPOSITION 4 . 6 . — Let J be a subset ofS, and put Mj = PJC\W{PJ), 

Jj = MjnU+ and UJ = f)weWj ^ + • Then Pj = Mj oc UJ and, moreover : 

(a) M j is generated by H and the Gs, s G J. 

(b) Uj is generated by the Ua, a G A+ fl Ylsej Zas. 

(c) UJ is the smallest normal subgroup of C/+ containing the Ua, a G 

A ï j Zas. 

Proof — Let M j , UJ be the subgroups asserted in (a), (b) and (c) to be 
Mj, UJ and UJ. Clearly, we have : 

(4 .6) U+ = UjUJ. 

(4 .7) HWj cMj cMj. 

We shall prove the following assertions : 

(4 .8) UJCMJ. 

(4 .9) Mj normalizes UJ. 

(4 .10) MjHUJ = | 1 ) . 

We first show that these assertions suffice to validate the proposition. 

Since HWj C Mj by (4 .7) and ÛJ C 17+ by ( 4 . 6 ) , (4 .9) gives UJ c UJ 
By ( 4 .6 ,7 ,8 ) , Êfj C Uj; by ( 4 . 6 ) , C/jt/-7 C UjUJ; by ( 4 .10 ) , £7/ Pi (7J = { 1 } . 

These yield : 

(4 .11) Ûj = Uj and UJ = UJ. 

By (4 .6 ,7 ,8 ) , Mj and UJ generate Pj ; by ( 4 . 9 ) , M j normalizes J7J ; by 
( 4 . 7 ) , Mj CMJ C P J ; by (4 .10, 11) , Mj n C/J = { 1 } . These yield : 

(4 .12) Pj = M j OC CT-7 and M j = M j . 

The proposition follows from (4 .11) and ( 4 .12 ) . 

It remains to verify ( 4 . 8 ) , (4 .9) and (4 .10) . (4 .8) follows from LEMMA 

2.1(b). COROLLARY 3.6 applied to the refined Tits system (Pj , HWj, Î7+, 
P j H i7_, iJ, J) implies f]weWj{Pj fl Î7_)™ = { 1 } ; applying w, we deduce 
(4 .10 ) . Finally, we verify ( 4 .9 ) . Suppose 5 G and put 

Y + = 

x 
\ua, 

where a runs over ( A ^ fl J2teJ ^at) \ {as} with ± (a , aj) > 0 and 

Y + = 

Q: 

Ux -
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where a runs over A ^ \ Y2teJ ^at w^n :^(a5as} — 0-
Let Ui be the subgroup of U+ generated by {uxu~x \ u G Us,x G 
X+ U X and let U2 be the subgroup of C/+ generated by {us/u-1 | w G 

Us y £ ^ + U F " } . Using LEMMA 2.1 (c), the argument proving COROLLARY 

4.1 shows that i7Gs normalizes U\ and [/2- Let [/3 be the subgroup of 
i7-|- generated by {u\U2u\x | u\ G Ui,u2 G £/2}; since Us, U\ and [/2 
generate and since f7s normalizes J7i and [/2, we deduce that [/3 is the 
smallest normal subgroup of 17+ containing U2. Hence, Us = UJ, so that 
HGS normalizes UJ. Varying s G J, we obtain (4.9). | 

Remark. — It is easy to show that, for all j G J, Pj is the normalizer of 
UJ in G(A) and Mj is the normalizer of Mj in P j . 

We conclude this section with some technical results about "finite-dimen­
sional" subgroups of [/+. 

PROPOSITION 4 . 7 . — Let a, (3 G A ^ . Then the following assertions are 
equivalent : 

(a) | (Z+a + Z+/3)nA;e | < co. 

(b) For some w G W, one has : w • a, w • (3 G — A^f. 

(c) {Ua,Up) is contained in the subgroup ofU+ generated by the Uly where 
7 G (Z + a+ Z+f3) H A'e and 7 7̂  a,(3. 

Sketch of proof — (We use here some notions defined e.g. in [3, Chapter 
5]. First, suppose (a,0v) > 0 and (/3,av) > 0. Then (a) and (c) hold 
by LEMMA 2.1c(ii) and the argument proving LEMMA 4.2(C). We have 
(1 - (I3,av){a,f3v))(3 = ((3,av)rp -a + ra-(3, hence ra • /3 < 0 or rp • a < 0. 
If ra • (3 < 0 (resp. rp - a < 0), then w = ra (resp. = r/3) satisfies (b). 

Now, suppose (a,/3v) = 0 = {(3,av). Then (a) and (c) hold by LEMMA 

2.1c (ii) and the argument proving LEMMA 4.2(C), and w — rarp satisfies 
(b). 

By [6, p. 139] or [3, 2nd ed., Exercise 5.19], the only remaining case is 
(a,f3v) < 0 and (f3,av) < 0. By using W, we may assume that ¡3 = as for 
some s G S. If a — as G A, put 7 = a — as; otherwise, put 7 = 0:. Then : 

/ ? , 7 e A l e ; ( g ' ( 2 ? ) ? ) = g'fA) 0 and fr,/n<0: l - 0 é A. 

Put T = { 1 , 2 } , and define a generalized Cartan matrix B = (bt)U)t,u£T by 
&n = b22 = 2, &12 = (7,/?v), £>2i = (/?,7V). Let ai,a2 be the corresponding 
generators of the root lattice of the Kac-Moody algebra g'{B). One can 
show that there exists a homomorphism \I> : g'(B) —• g'(A) such that, if 
kj G Z and 6 = fc/3 + /7, 6 = fcc^i + Za2, then « G(g'(2?)?) = g'fA) { G A !*(£), 
and *(g'(2?)?) = g'fA)* if 8 G Are. Since the induced homomorphism from 
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G{B) to G(A) is injective on U+{B) by COROLLARY 4.3(a), and since the 
implication (b) => (a) always holds by LEMMA 4.5(e) below, this reduces us 
to the following case : 

A is a generalized Cartan matrix (^n~™) wnere ra,n > 0; /? = a 1 
a = a2or a2 + « i ; (a,Pv) < 0. 

First, suppose ran > 4. Then the (rQ,1rQ,2)fc-ai, k = 0,1, 2 , . . . , are distinct 
elements of ( Z + a + Z+/3) fl A + , so that (a) is false and hence (b) is false. 
Moreover, in this case (c) is false by PROPOSITION 4.3. 

Finally, suppose ran < 3. Then W(A) is a finite dihedral group and 
wG(A+(A)) = — A+(A) for the longest element w0 of W (A) Therefore 
(b) holds, and hence (a) holds. One can show that (c) holds by using the 
theory of algebraic groups over C, but we will give a self-contained argument 
instead. Put w = ra2 if a = a2 and w = rOClr(X2 = r^2ra if a = c*i + a2. 
Using COROLLARY 4.2(C), one shows that : Ua normalizes U+2 fl U_f2 a, 
and Up C U+2 n C/^r« c jrjw so that ( c / a j ^ ) c (Ux, Ub) Up normalizes 
LT+ H U + B) and Ua C C/L4. fl tfj"1, so that ([/<*, C^) C tf+ai. Therefore, 
(UaiUp) C I7+ai fl But by using PROPOSITION 3.3(d), one sees that 
U+1 H tf£ is the subgroup defined in (c). H ence, (c) holds. 

This verifies that in all cases, (a), (b) and (c) are true or false simultane­
ously. I 

For w eW, put ${w) = A^e n -w • A + . 

LEMMA 4 .5. — Let w,w' eW satisfy l(wwf) = l(w) +l(w'). Then : 

(a) * H = A!f nEtt€*(w) Z+a' 
(b) For a e AT_£, a G ${w) if and only if Ua C U+ fl U^~'. 
(c) $(1) = 0. For 0 G 5, $(s) - = {as} 
(d) <J>(u>w') = Q (w) U w • $(u>'). 
(e) |*(u,)| = / ( « , ) . 

Proof — Since Are is W-invariant, is a semigroup and A+ = ArenQ+, 
(a) is clear. We have U£ = Uw-i.^ U+ n £/_ = { 1 } , Are = A ^ U - A ^ f , and 
£/« C U± O a G ± A + for a G Are, so that (b) is clear, (c) is clear, and (e) 
follows from (c) and (d). 

It is easy to deduce (d) from PROPOSITION 3.2(d). | 

LEMMA 4.6 [10]. — LetF be a group, and let F\,..., Fk be subgroups 
of F satisfying : for i — 1,..., k, FiFi+i • • • Fk is a normal subgroup of F ; 
F = F\F2 ''' Fk [unique]. Then we have, for any permutation a of {I,..., k}, 
F = F*(i)Fa(2) ' • • Fa(k) [unique]. | 

PROPOSITION 4.8. — Let $ be a finite subset of AL6 satisfying $ = 
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A+ H ]C/3e$> '^i+P> and ^ Pit-'-iPn be an enumeration of Then U — 
Up1 '-'Upn [unique], where U is the subgroup ofU+ generated by the Upk. 

Proof. — We may assume by using W that as G $ for some s G S. Let 
= as, 7 2 , . . . , 7n be an enumeration of $ such that the height of 7,-_i is 

at most that of 7», 2 < i < n. By PROPOSITION 4.7, f7 = Ull • • • C/7n, and 
Ulk - • • Uln is a normal subgroup of U for fc = 1, . . . , n. 

Put U' = Ul2--U^n. Since I77l f i t / ' C C/5 n = { 1 } and since 
JJ = U11U', we obtain J7 = U11U' [unique]. By induction on n, 

U' = C/72 • • • Uln [unique]. 

Hence, 

JJ — U^1Ul2 - - • Uln [unique]. 

Now we apply LEMMA 4.6. | 

COROLLARY 4 . 8 . — IfweW, then 

U+ClU™'1 = Up1---Upri [unique] 

for any enumeration . . . ,(3n of $(w). 

Proof — We proceed by induction on l(w), the cases l{w) < 1 being 
trivial. Choose s G S such that l(sw) < l{w). Then ¡7+ n U™'1 = (U+ D 

UL){U+ H U^"1)3 by PROPOSITION 3.2(d). By the induction hypothesis, 

C/+nC/|^)_1 is generated by the Up, (3 G $(sw), and hence (U+nU^'1)8 
is generated by the Up, ¡3 G s • $(sw). Since (7+ Pi £/£ = {7^,, we conclude 
that 17+ Pi {7™ 1 is generated by {o;5} U s • $(sw), which equals $(w) by 
LEMMA 4.5. LEMMA 4.5(a) and PROPOSITION 4.8 complete the proof. | 

5. The group K(A) 

Recall the involution UJ of G [A) from § 2, and let K[A) be the fixed-point 
set of UJ. We shall give explicit generators and relations for K[A). 

Let D = {u G C I \u\ < 1 } be the closed unit disc, let S1 = {t G C | |£| = 
1 } be the unit circle and let D = D \ S1. For u £ D, put 

z (u) = 
z 

- d - k l 2 ) 1 / 2 
( l - kl2)1/2 

u 
E SU2. 

Note that z(t) = if t e S1 (cf. § 2). 
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For s G S, u G D and t G S1, put zs(u) = <£>s(z(w)) and hs (t) = ^s(MO)-
For s G 5, put ifs = i f HGS. Note that z3(u) G if s = <pa{SU2) and z3(0) = s 
(cf. § 2). Recall the subgroups H+ of G (A) and T of K(A) introduced in § 2. 

PROPOSITION 5 . 1 . 

(a) G (A) = K(A)H+U+ [unique] (Iwasawa decomposition). 

(b) if(A) is generated by the K3, s G S. 

(c) If w = si • • • s*; ¿5 a reduced expression and g G if (A) H BwB, then 
there exist unique U\,..., G JD and t ET such that 

g = г3л iui) • "ZsAuk)t. 

(d) For all s, t E S, there exists a unique map T3)t : JDm5>t —• (D)™3** such 
that ifu= {uuu2---) E (b)™*'* andT3)t(u) = v = (vi, v2, • • •) ^ (D)™3**, 
then 

Zs{ui)Zt{u2)Z3{U3) • - - = 2ft(vi)2fs(v2)^(v3) • • • 

(e) i f ¿8 amalgamated product of its subgroups i f fl s E S, modulo 
the relations in (d). 

Proof * . — We use PROPOSITION 3.7. If h E i i , u+ E U+ and hu+ E 
K(A), then oj(hu+) = hu+ and hence uj(u+)~1((jj(h)~lh)u+ — 1. Since 
W (u +1) G (7_, u(h)~1h E H and u+ G we deduce that uj(h)~1h = 1 and 
u + = 1. Hence, = h E H fl if (A). Using LEMMA 2.2(a), it is easy to 
check that H n if (A) = T. Hence, if (A) n J7+ = {1} and T = 0(if fl E). 
Clearly, ii_}_ is a normal subgroup of N and H = ii_j_T [unique]. If u E C , 
then z( —(1 + |n|2)_1/2it)_1a:(^)^(0) is of the form ( g * ) . This shows that 
U3 C ifi?s for all s E S. By COROLLARY 2.3(b), there exists a unique map 
w ^ w from W to N satisfying : 1 = 1; s = z3(0) for all s E S; ww' = ww1 
if w,w' EW and l(ww') = l(w) + l(w'). 

This verifies the hypotheses of PROPOSITION 3.7 and shows that T = 
i f fl S , and J75 C z3(D)Bs for all s E S. Recall Zw defined by (3.13). 
If 5 G 5, then : BsB = U3sB C (z3(D)Bs)sB = z3(D)B; z3 defines an 
injection from D into Zs by an easy calculation; BsB — Z3B [unique] by 
PROPOSITION 3.7. Hence, z3 defines a bijection from D onto Z3 for all s E S. 
PROPOSITION 3.7 now shows that (a), (c), (d) and (e) hold, and that if (A) 
is generated by T and the Zs. Since, Z3 C ifs, and since T is generated by 
the K8nT, (b) follows. | 

Note the following corollary of PROPOSITION 5.1(C). 

* The proof of the Iwasawa decomposition is a straigthforward generalization of that of 
STEINBERG [10]. In the affine case this has been done in [14]. 
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COROLLARY 5.1. — For J C S, denote by Kj the subgroup of K(A) 
generated by the Ks with s G J. Then K{A) C\ Pj = KjT. | 

We wish to determine the maps T3)t of PROPOSITION 5.1(d). Using 
COROLLARY 4.3(b), we see that r S j t depends only on a3)t and at)3. Clearly, 

° r*,s = id, and TSiS = id. If a3it = dt,s — 0> then G3 and Gt commute 
and so r s >t(a,/3) := (/5,0:). If m3jt = 0, then T3>t is trivial. If a3it = —1 and 
at s = —fc, k = 1,2 or 3, we write I \ for T 5 We must calculate Fi,r2 and 
I V 

LEMMA 5.1. 

(a) If S = {1 ,2} and A is the generalized Gartan matrix (^i~2

1)> then 
C 3 is a faithful G(A)-module by : 

£>1 
a b 

Kc d 
(x, y, z) — (ax + by, cx + dy, z) 

and 

Y2 
ra b 
c d 

(x, y, z) = (x, ay + bz, cy + dz). 

(b) If S = {1 ,2} and A is the generalized Cartan matrix ( _ 2 2 ) , £/ien 
C 4 is a faithful G(A)-module by : 

Y1 
(a b 
\c d (x, y, z, w) = (x, ay + bw, z, cy + dw) 

and 

<P2 
a 6N 

c d 
(x, y, z, w) — (ax + by, cx + dy, dz — cw, —bz + aw). 

Moreover, 

X1 
a 3 

-/3 a 
1 0 
0 OL + PJ 

and 

<P2 
a /3 

-f3 a 
a (3 

-/3 a 

defines a faithful representation of K(A) by quaternionic matrices. 

Proof. — Using COROLLARY 4.4 and LEMMA 2.2(a), we see that the 
modules defined in the lemma are faithful. Let H be the associative It-
algebra of quaternions, with standard R-basis 1, i, j , k, with ij = k, 
jk = i, ki = j , cind i2 — j 2 — k2 = —1. C 4 becomes a right H-module 
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under (x,y,z,w)i = (xi,yi, zi,wï) and (x,y,z,w)j = (~z,w, — z, -y), which 
is free on generators vt = ( 1 , 0 , 0 , 0 ) and v2 = ( 0 , 1 , 0 , 0 ) . It is easy to check 
that <pi(SU2) and <£>2(SÏ72) giye H-module endomorphisms of C 4 under the 
action defined in (b). But 

a —» 9n 9i2 
^921 922/ 

where o"(vt) = vi^i,- + f292n defines an isomorphism from End*n(C4) onto 
the ring of 2-by-2 matrices over H. The lemma now follows from a calcula­
tion. | 

COROLLARY 5 . 2 . — If a{ e b and u{ = (1 - laj2)^/2), 1 < i < 4, 

then : 

(a) {Pi,P2,Pz) = r i (a i ,a2 ,a3) z/ ano! ora/j/ : 

(1 - |/?i|2)-(1/2)/3i = (u2«3)_1(wi«3 + Siaaus), 

/?2 = «10:3 — «ia2M3. 

(1 - N T ^ 7 % = (tiiU2)_1(oriU3 + uia253). 

(b) Define A, B, C, D, E,F,G,H € C by : 

1 0 

0 ai + « i j 
« 2 « 2 

-«2 "2 

1 0 
^ 0 a3 + u3j 

U4 U4 
— UA OCA 

A + BJ C + Dj 
E + Fj G + Hj 

in M2(H). 

Then {Pi, Pi, Pz, PA) = r2(a:i, a2, a3, a4) »7 and only if :•' 

(l-\0,\2)-WQ0i= B-1F. 

(1 - | / ? 2 | T U / ^ 2 = (\B\ + \F\T\AB + EF), 

fl - l ^ l ^ - ^ f l . = r V i F _ BE), 

(1 - | / ? 2 r ) - ^ ^ ^ 4 = {\B\< + iFft-^BG - CF). 

Proof. — LEMMA 5.1 and a calculation show that the given formulas hold 
if (/?!,...) = r*(ai , • • Since (1 - I/?!2)"1/*/? determines /? for |/?| < 1, the 
corollary follows. | 

Unfortunately, a similar calculation of r3, i.e. a matrix calculation for 
the exceptional 14-dimensional group G2, seems difficult. As an alternative, 

file:///F/T/AB
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we shall utilize the embedding of G2 in D4. For that, we apply to D4 the 
following lemma* : 

LEMMA 5 . 2 . — Let A be a group of permutations a of S satisfying 
aa(s),a(s') — as,s'> for a^ s>s' £ S. For a G A define an automorphism 
a of G(A) by a o (ps — <£V(s) for all s e S and an automorphism a of 
W(A) by a(s) = o~(s). Let G{A)A and W(A)A be the corresponding fixed-
point subgroups. Let S/A be the set of all orbits of A on S. Assume that if 
t G S/A, and s and s' are distinct elements of t, then aS)S/ = 0, so that Gs 
and Gsi commute. For t,u G S/A, fix s G u and put bt,u — ^2ret ar>5* Then 
B = (bf>u)tiUes/A 25 a generalized Cartan matrix. 

Define homomorphisms g i—• g from G(B) into G(A) and w i-» w from 
W{B) into W{A) by : 

Ptix) — JJ^s(^) for all t G S/A and x G SL2(C) ; 
set 

i = Y[s for all t G S/A. 
set 

Then : 
(a) g \-+g is an isomorphism from G(B) onto G{A)A. 
(b) w i—• ul is an isomorphism from W(B) onto W(A)A. For any reduced 

expression for w G W[B)} the corresponding expression for w G W (A) R is 
reduced. 

Proof. — It is easy to check that B is a generalized Cartan matrix. We 
denote the homomorphisms g i—> g and w i—• w by For any subset F of 
G(A), we put FA = F n G(A)A. It is easy to check that \I> is well-defined 
and that Y (G (B) C G(A)A, V{U±{B)) c B (D) A b It is easy to check 
*{H{B)) C H(A)A, ty{N(B)) C iV(A)^, and that * on G(B) induces * on 
W(B). Using LEMMA 2.2(a), it is easy to see that V(H(B)) = H{A)A, and 
using COROLLARY 4.3(a), it is easy to check that \& is injective on G{B). 
Hence, \I> is injective on W{B). 

If w G W ( T 4 ) ^ and w / 1, choose t G S/A such that l(sw) < l{w) for some 
set. Since w e W(A)A, we deduce that l{sw) < l(w) for all 5 G £, so that 
Z(£u>) = Z(u>) — l(t) — l(w) — |*| (here \t\ means Card (t)) by a standard fact 
about Coxeter groups [1]. 

By induction on l(w), we deduce : 

(5.1) If w e W(A)A, then there exist £1} . . . , tn G S/A such that = t \ • • • tn 
is a reduced expression. 

* We use some arguments of [15] in the proof of this lemma. 
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We next prove : 

(5.2) If w E WIA r , then lU+lA) fi (/_ i T C VIGIB)). 

If w = 1, (5.2) is clear. Suppose w — t for some £ G S / A. Let s i , . . . , sm be 
an enumeration of t. If g E (U+(A) fl U-(A)W)A, write 

# = xa (u1)• "Xa(um) 

by PROPOSITION 3.2(d), where ux, . . . , wm G C are determined by If a G ^, 
let T be the permutation of { ! , . . . ,ra} defined by o"(st) = sT^y Then 

^(#) = ^(xs^ux)) • • -£(xSm(um)) 

G(AV c ¥(G(£))CMA)*. (um) 

= zSl(uT-i(1)) • • 'X3m(uT-i^m)) 

since ( ^ ( A ) ^ , . . . , G(A)Srn commute. Since g determines the ut, we must 
have U\ = uT-i^y Varying a*, we conclude that ui — • • • = wm, so that 
g = *(at(tti)), verifying (5.2). 

Now suppose u> G W(-A)^, w ^ 1. By (5.1), choose t E S/A such 
that Z(*w) = Z(w) - /(?). If g E (U+(A) D C7_(A)W)*, use_ PROPOSITION 

3.2(d) to writer = gxg2, where #i G (Z7+(A) fl C/_(A)J)^ and #2 G 
U+{A)nU-{A)lw. Using (5.1), choose n G JV(JB) such that *(n) EtwH(A), 
and put flf' = *(n)5f*(n)-1, = *(n)^i*(n)~1 and g2 = ^ ( n ) ^ * ^ ) " " 1 . 
Then ^ G G(T4)^, </' = ^ g[ E U+{A) and </2 G (U (Aà If <r G A, 
then <?' = £(</) = £(tfi)£(>2), where ^ ( ^ ) G U+(A) and £(<?2) G J7_(A). 
Since U+(A) Pi 17-(A) = { 1 } , we deduce that o-(g[) — g[ and o-(g'2) = g'2. 
Hence, ^ G ((7+(yl) flC/_ (A)1)^ C 9(G(B)). Similarly, by induction on l(w), 
g'2 E (G (B) and hence g E *(G(J5)). This proves (5.2). 

We next prove : 

(5.3) G(AV c ¥(G(£))CMA)*. 

To avoid confusion, let £?+ denote the subgroup H{A)Ujr{A) of G(A). 
Suppose w G W{A) and G(A)A n £+«;£+ 7̂  0. Since a(B+wB+) = 
a(B+)£(u;)a(£+) = B+a(w)B+ for all <r € ^ , (3.1) forces to G W{A)A. 
Using (5.1), choose n G JV(£) such that *(n) G w f f ( i ) . If 3 G GfA)* n 
B+wB+, write ¡7 = gi^(n)hg2, where <7x G (17+(A) D U^A)(17+(A) D U* 

g2 G 17+ {A). As before, we deduce that gx G (17+(A) D U^A)™'1)*, 
h G i / (A)* and <?2 G 17+(A)*. By (5.2), we have gi G *(G(£)) , and also 
h e H(A)A = * ( # ( £ ) ) . Hence, g G *(G{B))g2 C tf(G(£))E/+(A)*. By 
(3.1), this proves (5.3). 
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To prove (a), it remains to show that U+(A)A C ^(G(B)). Let g G 
U+(A)A. Then oj(g) G U-(A)A. By (5.3), choose g' G and g" G ?7+(A) 
such that uj(g) = ^{g')gn. Write g' = g1ng2, where #i G U-(B), n G N(2?) 
and #2 C/"_|_(-B). Then 

(u(g)-1*(gi)Wn){*(g2)g") = l 

and hence, by (RT3), uj(g)~1}$(gi) — 1. We conclude that 

<7 = a;2(<?) = (flrx)) = V (w (g1)). 

This proves (a). 

It remains to prove the assertion of (b) about reduced expressions. We 
need : 

(5.4) There exists a function 7 on W(B) such that /(¿1 • • • tn) = \t\\-\ \~\tn\ 
if ¿1 • • -tn is a reduced expression. 

Indeed, by LEMMA 1.1, we need only to show that if t,u G S/A, then 
\t\ + |u| + \t\ + - • • = \u\ + \t\ + \u\ + - • • (mfu summands on each side). If 
mfu is even, this is clear. Suppose t / u and mfu is odd. Then since B is 
a generalized Cartan matrix, btiU = —1 = 6Ujt- Hence, arjS = 0 or —1 for 
all r G £ and s G w, since otherwise bfiU = X^re* a>r,s would be less than —1. 
Similarly, as>r = 0 or — 1 for all r G £ and s G w. Since A is a generalized 
Cartan matrix, we deduce that ar s — a9 r for all r G t and s G w, and hence 

— lui -= lui b+ „ = 

rGt 
x = u 

a + 1 x = 

x a x 
ret 

CLs.r — \t\ 0ut = - £ 

Therefore, |t| + \u\ + \t\ + • • • = \u\ + \t\ + \u\ + • • •, proving (5.4). 
Now let ¿1 • • • tn be a reduced expression. By (5.1), choose t'x,..., G 5/ A 

such that t1- —in = t\ • • -tfm and ¿1 • • 'tfm is a reduced expression. Since \I> is 
injective on W(B), we have ti • • - tn = - - -tfm. Using LEMMA 1.1, we have : 

1*11+ ••• + I C I >*(*!•• •*',„) = *(*i •••*») 

= |*l| + • • • + |*»| > l(h • ••*»)= /(*! • • -*m) = + • • • + ICI 

Hence, l(ti - - -tn) = |ti| + . . . + \tn\, so that ¿1 • • -tn is a reduced expression. 
This proves (b). | 

COROLLARY 5.3. — Let k = 2 or 3, let S = {0,1,... ,k}, and let A be 
the qeneralized Cartan matrix fa,- v*=s defined by : 

(Uj = 2 for 0 < i < k ; 
an 4: = a,; n = — 1 for 1 < i < k : 

aiJ = ai,« — 0 if 1 < ^ < ,7 < A;. 
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Define maps ¿1 : D —> K{A) and z2 : D —• if (A) 6y : 

¿1(11) - ^o(ti), 52 W = 2i(n)z2(n) • • • zk{u). 

Let Ui,V{ € D, 1 < i < 2k, and put u — (wi , . . . , tt2fc)> v — ( v i , . . . , v2fc). 
TTien t> = rfc(u) 2/ and only if 

¿1(^1)^2(^2)51(^3) * "h{u2k) = h{vi)h(^2)^2(^3) * * 'Zi[v2k)-

Proof — Let A be the group of all permutations of 5 fixing 0, and apply 
LEMMA 5.2(a). | 

COROLLARY 5.4. — Let k - 2 or Z, and put N = k(k + 1). Define 
maps C, R and T from DN to DN by : 

C(xu . . . ,xN) = ( X 2 , . . . , X A T , X I ) ; 

R(xu... ,XJV) — (^2^i^3,-. .^iv); 

T{xu . . . , z;v) = (yi, 2/2) 2/3, 34, . . . , Xjv) 

# (2/1,2/2,2/3) = r i (x i ,x2,x3) . fWe /lave T2 = id J 

Z?e/me i : D2k -+ DN and j : DN -+ D2k by : 

i (x i , . . . , x4 ) = {x1,X2,X2,X3,X4,x4) and .7(2/1,..., y6) = (2/2,2/3,2/5,2/6) 

</" fc = 2 ; 

i(xi,...,x6) = (zi, x2,x2,x2, z3,x4,x4, x4,x5,x6, x6,x6) 

and 

.7(2/1,. •-,2/12) = (2/3,2/4,2/7,2/8,2/11,2/12) 

t/Jfc = 3. 

Define Tk by : 

f 2 = CrC"2rCi?C ; 

f3 = F-1E~2FE2B-1F-1EBF, 

where 
B = C-2TC-2TC4TC-\ E = RC and F = C4. 

Then 
rk = yc-fc f fr. 
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Proof. — Let S = { 0 , . . . , k} and A be as in COROLLARY 5.3. If 

¿ 1 , . . . , ijsf G S and x = ( x i , . . . , xjy) G DN, 

we put 
zii,...ttN{x) = ziAxi)' "ziNixN) e K(A). 

Suppose k — 2. It is easy to check that y = C~ T2(x) 22,1,0,1,2,0(2/) — 
20,1,2,0,1,2(2)- Since 210120 is a reduced expression in W (A) by LEMMA 

5.2(b), ^2,1,0,1,2,0(2/) determines y by PROPOSITION 5.1(C) ; hence, we obtain 

22.1.0.1.2.02/ = 20.1.2.0.1.2(3 => y = C Tnlx). 

Noting that zi(a)z2(fi) = z2(/3)zi(a) for all a, (3 G D, the case fc = 2 follows 
from COROLLARY 5.3. 

For k = 3, the argument is similar, using 

y = C~3^3{x) ^ ^1,2,3,0,1,2,3,0,3,2,1,0(2/) = 20,1,2,3,0,3,2,1,0,1,2,3(3)- I 

We will need : 

LEMMA 5.3. — SU2 is the group on generators z(a), aGD, with 
defining relations (we put h(t) = z(t) for t G S1): 

(a) h(t)h(t') = h(tt'), where t,t' G S1. 

(b) h(t)z{a) = z^o^hit-1), where tGS1, aGD. 

(c) z(ic)h(t)z(ic)-1 = z(c2t + (l-c2)t), where 0 < c < l,t G S1, Imt > 0. 

Proof. — Let K be the group on generators z(a), aGD, with the given 
relations. Since these relations hold in SU2, and since every element of SU2 
is uniquely of one of the forms h(t), t G S1, or z(a)h(t), aGD and tGS1, 
it suffices to check that every element of K is of one of these forms. By (a) 
and (b), we need only do this for z((3)z(^), where /3,7 G D. 

Define a homeomorphism (F, G) from D onto (0,1) x {t G S1 | Im t > 0} by 
requiring a = F{a)G(a) + (1 - F(a))G(a) for all aGD. Define H : S1 -> R 
by H(t) = JF(*/3) - F ( ? 7 ) . Since F{a) + F(-a) = 1 for all a G D, we 
have If (1) + If ( -1) = 0, so that, by the continuity of H, H(t'2) = 0 for 

some t' G S1. Put t\ = G(tl2(3) and i'2 = G ^ S ) . If Imt[t'2 > 0, we put 
t = tf, ti = t\, t2 — t2; otherwise, we put t = it', ti = —£'l3 t2 = —t2. Put 
c = F{t2BV/2. Then we have: 

t,ti,t2 G S ; Im£i , Im^2? Im^i^ > 0 ; 

0 < c < 1 : 5 = f(c2U + fl - c 2 ) ^ ) , = t2(c2U + fl - c2^9). 
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Put a = c2t1t2 + (1 ~ c2)t1t2. Then (a), (b) and (c) imply : 

h(t)z(3)z(1)h(t) = z(t23)z(r1) 

= z[cztx + (1 - c*)tx)z[c*t2 + (1 - c*)t2) 
= Iz (ic) Mhit^zM-^lzU^ha^zUc)-1} 
— z(ic)h(tit2)z(ic) 1 = z(a). 

Hence, 
z(B)zh) = h(t)z(a)h(t) = z{ta)h(tz), 

and hence also z(/3)z(^) — h(a) if a G S1. This brings z(/3)z(i) to the 
required form. | 

THEOREM B. — K (A) ^s the group on generators z3(u), s £ S and 
uE D, with defining relations (we put hs(t) = zs(t) if t E S1 ) : 

(Kl) h3(t)hs(t') = hs{tt') if : sES ; t,t' E S1. 
(K2) z3{ic)h3(t)zs(ic)-1 = z3(c2t+{l-c2t) if : S e S ; 0 < c < l ; t e S 1 

Imt > 0. 
(K3) h3{t)z3.(u) = z3l{tas,s'u)h3,(t~as>s')h3{t) if : s,s' G S ; t E S1 ; 

uED. 
(K4) zs(u)z3i(v) — z3i(v)z3(u) if : s, s' G S} rnfs, = 2 ; u, v G D. 
(K5) zs(u1)zai(u2)z3(us) • • • = 2S'(vi)^s(v2)^/(t;3) • • • fm£s, factors on 

each side) if s, s' G S, a5)S/ = — 1, a3>)3 — — k ; 1 < k < 3 ; . . . , vMA ) = 
s,s' 

Tk(ui,..., umA ) , andTi, T2 andTs are as defined in COROLLARIES 5.2 
s,s' 

and 5.4. Proof — Let K(A) be the group on the given generators with the given 
defining relations. We write z3(u) and h3(t) for the generators of K(A), 
to avoid confusion. Relations (Kl) and (K2) hold in K(A) due to LEMMA 
5.3; relations (K3) hold thanks to (2.1); relations (K4) are clear; relations 
(K5) hold thanks to COROLLARIES 5.2 and 5.4. Hence, there exists a unique 
homomorphism \I> = K(A) —> K(A) such that ty(z3(u)) = z3(u) for all s G S 
and u G D. 

For s G S, LEMMA 5.3 and LEMMA 2.2(b) show that there exists a unique 
homomorphism r3 : K3 —• K(A) satisfying r3(z3(u)) = z3[u) for all u G D 
(here we use (Kl), (K2) and (K3)). By LEMMA 2.2(a), there exists a unique 
homomorphism r : T —+ K(A) satisfying r(h3(t)) = h3(t) for all s G S 
and t G S1 (here we use (Kl) and (K3) for u G S1). Clearly, r3 = r on 
K3nT = {hs(t) | t G S1}, and T{h)T3{g)r(h)-1 = r3{hgh~l) for all ft G T, 
s E S and # G by (K3). Hence, for s E S, there exists a homomorphism 
75 : TK3 —• i f (A) extending r and rs. 
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Let K(A) be the amalgamated product of the KnPs = TKS, s E S. Then 

there exists a unique homomorphism f : K[A) —* K{A) such that, for all 

s E 5, r E r3 on Tifs. By PROPOSITION 5.1(e) and relations (K4) and (K5), 

r induces a homomorphism 3> : K[A] —> K(A). It is easy to check that $ 

and \I> are mutually inverse. This proves the theorem. | 
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