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0. Introduction 

The nain purpose of this paper is to present sore results on the 
existence of bounded bianalytic functions on the bidisc D x D, 
appearing as elerr.ents of A(DxD) or h°°(DxD). The method is indirect 
and based on duality. This work appears in the saire circle of ideas 
which enabled to show that the dual A(D)* of the disc algebra A(D) 
has the cotype-2 property, a notion which will be explained later. 
It depends heavily on one-variable methods, such as the log modula­
rity of A(D), as will be clear in what follows. In this context, 
several questions remain unsettled which seem natural. 
In the last section of the paper, the structure of the dual of poly-

2 * 
disc algebras , in particular A(D ) , is studied. Ps a corollary, 

2 3 
the non-isomorphism of the Banach spaces A(D ) and A(D ) is deduced. 
The non-existence of a linear isomorphism between the spaces A(D) 2 
and A(D ) was already known for some time and previous results yield 
another contribution to the so-called dimension conjecture (cfr. 
[ 14] , problem n. 1) . 
The reader will find in [ 31 full proofs of some results stated here. 
The material of the last section was not published earlier and 
appears here in detail. 279 



J. BOURG AIN 

1. Analytic projections 

The main tool in the approach using duality anc extrapolation 
arguments is a generalization of the classical P.iesz-projection &\ 

2$$k ? which gives the orthogonal projection from L (II) onto the space H". 
Let m Le the Lebesgue measure on the circle IT. If \i is a Radon pro­
bability measure on K and 0 < p < °°, we denote byb <<p^$ bthe closure 
of the analytic trigonometric polynomials in the space Lp(u). Let 

dp = A.dm + dps 
be the Lebesgue decomposition of p. As a consequence of peak-set 
theory, we obtain the splitting 

hp(y) = hp(A) © LP(PS) 
We are concerned with projections from Lp(y) onto Iip(p) for 
1 < p < oo. in this problem, we may restrict ourselves to measures u 
regular with respect to m. say dy dm = A. 

It is well-known that if 1 < p < 00, the usual Piesz-operator is 
bounded on Lp(A) iff A satisfies Muckenhoupt's (A )-condition 
(see f 121), that is 

sup 1 
FT i 

A) 1 
I I 

$xn, 
1 

p-1 p-1 w<^^$ 

where the supremum is taken over all intervals I in the circle. In 
particular, if A satisfies the A^-condition, thus 

A* * const. A, A* = Haray-Littlewood maximal function 

fl is LF (A)-bounded for all 1 < p < 00 and L*(A) - L1,°°(A) bounded. 

However, the measure y appearing above follows in general from 
a Hahn-Banach separation argument (for instance the Grothendieck-

Pietsch factorization procedure for summing operators) and is gene­
rally not a weight. This difficulty is overcome constructing ad-hoc 
projections as substitute for tf. In fact, for our purpose, A can be 
replaced by any A-ĵ  * A, as long as 

A, < const. A 

280 



SOME RESULTS ON THE BIDISC ALGEBRA 

Fix 1 < p < 00 and suppose log A an L^IT) function. Let $ be an 

outer function with | <JJ | = A 1 ^ on IT and define 

v;;::<<G L=$**1(ÏT) 
(1) 

yielding a bounded projection from L^(A) onto H^(A). These projec­

tions, clearly also depending on p besides A, were considered by 

B. Mitjagin and A. Pelczynski in the context of absolutely summing 

and integral operators on the disc algebra (see [ 13] or [ 14]). 

The method was improved by S.V. Kisliakov (see [9]). Majorize A by 
1/2 

A such that A ' is an (A^ -weight. Take for instance 

A 
Jl 
1/2 00 

j=0 
6̂  (A1/2) j 

* . . . * 
1 for a suitable constant 6 > 0 and where a denotes the j-fold 

1/2 
maximal function. If |$| = A ' , 

the operator considered in (1) 

provides a bounded projection from L^(Aj) onto HMAj) in the inter­

val 1 < p < 2. There seems however to be no reason for P to be 

L1(A1) - L1(A1), weak bounded, which is of importance for our pur­

pose. The construction of such projections is done by a more sophis­

ticated technique, which will be indicated later. One has the fol­

lowing theorem (see [ 3] , Th. 1.1) 

THEOREM 1 : Assume A G L1(ÏT) A dm = 1. There exists &1 G L*(ïï) , 

A1 > A and 2 
A^ dm < const, and a projection P from L (Â ) onto 

H^(A1) which is bjDunjied on (A ) for 1 < p < 00 and 

L1(A1) ~ L1'°°(A1) bounded. 

It ray be an interesting question to decide for what functions 

A^ (if there is any restriction) a projection P verifying these 
conditions can be found. 

The proof of Th. 1 does net clarify this point. 
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J. BOURGAIN 

2. Results of Kisliakov on Fourier coefficients of functions in 

the bidisc algebra 

Denote A(DxD) the algebra of bianalytic functions on D x D, 

which are continuous on D x D and K^DxD) the algebra of bounded 

bianalytic functions on D x D. 

Passing to the radial limit, these spaces will be mostly seen as 

function spaces on IT x IT. Define further 

f(m,n) = f(6,*) e~i(ir0+nl|i) m(d6) m(diP) 

for m,n £ H- . 

The following theorem and its consequences were proved by 

S.V. Kisliakov a few years ago (see [ 10] ) . 

PROPOSITION 2 : Assume (a ) r. a matrix of positive numbers such 

that 

oo 

m ,n=0 

2 a mn i 1 

2 
For each 6 > C, there exists a function f £ A(D ) satisfying 

(I |a - |f (m,n) I |2) 1/2 < 6 anc If II < C(6) 

where C(6) is a function of 6. 

The proof is indirect and based on an interpolation-inequality 

for the double Riesz-transfcrm K = 61 & (ft, which can be stated as 
f nl 1 owe; 

1 1—6 

PROPOS IT I ON_ 3 : Assume 1 < p < q and - = 9 + • Î9U9^7lD2. 
inequality holds 

BK[ a] • < C II al! I llK[a]llJ~6 

for a £ Lq(Iïxïï) and where C = C(p,q) is a constant. 

A proof will be outlined in section 4 of this paper. 

Let us state 2 consequences of Prop. 2. The first is formel, the 

second follows from an abstract scheme développée by S.V. Hruscev 

(see [JO] for details). 
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2 1 
COROLLARY 4 : Denote M(A(D ) ,I ) the space of multipliers from the 
bidisc algebra in the space I (JZ +x • These are the positive 
systems X = (X ) ~ such that -J mn m . n > 0 —•— 

I X^ |f(m,n)I < - for f G A(D2) 
m.n ' 
2 1 

Then X £ M(A(D ) ,1 ) iff X is square summable. 

COROLLARY 5 : For any square-summable matrix (a ) n̂ of positive  —j.. _ mn m, n ̂  0 — 
numbers, there exists f £ A(D ) such that 

a £ If(m.n)I, for all m.n ^ 0. 
mn 

Curiously, the characterization of I -multipliers given in Cor. 4 
3 

seems unknown for the algebra A(D ). The validity of Prop. 3 for the 

3-fold Riesz-projection is not settled. The extension cf the result 

is not obvious, since again the argument depends on the log-modular 

property of the one-variable space. 

3. Fourier coefficients of bianalytic functions with respect to 

one variable 

2 r .00 2 

For f ̂  A(D ) on f ̂  H (V ) , we can define for each m = 0,1,2,... 
the function 

f(Q,\¡j) e im6 de. 

In this way, a sequence of 7(D) (resp. H°°(D)) functions is obtained, 

which is clearly weakly 2-summable, thus 

sup (£ |f (z)I2)1/2 < -
z£D 

Combining Th. 1 and inequalities of the type stated in Prop. 3, 

several results concerning the 1-variable coefficients f can be 
m 

proved. They refine Kisliakcv's theorem. Let us state some of them, 

?.R9?P?.Í?Í9IÍ.._Í? : ?.h!?. êa.Jc*-closure- 9Í the convex bull of the set 
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{ (e.f. ,e0f0, . . .) |e =±1 and (f ) corresponding to f ̂A (D2) , II f U1} 11 z z m m — *• — 
oo 

in the space K 9(D) has nonempty interior. 

PROPOSITION 7 : Assume a^a^c^,... a sequence in L1(TT). Then the 
map 

A (D2) -> I1 : f (<f0,aQ>,<f1,a1>,<f2,a2>,. . .) 

is bounded iff 

inf 
h EH* m 0 n 

(I |an+hj2) 1/2 < » 

For convenience, we denote here HjJ = {h e H1 I h(0) = 0}. 

Say that a subset S of TL is a A9-set provided L1 (IT) and L2 (IT) 
in ̂  

norms are equivalent on the linear span of {e | n £ S}. 
PROPOSITION 8 : Suppose S C 2+ a A2-se_t and (̂ m) ̂ eg a weakly 
2"^y^a^^_ sequence in H°°. Then there exists f G K°°(D2) satisfying 

f = m f(6,.) e"lrr9 dG = ip for each r £ S 

This fact is a 2-variable version of a well-known H°* property. 
In particular, one can take for the set S in Prop. 8 some 

lacunary set. Ignoring the analyticity of f with respect to the 
variable 6, the following fact appears 

IN 
Denote (ê ) the Rademacher sequence on the Cantor group {1,-1} and assume (</? ) . ~ a sequence in H°°0 (D) . Then there exists m m =1,2,... J 
f in LC°({1,-1}:IN x D) such that 

f{m}U) = f(e,i/0 er de = *Pmity) , for each m 
and 

f(e,.) is an K°°--function in the second variable. 

We say that a Banach space X has cotyoe q (2 < q < 00) provided 
the inequality 
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"E e x » de > c (X) (I II x Hq) 1/q n m q m 

holds for all finite sequences (x ) in X. 

The previous observation implies formally that the spaces A (D) and 
hence L^/Rl have the cotype-2 property. This problem is open for 

0 
2 * 2 * 

A(D ) .In fact, it seems even unknown whether or net A (D ) has a 
finite cotype, which means equivalently that the space Cq is not 

2 * 
finitely representable in A(D ) . 

The results mentioned before are derived from the following 
proposition 

2 
PROPOSITION 9 : Assume u a regular product measure on IT . Then there 
exist a regular product measure y 1 on II2, y < p ' and a projection 2 r Q in L (y * ) , bounded on L (p » ) for 1 < r < 00, such that 

(i) IIu1 » * const lip II 
(ii) Spec (I-Q) n A = 0 (I = identity) 
(iii) For 1 < p < q and p~1 = e + (l-0)q 1 

«iQ[ a] « « const, (inf lla+Bll , )0 II a II1 6 
LP(u«) 3 LA(yI) Lq(p') 

where A is the negative quadrant {(m,n) e 2. x 2 | m £ 0, n ^ 0} 
and the infimum in (iii) is taken over functions £ sjjch that 
(Spec B) n A = 0. 

The proof of Prop. 6 follows from the property 

lim C-h» 
inf 

f̂ A (D ) ,HflUc 
£ =±1 m 

(I l^m(^)-£mfm(^) 12)1/2 v(dl^ = 0 

uniformly for regular probability measures v on n and finite 
sequences (<̂ m) in A(D) satisfying IIZ \*Pm\ * This fact is 
deduced from Prop. 9 by a duality reasoning, taking u = m fi v. 

Prop. 8 admits a generalization in a more Banach space theore­
tical language, which we state now. 

285 



J. BOURGAIN 

PJ}0P0SITI0N_ 10 : Assume Y a reflexive sjj^pace P^.^V^l and u a 
OO ^ 

bounded line_ar operator from Y into H . Then there exists a func­
tion f £ h°°(DxD) which "gxtends" the operator u, i;e_. such that 

u(y) W = f(0,^) y(6) dO for each y e Y 
This follows from Prop 

The application is indeed clear. Take Y = [ e ±m \ m e Y] and 
define u by u(e ) = <p^. 

4. Outline of some proofs 

The proof of Th. 1 uses the following "decomposition" lemma, 
depending crucially on the log modularity of A(D). 

PROPOSITION 11 : Assume f £ L1 (IT) , f ^ 0. There are sequences (ci) 
of positive scalars and (Gi) , (t̂ ) of H°° functions, such that fol-
lowing conditions are fulfil led 
1. HsJI^ £ 1 for each i 
2. IE ItJI. < c 
3. i. e. = l i l i 
Defining F = I ci |Ti| 
4. f < F 
5. I ! F ^ C c. for each i 
6. Ip l1 * C I f • 1 

where C stands for a numerical constant. 

The role of the power 5 in (3) will appear later. In fact, one 
could take any other power. The idea behind the H°°-sequence (t̂ ) 
is to generate something which looks like a partition of unity of 
H with respect to the level sets of f. 
The functions 6̂  appear only for a technical reason. Details of the 
construction can be found in [3] (see Prop. 1.2). 

Let us now pass to the proof of Th. 1. Apply Prop. 11 to 
•F = A 4- 1 anH Hpf-inp 
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Ax = F and P(y-) = Z± 6I ôî[ t 

Clearly P~ (v?) = 1 0. t. <K[ T M rakes sense (as L ' -function) for 
u 1 1 1 

finite sums z' and * £ L1 (IT) . For 1 < p < °°, the LP (IT)-boundedness 

of <tt cives (using (2), (5) of Prop. 11) 

]P0*jP à1 * C Z |tì ! ! tf[T;L*] |p ax * C Z c± ^dvn;:<xv 

c 
p 

M P z' ci | x i | * C wxnn;=$^^ 

Thus, for G Lp(A^) , the series defining P converge in LP(A^) and 

llp̂ll * C Ml 

The above argument also easily shows that P M G KP(A1) , using the 

inclusion H C H^(A1) and approximation of <R by f> * P (0 < p < 1) , 

where P denotes the Poisson kernel. Also, if ̂  E KP(A,) , it fol-
P •»• 

lows from Prop. 11 (3) that P<£ = V-
It follows from the weak-type property of 6{ (see [5]) that if 

a e L1 (II) , 6 e L°°(n) 

|«[a]|1/2 |B| dm * C llallj72 llsll*72 «Bll}/2 (*) 

Hence, for any co G L^(IT), "coÛ  = 1 

|P0^|1/2 co Ax < Z J | t ì | 2 |6ì[t.^] I 1/2 co Ax 

< C Z c. J |«[Ti^J I 1/2 | t . | to 

< c z c± IIt.^II}72 1^0)1 J/2 

* C {| 1*1 (Z c. |t±|) }1/2 {( co Ax}1/2 

using the Cauchy-Schwarz inequality. 

Specifying co as the indication function of the set [ |Pq*| * X] , X>0 

a fixed number, it follows 
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/A IP A [ |pQ<¿>| > A] * C Ml ¡1/2 

h1 (à ) 

G L1(w<x:=$ÏT)** 
f vn,;:! fd<<)=***jµµ 1/2 

and hence 

A IP A [ |pQ<P I > A] < C M wxvnn 

1 1 00 If ̂  is in L (A ) , PV? = lim PQ<£ in L ' (A^ and previous estimation 

yieIds 

Vs?/§< 
L1 00 

(Ax) 

< c Ml . 
L1 (A ) 

This completes the proof of Th. 1. 

Prop. 3 is a consequence of the following 1-variable interpola­

tion inequality for the Riesz transform ^. 

PROPOSITION 12 : If p,qf8 are as in Pr p£. 3, the following inequality 

holds 

•«[a] » S C M ? H«[a] II1"6 p 1 ,00 q (*) 

for a e Lq (IT) . 

Proof : Take A = |a|-qVq|fí| a] ¡q' and ç = (1 v A^jal)"1 
i r00 q 

Consider the outer function T defined by 

t(z) = log I C C6) I ei6 + z 
e - z 

m(de; (z e d) 

thus with boundary value 
G S<<<L1(Ï</§%T<<) where 3{ denotes the Hilbert-transform 

Thus, by construction 

I a I I T I < A on n 

Next, write 

a = T a + (1-T) a 

«[a] = fí[xa] + 6í[ (1-T) <«[a]] 

implying 
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a] » « c » la» + c » (1-T)«[ a] » . 
P P P P P 

Estimate 

IITOJP < c AP"1 "all 

P P 1,°° 

and using Holder's inequality 

» (1-T)«[a] »P * 
P 

!i-t| 

jcw! 
:wc; 

i-p/q 
II <R[ a] HP 

q 
whe re 

ll-T 

pq 
q-p U-t|P < CP 

|a|*A] 
(log 2 

X 
;w, G Lg1(ÏTh)G hL 

G ^^L1^^ÏT)<<;;G 

Finally 

II« a] » < c X^^Pllall/P + c X1/C5"1/P llall1/?"1^ |!(Rl a] || 
p p p q 

yielding (*) after substitution of X. 

Let us point out here that Prop. 12 clearly does not hold any 

more if & is replaced by the double Riesz-projection <R & <R. 

The deduction of Prop. 10 from Prop. 8 uses a "lifting" property 

for reflexive subspaces of L1/ 1, namely (see [2], Cor. 2.13) 

PROPOSITION 13 : Let Y be a reflexive subspace of L1/Hl and 

q : L^(H) L*/„l the quotient map. Then there exists a sub space Y 

of L (IT) su_ch that the restriction map q|Y is an isomorphism from 

Y onto Y, more precisely 

Hy'l * C Hq(y) I' for y G Y 

where C depends on the so-called type p > 1 and type-constant T^(Y) 

of Y. 

The reader is referred to [ 11J for definition of type and to [3] 

for details. To Y, H. Rosenthal's theorem (see [11]) is r.pplied, 
yielding an embedding of Y in an Lr-space (1 < r < p) by a change 

of density. The full proof of Prop. 13 is given in I 3], section V. 
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5. On the dual of polydisc algebra's 

For d = 1,2,..., let A(Dd) be the algebra of functions which are 
analytic on Dd and continuous on D . The problem whether or not the 
spaces A(D ) are mutually non-isomorphic (sometimes called "dimension 

2 
conjecture") is unsolved in general. It is known that A(D) and A(D ) 
are not linearly isomorphic (cfr. [13] , [14]) and the purpose of this 
section is to show 

2 3 
THEOREM 14 : The Banach spaces A (D ) and A (D ) are not isomorphic. 

The non-isomorphism of A(D) and A(Dd) for d £ 2 is already a 
consequence of local structure. The invariant is the so-called 
(i -it )-ratio k (1 £ p < 00) defined as follows for a Banach space X 

k (X) = sup i (u) 

where the supremum is taken over all p-summing operators u from X 
into an arbitrary Banach space such that 7Tp(u) = 1 (ip denotes the 
strictly p-integral norm). 
For X = A (D) and 1 < p < °°, it is known that k (X) < 00 and more 
precisely b (X) ̂  P2 p-1 Now if X = A (D ) f it is not difficult to see 

that k (X) c w 
V i ' 

d considering the natural identity map 
u : A(D2) + Hp(ITd) 
Details and proofs of these results can be found in [ 14] .The previous 
distinction between dimension 1 and d > 2 will be used in proving 
Th. 2, which relies also on infinite dimensional considerations. 

2 " 3 ' 
In fact, it will shown that the dual spaces A(D ) and A(D ) 

are not isomorphic. The first step consists in a description of 
2 * 

A(D ) as a direct sum of a separable Banach space and a space 
related to the one-variable Piesz-projection. This part of the proof 
generalizes to arbitrary dimension. Denote C the space of continuous 
functions on n. 
PROPOSITION 15 : Let i : A(D ) •+ C (IT ') be the embedding. The spaces 

A(Dd) " and i*(LX(nd)) ® (A(Dd X) fi C) 
ar*ê  isomorphic to the d-fold projective tensorproduct of A(d) 
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COROLLARY 16 : There is a linear isomorphism between the spaces 

A(D2)* and i*(LX(n2)) © (A I C) . 

Postponing the proof of Prop. 15, let us derive Th. 14 from 

Cor. 16. 

3 
LEMMA 17 : The dual space A(D ) contains a complemented copy of 

1 2 
the space &r(Z A(D ) ), where T denotes the continuum. 

Proof : The argument is essentially contained in [ 14l , section 11. 

For each a e II, consider the subset F = (a) x n of II and the 

subspace DQ of those elements of A(DJ) which are induced by a 

measure, supported by F . Since the F are disjoint peak-sets for 
3 a 3 * 

A(D ), the subspace © D of A(D ) satisfies the lemma. 
â n a 

Notice that if we write Prop. 15 for d = 3, the il̂ -sum appears 

immediately as complemented subspace of the second component. 

The following elementary result from general Banach space theory 

will be needed. 

LEMMA It : Let X,Y,Z be Banaich spaces, Z being separable. If 

&P (2 x) , wjjbh T uncountable, embeds complement ably in Y <B Z, then X 

embeds complernentably in Y. 

Proof : Denote 3£ = (I X) , i : 3E + Y©Z the embecding and Q the 
projection onto i (3€ ) . Let Py = Pz be the Y,Z projections and 

i : X 3E , P : 3£ X (y ̂  D have the obvious neaning. For each 
Y Y 
y £ r, consider follov/inq operators 

j : Pv i i, : X + Y and Q = P i 1 Q : Y + X JY Y J Y Y 

Vie show that j^ is the identity for some y G r, which will com­

plete the proof. 

Notice that the operator i 1 Q P̂  : Y © Z j£ has separable range 

by hypothesis and hence there is a countable subset Tq of T such 

that P i"1 Q Pr>. = 0 for y £ T\ T „. For y e T\Tnf we obtain indeed 
y L U U 
Idv = P i ~ 1 g i i = P i"1 Q Pv i i + F i"1QPr7ii X y Y Y Y y y Z y 

xv<<lù^^y=:v 
n,;:ryzz<)=*ù 
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2 3 
Proof of Th. 14 : If A(D ) and A (D ) are assumed isomorphic, then 2 w -, 2 * A(D ) contains a complemented copy of &r(£ A(D ) ) and hence, by 2 * 1 v * Cor. 16 and Lemma 18, A(D ) embeds complementably in (A S C) . 
Taking the local structure of these spaces in account, this is 
however impossible. 

2 ** Indeed, if A(D ) was isomorphic to a complemented subspace of v ** 
(A S C) , it should follow for 1 < p < 00 

2 v kp(A(Dz)) * const kp(A S C) = const kp(A) 

using the general facts k (X) = k (X**) (see [8]) and 
k (X) = k (X fi C) . 
Since the constant does not depend on p, the previous discussion yields 
a contradiction for p 00. 

It remains to prove Prop. 15. We will make use or Bishop's 
generalized Rudin-Carleson theorem [ 2] as stated in [ 14]. 

THEOREM 19 : Let X be a subspace of a C(K)-space. Let F be a closed 
subset of K such that 

u(F.) = 0 for every closed F, c F and every y G x 

(where X"1" denotes the annihilator of X) . 
Then for every u £ C(F) , e > 0 and every open set G=>F, there is an 
f e X such that 

(i) fu(s) = u(s) for s €= F 
(11) |fu(s) | « G «ul) for S JK G 
(iii) II fj = Bui. 

Moreover, if X is separable, the map u f from C (F) into X can 
be chosen to be a linear isometry. 

This result will be used to prove the following fact. Compact 
spaces are assumed separable and metrizable (they will appear as 
k-dimensiona1 torus). 

COROLLAPY 20 : Let X,Y be sul S£a^es of C (K) , C (L) respectively. Let 
B C M(K) be the band of measures on K sin2uJLa.r with , thus 
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B = (u G M(K) I y 1 v for each v £ X1}. 

Denote i ̂  : X •> C (K) , : Y C (L) the embedding operators and let 

i = i 1 & i 2 : X & Y + C(KxL) and j = Id a ±2 : C (K) 8 Y + C (KxL) . 

(a) For ? ̂  B $ M(L) , one has 

ili = II (UII 
• 

Consequently, if E is a subspace of M(L) , then i ( B S E ) and 
• 

B & Ì2^E) are isometric. 
t M i 

(b) Suppose K = K x K , R a separable band in M(K ) and 
B -L R a M (K ) . Then with previous notations, also 

si=si1&sei2:ew<^$ùX&Y 

for 5 G B a M(L) and 5 e R & M(K"xL) . 

LEMMA 21 : I_f B ijs as in Cor. 20, every element y E B is locali zed 
°il *a~sukj3jEit of K, of I v I -measure 0 for each v £ X̂" . 

Proof : Clearly we may assume y a probability measure. 

Consider a countable dense subset V of C(K) of non-vanishing func­

tions T. Fix T e V and e > 0. Since by hypothesis c(y,T 

and T is w -closed in M(K) , there is a function <̂  = v5 in C (K) , 

11(̂11 = 1 satisfying Re ( $ dy > 1 - and ( ̂  T dv = C for each 
xw<;:=$ 

Thus T C x. Defining F = I |l-^| * e ] , we get 

K\F 
T 

-2 

dy < e 
$wx; 2 dy < 2 e"2 (1-Re v?) dy < 2e. 

Hence, fixing any number 6 > 0 and choosing a suitable sequence 

e = e for x C p , the set F = n F will satisfy y (K\F) < 6. 
T T^P 

It remains to show that |v| (F) = 0 if v £ . Choose K > 0 and a 

neighborhood G of F with |v| (G\F) < K. Let a be any C (K)-function 

vanishing outside G and T E V with IIa—T H < K and e < K. Write 
T 

a xF = T T̂ + (a-T)*T - a <pT xK\F + a (l-vT) XF 

from where, since F C F and T </? E x 
t ^ T 

dI a dvl < K IIvB + K Hall + K M M . 
F 
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Consequently a dv = 0, con Dieting the proof. 
F 

Proof of Cor. 20 : It clearly suffices to prove (b). A density argu­

ment al]ov/s to assume £ = I, ® v, and £ = £, p, Q n., where 
w;;:=$$ nxxw<^$$cww,;:eeà))) wc R and M(h"xL) . Fix e > 0 and apply 

(i) |p| (F) = 0 for each y. e x 

(ii) I I (i\\t) < e for each X. 

Moreover, the hypothesis on F and a similar construction as given 

in the \ roof of Lemma 21, permits to ensure the condition on 

F c K x K . 

(iii) p (F̂ ,,) = 0 for each x" €_ K" and p 6 R. 

Let G be some open neighborhood of F and e : C (F) •> X the linear 

extension operator given in Th. 3, which applies again by Lemma 21. 

Take 

i 
a = Z a(x) i>{y) 

such that 

(iv) a e c(K) , i|) e Y 

(v) Hall < 1 

(vi) Re <£,a> > H j*U)H - e 

Define 

b = z' e(a|F) (x) ij..(y) 

Then clearly by the properties of e 

(vii) b e X & Y 

(viii) Hbll « Hall 

(ix) a = b on F x L 

(x) |b| * e on (K\G) x L 

Write, using (vii) , (ix), (ii) , (iii) 

Hi* (5+^)» * Re <?,b> - |<51,b>| 

Re <£,a> - 2|S|((K\F)xL) - |51|(GxL) - e I^M 

> II/(Ol-d+IU^I) - Z ' |yx| (K\F) llvxll - I e x I ((G\F)xL) 

> I j* (?)•-(!+! + Z,Hvxll)e: - ((G\E)xL) 
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Since e. was arbitrary and G any neighborhood of F, we may conclude. 

Use the symbol t 1 to denote the generated banc of measures. 

LEMMA 22 TAÍDVJ = A(DD)X 
d 

j=1 
L1(ej) a M(elf... ,e\,... ,edb 

(~ meaning omission). 

Proof : Clearly the left member contains the right member. It 

remains to prove that the richt member is closed and contains all 
d 1 

measures of the form a.v for v G A(D ) and a a trigonometric poly­

nomial in . . . ,0^. 

The idea consists in considering a 1-variable polynomial F whose 

transform F equals 1 on the set {-N , -N + l,. . . ,N } and with IIF N ^ ^ 2. 
Denote Fj the convolution operation on nü with the function F(6j). 
We may then use the decomposition 

Id = Fx + (I-F1)F2 + ... + (I-F1) ... (I-Fd) 

The method is standard and. we leave details to the reader. 

REMARK : In case of the ball-algebras A = M B ) , the set IA1] are 
the henkin measures and Lemma 22 corresponds to the theorems of 

Valskii and henkin (cfr. [16] , ch. 9). 

Let L = {u e M(nJ) I u 1 v for each v E A(DD) }, i.e. the band 
singular with respect to IEA (D̂  ) ^1 . Fixing S C {l,...,d} and identi­
fying nJ with the variables 6̂  (i E S) , | s | = j, the corresponding 
band B v, ill be denoted Bq. 

LEMMA 2 3 : M(ïïd) = I 
SC{l,...,d} 

XQ + A ( D D ) , where 

XC = L1(G. I i e s) ¿ B 
S c 

Proof : We argue by induction on the dimension d. One has 

?<(nd) = L M D V I © B{1,.../d} 

and apply next Lemma 2 0 to the first component. Then the induction 

hypothesis permits to decompose each of the spaces M (0 ̂  , , Q ^ ) . 

This gives the result, taking into account that 

295 



J. BOURGAIN 

Ll(e.) à A(eLF...Lr...,eJ1 c A Í D V . 

LEMMA 2 4 : 
I * 

A (D ) identifies with the direct SUN 

SC{i,...,d} 
(UC « B ) 

s sc 

where Qc i* (L1 (6 ! î S) ) and is : A(0Ji£S) ->C(0jLlî S) the 

embedding. 

Proof : Denoting i = i ^ one clearly has 

d * 
A (D ) = SC{l,...,d} 

i*(Xs) by Lemma 23. For fixed S C i],...,d\ anply 

Cor. 20 in the situation K ̂  (6. | i ¥ S) , L (G. | i G S) and 

X = A(0± ¡ i £ S) , Y = A(0i I i G S) . 

Thus B corresponds to B/and (a) applied with E = L"1 (0. I i G 8) 

yields the identification of i (Xc) with gg Ô B 
S 
c ' 

If S is fixed, then 

Hi* (vK ) IUH* (O II for ÇGL1 (e lies)SB 
S c 

and f; G 
w;:! 

LX(0 .)«M(0i|i^j) 

Previous inequality follows from (b) of Cor. 20 if we fix some j S 

and consider more particularly £ 1 G L (0̂ ) ® M ( 0 1 , 0 J #— , 0̂ ) • Write 

indeed K = K* x K" , K' (0̂ ) and K" (0i | i £ S, i ̂  j) , and use 

the fact that B 
Sc 

is singular with respect to 

L1(0.) & M(0i I i £ Sf i ¿ j), contained in ÍA(d± | i ? S) 1 by 

Lemma 22. But the argument to obtain Cor. 20 (b) yields also the 

inequality 

Ui*(ç+çp » > «j*(Ç)ll 

for an element of the sum 
<<lù 

L1(ej) ¿ M(0i I i t j). 

It is now routine to verify that the sum in Lemma 24 is a direct sum. 

Proof of Prop. 15 : Notice that if S ̂  6, the band Bg is isomorphic 
to the space M = M(IT) , as a consequence of the decomposition method 

(see [11]). If i : A(D) + C (TT) is the 1-variable embedding, the 
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space Qc identifies with the projective tensorproduct 
iGS 

i^L1^.)) . 

Lemma 24 therefore gives the isomorphism of 

A(Dd)* and SC{i,...,d} 
{ fi 
î S 

i*(L 1(6 i)) w<,^tgy 

Since A (D) identifies with i (L (11)) 8 MC(II), latter space is fur-
ther isomorphic to the d-fold tensorproduct A(D) fi ... & A(D) . 
These considerations may be applied to the space Z = C (IT) & A (Dd 
as well, yielding the formula 

Z* ̂  M fi A (D) * fi ... & A(D)* 
(d-1)-fold 

By P. Kcjtaszczyk theorem A(D-1) ̂  cQ (Z A(D-J)) (see [ 17] ) and relying 
again on the decomposition method. Prop. 15 is obtained. 

In I 4l , it is shown that the dual spaces A(Dd) are weakly 
complete among other linear topological properties. 

Added in proof : The author proved more recently the non-isomornhism 
of A(Dm) and A(Dn) for m / n, by showinc that A(Dr)* is not isomor­
phic to a subspace of A(Dnt)* for m < n. Details will appear else­
where . 
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