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Evolution of hypersurfaces by powers
of the scalar curvature

ROBERTA ALESSANDRONI AND CARLO SINESTRARI

Abstract. We study the evolution of a closed hypersurface of the euclidean space
by a flow whose speed is given by a power of the scalar curvature. We prove that,
if the initial shape is convex and satisfies a suitable pinching condition, the solu-
tion shrinks to a point in finite time and converges to a sphere after rescaling. We
also give an example of a nonconvex hypersurface which develops a neckpinch
singularity.

Mathematics Subject Classification (2010): 53C44 (primary); 35K55, 58J35,
35B40 (secondary).

1. Introduction

In this work we study the behaviour of a convex hypersurface of the Euclidean space
moving by powers of the scalar curvature. In particular, we find hypotheses under
which the so called “convergence to a round point” holds, that is, the hypersurface
shrinks to a point and converges to a sphere after rescaling.

The convergence to a round point was first proved for convex hypersurfaces
evolving by the mean curvature flow by Huisken [14]. Since then, many authors
have studied the same problem for flows where the speed is given by other symmet-
ric homogeneous functions S of the principal curvatures. For instance, B. Chow has
considered the cases S = √

R, where R is the scalar curvature [10], and S = K β ,
with β ≥ 1/n, where K is the Gauss curvature [9]. More recently, B. Andrews
proved convergence to a round point for a wide class of speeds homogeneous of de-
gree one (see [2,6,7]). When the degree is greater than one, less results are known:
the papers in the literature concern particular flows and are often restricted to sur-
faces of dimension two, see [3,9,20,22]. The case where the degree is less than one
is even more difficult. In some case it is known that convex hypersurfaces shrink to
a point [4, 21], but some counterexamples show that in general the profile does not
necessarily become spherical after rescaling.

The case we consider in this paper corresponds to S = R p with p > 1/2.
For this choice of powers the speed is a homogeneous function of the principal
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curvatures of degree greater than one. To state our main theorem it is useful to
introduce the function f = n−1

n − R
H2 , where H is the mean curvature. We have

the identity

f H2 = 1

n

∑
i< j

(
λi − λ j

)2
,

where λi are the principal curvatures, which shows that f is a nonnegative function
measuring how much the curvatures differ from each other. Our main theorem is
the following:

Theorem 1.1. Let F0 : M −→ Rn+1 be a smooth embedding of a closed n-
dimensional manifold, with n ≥ 2, such that M0 = F0(M) is uniformly convex.
Then the initial value problem

∂

∂t
F (p, t) = −R p(p, t) ν(F(p, t)) p ∈ M, t ≥ 0

F (p, 0) = F0(p) p ∈ M,

(1.1)

with p > 1/2, has a unique smooth solution in a finite time interval [0, T ). If
the initial surface M0 satisfies at every point the pinching estimate f ≤ γ ∗(n, p)

for a suitable constant γ ∗(n, p) (given in Definition 5.3), then the surfaces Mt =
F (M, t) are convex for all t and converge to a single point yT as t → T .

Moreover, if we define the rescaled immersions and the new time parameter

F̃ (p, t) = (
c′ (T − t)

)− 1
2p+1 (F (p, t) − yT ) , τ = − 1

c′ ln

(
1 − t

T

)
where c′ = n p(n − 1)p(2p + 1), we have that F̃(·, τ ) → F̃∞ as τ → +∞ in
the C∞ topology with exponential speed, where F̃∞ is a smooth embedding of a
unit sphere.

The main step in the proof of this theorem consists of showing that the max-
imum of f is decreasing in time, and that the same property holds also for the
function fσ = f Hσ for σ > 0 small enough. The monotonicity of f is used to
show that the convexity and the pinching of the curvatures are preserved by the
flow. The estimate on fσ implies that f tends to zero at those points where H be-
comes unbounded; thus, the shape of our hypersurface becomes spherical when a
singularity is approached.

We also show in this paper that our flow is well posed for initial hypersurfaces
with positive scalar curvature, and that positive scalar curvature is preserved under
the flow. In addition, we prove that for any n ≥ 3 there exist nonconvex dumbbell-
shaped hypersurfaces developing a neckpinch singularity similar to the case of the
mean curvature flow.

As recalled above, this flow has been studied in the case p = 1/2 by B. Chow
in [10], who proved convergence to a round point if the initial hypersurface satisfies
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a pinching condition similar to ours. Recently, B. Andrews has extended this result
to any convex initial data, as a particular case of a theorem in [7]. Our results for
p > 1/2 are new, except for the case n = 2; in this dimension the scalar curvature
coincides with the Gauss curvature and some convergence results for p > 1/2
have already been obtained in [6, 9]. In particular, it is known that in the case
n = 2, p = 1 the convergence to a round point holds for all convex surfaces [3].

The degree of homogeneity greater than one in the speed of our flow changes
some features of the problem with respect to the case p = 1/2. One main differ-
ence is that the gradient terms in the evolution equation for the pinching function
f have a worse behaviour, and they can only be estimated if a condition of the
form f ≤ γ ∗ is satisfied, as in the assumption of our theorem. A similar condi-
tion has been assumed in the papers [9, 22] that have dealt with other flows with
homogeneity greater than one. Here we also provide an explicit expression of the
pinching constant γ ∗, in order to discuss its dependence on n, p (see Remark 5.4).
Another problem related to the higher degree of homogeneity arises in the analysis
of the rescaled flow, where the evolution equations become degenerate parabolic.
To deal with this difficulty we adapt a procedure developed by Schulze in [22],
which is based on a Hölder estimate by Di Benedetto and Friedman [11]. On the
other hand, a good feature related to the higher degree of homogeneity is the pres-
ence of a nicely behaved reaction term in the equation satisfied by f . This allows to
bound from above the function fσ = f Hσ by a direct application of the maximum
principle, without using integral estimates and iteration techniques as in [10, 14].

A natural conjecture is that the statement of our theorem holds for any initial
convex hypersurface without assuming the pinching condition. However, the dis-
cussion in [6] suggests that the pinching of the curvatures cannot be monotone on a
general convex hypersurface if the speed of the flow is homogeneous with a degree
greater than one. Therefore, different methods from the ones used here are needed.
Until now, however, this has been obtained only for certain flows in dimension
n = 2 [3, 20]; for a general dimension, it remains an open problem.

Let us finally mention that flows similar to the one considered here, but in a
lorentzian ambient manifold, have been studied in [8, 13] to prove the existence of
hypersurfaces with prescribed scalar curvature. In these papers suitable barriers are
constructed, which ensure the long time existence of the flow and the convergence
to a limit hypersurface with the desired properties.

The paper is organized as follows. After fixing some notation in Section 2,
we prove the short time existence and regularity of the solution to (1.1) in Sec-
tion 3. Then in Section 4 we write the evolution equations for the main geometric
quantities associated to the surfaces Mt . Section 5 is devoted to the proof of the
monotonicity of the pinching function f , whereas the following sections 6 and 7
concern the convergence to a round point. Finally, in Section 8 we give an example
of a nonconvex hypersurface developing a neckpinch singularity.

ACKNOWLEDGEMENTS. During their work the authors have visited the AEI in
Golm; they thank the Institute for the hospitality and are grateful to G. Huisken, O.
Schnürer and F. Schulze for useful discussions.
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2. Notation

Given an n−dimensional closed, orientable manifold M and a smooth embedding
in Euclidean space F : M → Rn+1, we denote by g the metric on F(M) induced
by the standard scalar product 〈·, ·〉 of Rn+1. The inverse matrix of g is denoted by
g∗. As usual, we denote by gi j and gi j the components of g and g∗ respectively
in a given local coordinate system. The matrices gi j and gi j are also used to lower
and raise the indices of the tensors. Throughout the paper we use the Einstein
summation convention.

We use the letter p for the generic point on M , and x, y for the points in Rn and
Rn+1 respectively. We denote by ν the outer normal vector on F(M) and consider
the second fundamental form

II (p) : TpF (M) × TpF (M) → R

whose elements are hi j (p) =
〈

∂F
∂xi

(p) , ∂ν
∂x j

(p)
〉

= −
〈

∂2F
∂xi ∂x j

(p) , ν (p)
〉
. The el-

ements of the Weingarten map W : TpF (M) → TpF (M) are h j
i = hik gk j

and its eigenvalues, called principal curvatures, are denoted as (λ1, ..., λn) with
λ1 ≤ ... ≤ λn .

If the surface F (M) is written locally as a graph F (p) =: (x, u (x)), then we
have

gi j (p) = δi j + Di u (x) D j u (x) , gi j (p) = δi j − Di u (x) D j u (x)

1 + |Du (x)|2 . (2.1)

Moreover if the outer normal vector points below then

ν (p) = (Du (x) , −1)√
1 + |Du (x)|2

(2.2)

while the elements of the second fundamental form and the Christoffel symbols
satisfy:

hi j (p) = D2
i j u (x)√

1 + |Du (x)|2
and 	k

i j (p) = D2
i j u (x) Dku (x)

1 + |Du (x)|2 . (2.3)

From now on we use the following notation: the mean curvature is H = Tr (W) =
λ1 + · · · + λn , the squared norm of the second fundamental form is |A|2
= Tr

(
WWT

)
= λ2

1 + · · · + λ2
n and the scalar curvature is

R = H2 − |A|2 = 2
∑
i< j

λiλ j .

Let us consider a smooth hypersurface immersion F0 : M → Rn+1 as described
before, with n ≥ 2 and let F : M × [0, T ) → Rn+1 be the one parameter family of
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immersions defined by the initial value problem (1.1). For all t ∈ [0, T ) we set Ft =
F (·, t) and Mt = Ft (M). In what follows we consider on every hypersurface Mt the
quantities defined above without referring explicitly to their dependence on point
and time. For simplicity, we often use the word “surface” instead of “hypersurface”
to denote our evolving manifold, also if n > 2.

As in [2], we denote by ∇ the covariant derivative on Mt and by Hess∇ the
second derivative as a 2-covariant tensor. If Hess∇ is contracted with the standard
metric g it gives the standard Laplace Beltrami operator. More in general, if m ={
mi j

}
is another metric then we can associate to m the elliptic operator


m T = Mg∗ (Hess∇T ) = mi j∇i∇ j T .

We use a similar notation for the inner product induced by a 2-covariant tensor:
given a symmetric bilinear form bi j we set 〈Ti , Vi 〉b =Ti bi j Vj and |Ti |2b = 〈Ti , Ti 〉b.
If the tensors T and V have more than one index, then the bilinear form bi j is used
only to contract the index i , while the other ones are contracted with the metric
tensor gi j .

3. Existence results

In this section we prove the short time existence of the solution to (1.1) if the initial
hypersurface has positive scalar curvature and we give a regularity theorem ensuring
that the evolving surfaces Mt ’s remain smooth as long as the principal curvatures
are bounded. Here and in the next section the exponent p in the speed of our flow
can be any positive value.

We need the following elementary remark: if M is a closed surface, then

R > 0 everywhere on M =⇒ H > 0 everywhere on M . (3.1)

In fact, if R is positive everywhere, then H2 = R + |A|2 is also positive. Therefore
H has constant sign, otherwise we would have H2 = 0 somewhere. Since on a
closed surface there is at least one point with H > 0, the sign of H has to be
positive. We also recall the following property, valid on any given point p ∈ M ,
(see e.g. [17, Lemma 2.4]):

H > 0, R > 0 =⇒ H − λk > 0, ∀ k = 1, . . . , n. (3.2)

Theorem 3.1. Let M0 be a closed hypersurface with positive scalar curvature.
Then the initial value problem (1.1) has a unique smooth solution at least for a
short time interval [0, T ).

Proof. It is well known (see [15, Theorem 3.1]) that the small time existence for a
flow driven by a speed S , with S a symmetric function of the curvatures, is ensured
provided the condition

∂S
∂λk

> 0 ∀k = 1, . . . , n
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holds at every point of the initial surface. Such a property holds in our case, because
we have

∂ R p

∂λk
= 2pR p−1 (H − λk)

and the right-hand side is positive by (3.1) and (3.2).

We now want to show that the solution remains smooth as long as the curvature are
bounded. To prove this, we use the following result (see [5, Theorem 6]):

Theorem 3.2. Let � be a domain of Rn. Let u ∈ C4 (� × [0, T )) a function satis-
fying

∂u

∂t
= G

(
D2u, Du

)
where G ∈ C2 is elliptic, i.e., there exist two constants �1 and �2 such that 0 <

�1 I ≤ Ġ ≤ �2 I , where Ġ is the matrix of the partial derivatives with respect to
D2u. Suppose that G can be written as G(D2u, Du) = φ(L(D2u, Du)), where φ

is such that φ′ �= 0 on the range of L and L is concave with respect to D2u. Then
in any relatively compact set �′ ⊂ � and for any τ ∈ (0, T ) we have

‖u‖C2,α(�′×[τ,T )) ≤ K ,

where K depends on �1, �2, ‖u‖C2(�×[0,T )), τ , dist
(
�′, ∂�

)
and the bounds on

the first and second derivatives of G.

The interest of the above theorem is that it allows to relax the concavity hypothesis
of the usual regularity theorem for fully nonlinear parabolic equations (see e.g. [18,
19]).

Theorem 3.3. Let Mt be a solution of the flow (1.1) defined for t ∈ [0, T ). Suppose
that |A|2 is uniformly bounded, and that R is greater than some positive constant
on Mt for all t ∈ [0, T ). Then any derivative of A is also uniformly bounded for
t ∈ [0, T ).

Proof. Let us take any point (p0, t0) ∈ M × [0, T ) and set y0 = Ft0 (p0). Consider
the tangent plane Tp0 Mt0 to our surface at that point. Then, for ε suitably small, the
surface Mt can be locally written as the graph of a function u (x, t) with x ∈� =
B2ε (y0) ∩ Tp0 Mt0 and t ∈ [t0 − ε, t0 + ε]. Note that, since the principal curvatures
of Mt are uniformly bounded, we can choose a uniform ε > 0 such that the above
can be done for all p0 ∈ M and t0 ∈ [ε, T − ε), and such that the C2 norm of u is
bounded by the same constant for the graph representation around any point. Here
we use also the correspondence between the second fundamental form hi j of Mt

and the Hessian D2
i j u of u recalled in the previous section.

By (2.1) and (2.3), the scalar curvature of Mt in these local coordinates has the
form R = R̃(D2u, Du) for a suitable function R̃. In addition, u evolves according
to

∂u

∂t
= −

√
1 + |Du|2

〈
∂

∂t
F, ν

〉
= R̃ p(D2u, Du)

√
1 + |Du|2. (3.3)
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To check that the right hand side of the above equation satisfy the requirements of
Theorem 3.2, we use some general facts about the functions of the eigenvalues of
a matrix. In fact, the property that ∂ R p/∂λi > 0 for every i implies the ellipticity
of R̃ p as a function of D2u. Since our surfaces have positive scalar curvature,
properties (3.1) and (3.2) allow to show that our operator is uniformly elliptic. We
then recall that

√
R is a concave function of λ1, . . . , λn (see e.g. [19, Theorem

15.17]). This implies (see e.g. [7, Corollary 5.3]) that
√

R̃ is a concave function of
D2u. Therefore, the right hand side of (3.3) can be written as the 2p-power of a
concave function. By Theorem 3.2 we derive a C2,α estimate on u.

Once such an estimate is established, standard parabolic theory allows to derive
bounds on ||u||Ck for any k > 2, which imply estimates on any derivative of the
curvature. Since these bounds do not depend on (p0, t0), the theorem follows.

We will see in the following that in the previous theorem it suffices to assume
the positivity of R at the initial time, because the minimum of R is nondecreasing
under the flow.

4. Evolution equations

As our hypersurface evolves according to the flow (1.1), the associated geometric
quantities change and satisfy suitable evolution equations that can be computed
following the procedure of [14] (see also e.g. [2, 10]). It is convenient to introduce
the tensor mi j := Hgi j − hi j . We recall that, by (3.1)-(3.2), mi j is positive definite
on any closed surface with positive scalar curvature. Then, by a straightforward
computation we find the following result:

Proposition 4.1. Let Ft : M −→ Rn+1 be the solution to (1.1) for all t ∈ [0, T ).
Then the following equations hold

∂gi j

∂t
= −2R phi j ,

∂ν

∂t
= ∇ R p,

∂dµ

∂t
= −R p Hdµ. (4.1)

In general, if P is a homogeneous function of degree α in the Weingarten map W ,
the evolution equation for P is

∂ P

∂t
= 2pR p−1

{

m P − mg∗g∗ P̈ (∇W, ∇W) + Ṗg∗ (∇ H, ∇ H)

−Ṗg∗ (∇ A, ∇ A) + p − 1

2

1

R
Ṗg∗ (∇ R, ∇ R) (4.2)

−2p − 1

2p
R Ṗ

(
W2

)
+ α

(
H |A|2 − C

)
P

}
,

where C = tr(W3) = ∑
λ3

i .
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For the reader’s convenience, we write equation (4.2) also in the classical no-
tation with indices:

∂ P

∂t
= 2pR p−1

{

m P − mi j ∂2 P

∂hk
l ∂h p

q
∇i h

k
l ∇ j h

p
q

∂ P

∂hi
j

∇ i H∇ j H

− ∂ P

∂hi
j

∇ i hk
l ∇ j h

l
k + p − 1

2

1

R

∂ P

∂hi
j

∇ i R∇ j R

− 2p − 1

2p
R

∂ P

∂hi
j

h j
k hk

i + α
(

H |A|2 − C
)

P

}
.

As an application of (4.2), we obtain:

Corollary 4.2. We have the following evolution equations:

∂ H

∂t
= 2pR p−1

{

m H + |∇ H |2 − |∇ A|2 + p − 1

2

1

R
|∇ R|2

−2p − 1

2p
R |A|2 +

(
H |A|2 − C

)
H

}
∂ |A|2

∂t
= 2pR p−1

{

m |A|2 + 2 |∇i H |2h − 2 |∇i A|2Hg

+ (p − 1)
1

R
|∇i R|2h − 2p − 1

p
RC + 2

(
H |A|2 − C

)
|A|2

}
∂ R

∂t
= 2pR p−1

{

m R + (p − 1)

1

R
|∇i R|2m + 1

p

(
H |A|2 − C

)
R

}
(4.3)

∂ R p

∂t
= 2pR p−1

{

m R p +

(
H |A|2 − C

)
R p

}
.

Corollary 4.3. Let M0 be a closed hypersurface with R > 0, and let Mt be its
evolution under the flow (1.1), defined in a maximal time interval [0, T ). Then Mt
has positive scalar curvature for all t , T is finite, and we have

lim sup
t→T

(
max

Mt
||A||2

)
= +∞.

Proof. Let us first estimate from below the term H |A|2 − C which appears in the
evolution equation for R (4.3). From [16, Lemma 2.2] we have C ≤ |A|3; if we use
in addition the inequalities H2 ≤ n |A|2 and R ≤ (n − 1) |A|2 we obtain

H |A|2−C ≥|A|2 (H − |A|) = |A|2 R

H + |A| ≥ |A| R√
n + 1

≥ R
3
2√

n − 1
(√

n + 1
) . (4.4)
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Now we define the function ϕ (t) := min
Mt

R. Using the evolution equation (4.3)

for R and the maximum principle we obtain that ϕ satisfies in a weak sense the
inequality

dϕ

dt
≥ 1√

n − 1
(√

n + 1
)ϕ p+ 3

2 .

This shows that ϕ is increasing, and that R remains positive on Mt for t ∈ (0, T ).
In addition, since p + 3/2 > 1, a comparison with the corresponding o.d.e. shows
that ϕ becomes unbounded in finite time, and so the maximal time T must be finite.

The last assertion can be proved by contradiction. If |A|2 remains bounded, we
can use Theorem 3.3 and a standard argument (see [14, Theorem 8.1]) to show that
Mt converges smoothly to a limit surface MT , from which the flow can be restarted,
in contradiction with the maximality of T .

5. Pinching of curvatures

To analyze the pinching of the curvatures of our evolving hypersurface, we consider
the function

f := |A|2
H2

− 1

n
,

also considered in [10, 14]. It is easily checked that

0 ≤ f H2 = 1

n

∑
i< j

(
λi − λ j

)2
.

Hence, at any point f gives a measure of how much principal curvatures differ
from each other. Let us first prove some relations between the value of f and the
properties of the curvatures, which will be crucial in deriving the main estimates of
this section.

Proposition 5.1. The following properties hold:

i) At any point where f ≤ 1
n(n−1)

− ε, for some ε > 0, we have λ1 ≥ n−1
2 εH.

ii) We have λn ≤
(√

n−1
n f + 1

n

)
H.

Proof. Let us isolate one eigenvalue, say λk , and write H = H ′ + λk and |A|2 =∣∣A′∣∣2 + λ2
k . We find

f H2 = |A|2 − 1

n
H2 = ∣∣A′∣∣2 + λ2

k − 1

n
H ′2 − 2

n
H ′λk − 1

n
λ2

k

=
(∣∣A′∣∣2 − 1

n − 1
H ′2

)
+ n

n − 1

(
n − 1

n
λk − 1

n
H ′

)2

≥ n

n − 1

(
n − 1

n
λk − 1

n
H ′

)2

= n

n − 1

(
λk − 1

n
H

)2

.
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Thus we have √
n − 1

n
f H ≥

∣∣∣∣λk − 1

n
H

∣∣∣∣ .
In order to prove the first part we set λk = λ1 and assume f ≤ 1

n(n−1)
− ε. Using

the inequality
√

1 − a ≤ 1 − a/2 for any a ≤ 1 we obtain

λ1 ≥
(

1

n
−

√
n − 1

n
f

)
H ≥ 1 − √

1 − (n − 1)nε

n
H

≥ (n − 1)ε

2
H.

For the proof of assertion ii) we take λk = λn and we find

λn ≤
(√

n − 1

n
f + 1

n

)
H. (5.1)

Corollary 5.2. If f < 1/n(n − 1) everywhere on M, then M is uniformly convex.
The converse implication holds only if n = 2.

Proof. The first statement is a direct consequence of part (i) of the previous propo-
sition. To see that if n = 2 the converse holds, it suffices to observe that if n = 2
then 1

2 − f = 2λ1λ2 H−2. If n > 2, instead, the positivity of the curvatures does
not imply that f < 1/n(n − 1). In fact, if λ1, . . . , λn−1 are positive, but very small
compared to λn , then |A|2 ≈ H2 and so f ≈ 1 − 1/n > 1/n(n − 1).

The aim of this section is to prove that, if the maximum of f is smaller than
a suitable constant γ ∗ on the initial surface, then it is nonincreasing in time with
the flow. Furthermore, we will prove that the same holds for the function f Hσ for
σ > 0 suitably small, showing that f tends to zero as t → T , at least at those points
where the mean curvature diverges. We are able to prove these results for a suitable
choice of γ ∗, depending on n, p, which is given below.
Definition 5.3. For n ≥ 4 and p > 1/2, n integer, we define γ ∗(n, p) :=
min {γ1(n), γ2(n, p)}, where

γ1(n) = 1

n (n − 1)
and γ2(n, p) = 4 (n − 1)

n (n + 2)2

(
1

2p − 1

)2

.

In the case n = 3, we define instead

γ ∗(3, p) =


γ1(3) if

1

2
< p ≤ 4

5
8

75p2
if

4

5
≤ p ≤ 1

γ2(3, p) if p ≥ 1.
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Finally, for n = 2 we set

γ ∗(2, p) =



9

2
− 8p if

1

2
< p ≤ 33

62
3 − 2p

8
if

33

62
≤ p ≤ 1

γ2(2, p) if p ≥ 1.

Remark 5.4. The above definition is given in such a way that some estimates
needed in the proofs of the next results (in particular, (5.4) in Lemma 5.6) are sat-
isfied. In fact, we could give an alternative definition of γ ∗(n, p) as the largest
constant which fulfills certain inequalities, and this would give a slightly better
value for certain ranges of n, p. However, we prefer the above definition, which
is explicit (although somehow elaborate in the cases n = 2, 3) and allows us to
underline some interesting properties of this constant:

• For all values of n, p, we have γ ∗(n, p) ≤ 1/n(n − 1); hence, by Corollary 5.2,
the inequality f ≤ γ ∗ implies the convexity of M .

• For n ≥ 3 and p suitably close to 1/2, we have γ ∗(n, p) = 1/n(n − 1). This is
the same constant obtained by B. Chow [10] in the case p = 1/2.

• For n = 2, we have γ ∗(2, p) > 1/2 = 1/n(n − 1) for all p > 1/2; more
precisely, γ ∗(2, p) ↓ 1/2 as p ↓ 1/2.

• For any n ≥ 2, γ ∗(n, p) is a nonincreasing function of p and it decays like
O(1/p2) as p → ∞.

Hence, the surfaces satisfying f ≤ γ ∗(n, p) are a strict subset of the class of convex
surfaces, and the condition becomes more restrictive as the homogeneity degree of
the speed increases.

As a first step in our analysis, we write the evolution equation for f in a suitable
form for the application of the maximum principle.

Lemma 5.5. The function f satisfies the evolution equation

∂ f

∂t
= 2pR p−1

{

m f − (p − 1)

H

R
|∇i f |2|A|2g−Hh

+ 4
1

H
〈∇i f, ∇i H〉m

+4 (p − 1)
1

H2
〈∇i f, ∇i H〉|A|2g−Hh − 2p − 1

p

R

H3

(
HC − |A|4

)
(5.2)

− 2R

H3

(
|∇ A|2 + 2(p − 1)

|A|2
H2

|∇ H |2 − 2p − 1

H
|∇i H |2h

)}
.

Proof. The evolution equation for f is deduced from (4.2) using

ḟ p
q = − 2

H3

(
|A|2 δ

p
q − Hh p

q

)
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and

f̈ pl
qk = − 2

H3

(
hl

kδ
p
q − Hδ

p
k δl

q

)
− 3

H
δl

k ḟ p
q .

Hence we have

∂ f

∂t
= 2pR p−1

{

m f + 2

H3
〈∇i H, A∇i A〉m − 2

H2
|∇i A|2m

+ 3

H
〈∇i f, ∇i H〉m − 2

H3
|∇i H |2|A|2g−Hh

+ 2

H3
|∇i A|2|A|2g−Hh

− (p − 1)
1

RH3
|∇i R|2|A|2g−Hh

+ 2p − 1

p

R

H3

(
|A|4 − HC

)}
.

Let us observe that |A|2 g − Hh = H (Hg − h) − Rg and that

∇ R = ∇
(

R

H2
H2

)
= −H2∇ f + 2

R

H
∇ H,

then

〈∇ R, ∇ R〉 = H4〈∇ f, ∇ f 〉 − 4RH〈∇ f, ∇ H〉 + 4
R2

H2
〈∇ H, ∇ H〉.

The same identity holds with 〈·, ·〉|A|2g−Hh . Thus the equation for f becomes

∂ f

∂t
= 2pR p−1

{

m f + 2

H3
〈∇i H, A∇i A〉m + 3

H
〈∇i f, ∇i H〉m

− 2

H3
|∇i H |2|A|2g−Hh

− 2
R

H3
|∇ A|2 − (p − 1)

H

R
|∇i f |2|A|2g−Hh

+4 (p − 1)
1

H2
〈∇i f, ∇i H〉|A|2g−Hh − 4 (p − 1)

R

H5
|∇i H |2|A|2g−Hh

+2p − 1

p

R

H3

(
|A|4 − HC

)}
.

To obtain equation (5.2) we apply the equality

2

H3
〈∇i H, A∇i A〉m = 1

H
〈∇i f, ∇i H〉m + 2

|A|2
H4

|∇i H |2m
= 1

H
〈∇i f, ∇i H〉m + 2

R

H4
|∇i H |2h + 2

H3
|∇ H |2|A|2g−Hh

and we rewrite the quadratic terms in ∇ H as

− 4 (p − 1)
R

H5
|∇i H |2|A|2g−Hh

+ 2
R

H4
|∇ H |2h

= −2
R

H3

(
2(p − 1)

|A|2
H2

|∇ H |2 − (2p − 1)
1

H
|∇i H |2h

)
.
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In the next lemma we estimate the gradient terms in the evolution equation (5.2) not
containing ∇ f .

Lemma 5.6. Let f ≤ γ ∗(n, p) − ε for some ε > 0.

(i) Suppose that either n > 2 or p ≥ 33
62 . Then there exists κ = κ(ε, n, p) > 0 such

that

|∇ A|2 + 2(p − 1)
|A|2
H2

|∇ H |2 − (2p − 1)
1

H
|∇i H |2h ≥ κ|∇ H |2.

(ii) If n = 2 and 1
2 < p < 33

62 then

|∇ A|2 +2(p −1)
|A|2
H2

|∇ H |2 − (2p −1)
1

H
|∇i H |2h ≥ ε2

8
|∇ H |2 + H〈∇ f, ∇ H〉.

Proof. (i) We recall that, by Lemma 2.2 in [14], |∇ A|2 ≥ 3/(n + 2)|∇ H |2. In
addition, we have

|∇i H |2h = hi j∇i H∇ j H ≤ λn |∇ H |2 .

Therefore, by Proposition 5.1 ii) we have

|∇ A|2 + 2(p − 1)
|A|2
H2

|∇ H |2 − (2p − 1)
1

H
|∇i H |2h

≥
(

3

n + 2
+2(p−1)

(
f + 1

n

)
−(2p − 1)

(√
n − 1

n
f + 1

n

))
|∇ H |2 (5.3)

=
(

2n − 2

n(n + 2)
+ 2(p − 1) f − (2p − 1)

√
n − 1

n
f

)
|∇ H |2.

It is convenient to set

�(n, p, f ) = 2n − 2

n(n + 2)
+ 2(p − 1) f − (2p − 1)

√
n − 1

n
f ,

where f is considered as an independent variable. We claim that, for any n ≥ 2 and
p > 1/2 (except the case n = 2, p < 33/62), we have

�(n, p, f ) > 0 ∀ f ∈ [0, γ ∗(n, p)). (5.4)

Consider first the case p ≥ 1. Then 2(p − 1) f ≥ 0 and we have, by the definition
of γ2,

�(n, p, f ) ≥ 2n − 2

n(n + 2)
− (2p − 1)

√
n − 1

n
f = 2n − 2

n(n + 2)

(
1 −

√
f

γ2

)
.
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By definition we have γ ∗ ≤ γ2 if n ≥ 4 and γ ∗ = γ2 if n = 2, 3. Therefore (5.4) is
proved in this case.

The case 1/2 < p < 1 requires a longer analysis. Let us first show that � is
strictly decreasing with respect to f as f varies in [0, 1/n(n − 1)]. In fact, we have

∂�

∂ f
= 2(p − 1) −

(
p − 1

2

) √
n − 1

n f
≤ 2(p − 1) −

(
p − 1

2

)
(n − 1)

= −
(

p − 1

2

)
(n − 3) − 1 ≤ p − 1

2
− 1 ≤ −1

2
, (5.5)

∀ f ∈
[

0,
1

n(n − 1)

]
.

It follows that, for any f ∈ [0, 1/n(n − 1))

�(n, p, f ) >
2n − 2

n(n + 2)
+ 2(p − 1)

n(n − 1)
− 2p − 1

n

= 2n − 2

n(n + 2)
+ 2(p − 1)

(
1

n(n − 1)
− 1

n

)
− 1

n

= n − 4

n(n + 2)
+ 2(1 − p)(n − 2)

n(n − 1)
.

If n ≥ 4 the above expression is positive. If n = 3, it is convenient to consider its
exact value. We find that

0 ≤ f <
1

n(n − 1)
=⇒ �(n, p, f ) >


0 if n ≥ 4

4 − 5p

15
if n = 3.

By definition, if n ≥ 4, or if n = 3 and p ≤ 4/5, then γ ∗ = 1/n(n − 1). Thus, we
have proved (5.4) also in these two cases.

We next consider the case when n = 3, p ∈ (4/5, 1). Let us observe that, if
0 ≤ f ≤ 1/6, then by definition of � we have

�(3, p, f ) ≥ 4

15
+ 2(p − 1)

√
f

6
− (2p − 1)

√
2 f

3

= 4

15
− p

√
2 f

3
= p

√
2

3

(√
8

75p2
− √

f

)
.

Since 8/(75p2) = γ ∗(3, p) ≤ 1/6 for all p ∈ (4/5, 1), we conclude that (5.4)
holds also in this case.

Let us now consider the case n = 2, 33/62 ≤ p < 1. Observe that (3 −
2p)/8 ≤ 15/62 < 1/n(n − 1). Therefore, by (5.6), � is decreasing in f for 0 <
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f ≤ (3−2p)/8, and to prove (5.4) it suffices to check that �(2, p, (3−2p)/8) > 0
for all p ∈ [33/62, 1). By the definition of �, this means that

1 + (p − 1)(3 − 2p) − (2p − 1)
√

3 − 2p ≥ 0,
33

62
≤ p < 1. (5.6)

Now, a direct computation shows that the left hand side can be also written as(
p − 1

2

) (√
3 − 2p − 1

)2
.

Using this expression we immediately see that (5.6) holds. This completes the
verification of (5.4).

To conclude the proof of part (i), let us fix any n, p, ε as in the assertion. By
(5.4), the function f → �(n, p, f ) is positive for f ∈ [0, γ ∗(n, p) − ε]. By com-
pactness, it has a minimum κ = κ(n, p, ε) > 0. The lemma follows applying (5.4).

(ii) We consider now the remaining case, where n = 2 and 1/2 ≤ p < 33/62.
Using the identity

|H∇ A − A∇ H |2 = H2 |∇ A|2 − H3 〈∇ f, ∇ H〉 − |A|2 |∇ H |2 ,

we rewrite our gradient terms in the form

|∇ A|2 + 2(p − 1)
|A|2
H2

|∇ H |2 − (2p − 1)
1

H
|∇i H |2h

= 1

H2

(
|H∇ A − A∇ H |2 + (2p − 1)|∇i H |2|A|2g−Hh

)
(5.7)

+H〈∇ f, ∇ H〉.
We recall that [14, Lemma 2.3] states that

|H∇ A − A∇ H |2 ≥ 1

2
λ2

1 H2|∇ H |2.
In addition, Proposition 5.1 (i) for n = 2 implies

λ1 ≥ 1

2

(
1

2
− f

)
H.

Thus we obtain that

|H∇ A − A∇ H |2 ≥ 1

8

(
1

2
− f

)2

H2|∇ H |2

≥ 1

8

(
1

2
− γ ∗ + ε

) (
1

2
− f

)
H2|∇ H |2

=
(

2p − 1

2
+ ε

8

) (
1

2
− f

)
H2|∇ H |2.

(5.8)
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On the other hand, when n = 2 we have

|A|2 − λn H = λ2
1 − λ1λ2 ≥ −λ1λ2 = −

(
1

4
− f

2

)
H2.

Therefore

|∇i H |2|A|2g−Hh ≥ (|A|2 − λn H)|∇ H |2 ≥ −1

2

(
1

2
− f

)
H2|∇ H |2. (5.9)

We recall that f ≤ γ ∗ − ε < 1/2 − ε. Thus, from (5.8) and (5.9) we conclude that

|H∇ A − A∇ H |2 + (2p − 1)|∇i H |2|A|2g−Hh

≥ ε

8

(
1

2
− f

)
H2|∇ H |2 ≥ ε2

8
H2|∇ H |2,

(5.10)

which, together with (5.7), yields the conclusion.

The next corollary establishes the monotonicity of f .

Corollary 5.7. If f < γ ∗ on the initial surface M0 of the flow (1.1), then the same
holds on Mt as long as it exists. Therefore, the solution remains uniformly convex.

Proof. We consider the evolution equation (5.2). If we have f < γ ∗ on M0, then by
compactness we also have f ≤ γ ∗ − ε for some ε > 0. Then, the previous lemma
shows that the gradient terms not containing ∇ f give a negative contribution. Let us
analyze the zero order terms. Proposition 5.1 i) implies that hi j ≥ (n−1)(ε/2)Hgi j
and we can apply [14, Lemma 2.3] to obtain

HC − |A|4 ≥ n(n − 1)2ε2

4
f H4 ≥ 0. (5.11)

Thus, we can conclude by the maximum principle.

Before proceeding further, it is convenient to define

ε0 = 1

n(n − 1)
− max

M0
f > 0. (5.12)

By the previous result, we have f ≤ 1/n(n−1)−ε0 on Mt for any t > 0. Therefore

R =
(

− f + n − 1

n

)
H2 ≥

(
n − 2

n − 1
+ ε0

)
H2 ≥ ε0 H2.

Taking into account that |A|2 ≤ H2 on any convex hypersurface, we conclude that

|A|2 ≤ H2 ≤ R

ε0
, (5.13)

which shows that a bound on R implies a bound on all principal curvatures.
We can now prove a stronger invariance result satisfied by our function f .
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Theorem 5.8. If we have f < γ ∗(n, p) on M0, then there exist two constants
σ > 0 and c1 > 0 such that f ≤ c1 H−σ on Mt , that is

|A|2 − 1

n
H2 ≤ c1 H2−σ ∀t ∈ [0, T ) .

Proof. We will study the evolution equation for fσ := f Hσ with σ > 0 and prove
its monotonicity for σ small enough. Since we are interested in small values of σ ,
it is not restrictive to assume that σ < 1.

The evolution equation for Hσ can be obtained from (4.2) using that Ḣσ =
σ Hσ−1 I d , Ḧσ = σ (σ − 1) Hσ−2 I d ⊗ I d and applying formula (5):

∂ Hσ

∂t
= 2pR p−1

{

m Hσ + σ (1 − σ) Hσ−2 |∇i H |2m

+ σ Hσ−1 |∇ H |2 − σ Hσ−1 |∇ A|2 + p − 1

2
σ

Hσ+3

R
|∇ f |2

− 2 (p − 1) σ Hσ 〈∇ f, ∇ H〉 + 2 (p − 1) σ Hσ−1 R

H2
|∇ H |2

− 2p − 1

2p
σ Hσ−1 R |A|2 + σ

(
H |A|2 − C

)
Hσ

}
.

(5.14)

Let us first estimate from above the terms in the right hand side. Observe that, by
definition of mi j , we have |∇i H |2m ≤ H |∇ H |2. Observe also that |p − 1| < p for
p > 1/2. In addition, we can use inequality (5.13) and∣∣ 2Hσ 〈∇ f, ∇ H〉 ∣∣ ≤ Hσ+1|∇ f |2 + Hσ−1|∇ H |2

in order to obtain, after neglecting some negative terms,

∂ Hσ

∂t
≤ 2pR p−1

{

m Hσ + σ(2 + 3p)Hσ−1 |∇ H |2

+ (1 + ε−1
0 )σ pHσ+1 |∇ f |2 + σ Hσ+1 |A|2

}
.

(5.15)

We restrict ourselves to the values of n, p covered by case (i) of Lemma 5.6, since
the computations in the other case are completely analogous. Then, we obtain from
(5.2), (5.15), and Lemma 5.6-(i) that fσ satisfies

∂ fσ
∂t

≤ 2pR p−1
{

m fσ + (4 − 2σ)Hσ−1 〈∇i f, ∇i H〉m

− (p − 1)
Hσ+1

R
|∇i f |2|A|2g−Hh

+ 4(p − 1)Hσ−2 〈∇i f, ∇i H〉|A|2g−Hh

− 2κ RHσ−3|∇ H |2 + 7σ p f Hσ−1 |∇ H |2 + (1 + ε−1
0 )σ p f Hσ+1 |∇ f |2

− 2p − 1

p

R

H3
Hσ

(
HC − |A|4

)
+ σ f Hσ+1 |A|2

}
,
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where we have also used 2 + 3p ≤ 7p which follows from p ≥ 1/2. Let us denote
by F the terms involving ∇ f , that is,

F := (4 − 2σ)Hσ−1 〈∇i f, ∇i H〉m − (p − 1)
Hσ+1

R
|∇i f |2|A|2g−Hh

+ 4(p − 1)Hσ−2 〈∇i f, ∇i H〉|A|2g−Hh + (1 + ε−1
0 )σ p f Hσ+1 |∇ f |2 .

Keeping into account also (5.11), (5.13) and the property that |A|2 ≤ H2 on a
convex surface, we can write

∂ fσ
∂t

≤ 2pR p−1
{

m fσ + F − 2ε0κ Hσ−1|∇ H |2 + 7σ p f Hσ−1 |∇ H |2

−n(n − 1)2ε3
0

2p − 1

4p
H3+σ + σ f H3+σ

}
.

To apply the maximum principle, it is convenient to write F in terms of ∇ fσ ,
keeping into account that

∇ f = ∇ (
fσ H−σ

) = H−σ∇ fσ − σ f H−1∇ H.

Therefore, denoting by Z quantities that vanish when ∇ fσ = 0, we obtain

F = Z − σ(4 − 2σ) f Hσ−2|∇i H |2m − (p − 1)σ 2 Hσ−1 f 2

R
|∇i H |2|A|2g−Hh

− 4σ(p − 1) f Hσ−3|∇i H |2|A|2g−Hh
+ (1 + ε−1

0 )σ 3 p f 3 Hσ−1|∇ H |2

≤ Z + pσ 2 H1+σ f 2

R
|∇ H |2

+ 4σ p f Hσ−1|∇ H |2 + (1 + ε−1
0 )σ 3 p f 3 Hσ−1|∇ H |2

≤ Z + 7pσε−1
0 Hσ−1|∇ H |2,

where we have used (5.13) and the inequalities |p − 1| ≤ p, f < 1, σ < 1, ε0 < 1

and
∣∣∣ |∇i H |2|A|2g−Hh

∣∣∣ ≤ H2|∇ H |2. Thus

∂ fσ
∂t

≤ 2pR p−1
{

m fσ + Z − 2ε0κ Hσ−1|∇ H |2 + 7(1 + ε−1

0 )σ pHσ−1|∇ H |2

−n(n − 1)2ε3
0

2p − 1

4p
H3+σ + σ f H3+σ

}
.

Now if we choose σ > 0 small enough to have

7(1 + ε−1
0 )σ p ≤ 2ε0κ, σ ≤ n(n − 1)2ε3

0
2p − 1

4p
,

we can apply the maximum principle to conclude that fσ is nondecreasing, hence
f ≤ c1 H−σ .
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6. Convergence to a point

In this section we prove the first part of Theorem 1.1. We largely follow the method
of Tso [23] and Andrews [2], based on the analysis of the behaviour of the inner and
outer radius of the surface (see the next definition). We show, on one hand, that the
inner radius tends to zero at the singular time; on the other hand, as a consequence
of the pinching estimate, the outer radius is comparable to the inner radius and also
tends to zero, implying the convergence to a point.

Definition 6.1. We define the inner and outer radius of Mt respectively as:

ρ−(t) = sup
{

r ≥ 0 | Br (y) is enclosed by Ft (M) for some y ∈ Rn+1
}

ρ+(t) = inf
{

r ≥ 0 | Br (y) encloses Ft (M) for some y ∈ Rn+1
}

where Br (y) is the ball of radius r centered at y.

Let us observe that, since the speed of the flow is always directed towards
the interior of the surface, any ball which encloses (rispectively is enclosed by)
Ft0 (M) at some time t0 also encloses (rispectively is enclosed by) Ft (M) for t > t0
(rispectively t < t0). It follows that ρ−(t) and ρ+(t) are decreasing functions of t .
It was observed by Andrews [2], that the pinching of the curvatures implies a bound
on the ratio ρ+/ρ−, as stated in the next lemma. In the following, we denote by ci ,
i ≥ 2 constants depending on n, p and on the initial surface, but independent on t
(like the constant c1 in the statement of Theorem 5.8).

Lemma 6.2. Let Mt be a solution of the flow (1.1). If the initial surface satisfies
the hypotheses of Theorem 5.8, then there exists c2 > 0 such that

ρ+ (t) ≤ c2ρ− (t) ∀ t ∈ [0, T ) . (6.1)

Proof. Thanks to Corollary 5.7, we have f ≤ 1/n(n − 1) − ε0 for all times t ∈
[0, T ), where ε0 is given by (5.12). Using Proposition 5.1 (i), we have on Mt

λ1 ≥ (n − 1)ε0

2
H ≥ (n − 1)ε0

2
λn.

This allows us to apply Theorem 5.1 and Theorem 5.4 of [2] to prove the sta-
tement.

We now prove that the principal curvatures of the evolving surfaces stay boun-
ded as long as the inner radius is positive. As in [2, 23], we derive this result by
studying the properties of the function

v := R p

2〈F, ν〉 − r
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for some r > 0. It can be checked by a straightforward computation that, if F is a
solution of our flow, then v satisfies

∂v

∂t
= 2pR p−1

(

mv + 4 〈∇i 〈F, ν〉 , ∇iv〉m

2 〈F, ν〉 − r

)
+ 2(2p + 1)v2 − r(H2|A|2 − C)v2

R
.

(6.2)

Proposition 6.3. Given any T ′ ∈ (0, T ), we have

max
Mt

R ≤ c4

(
1 + 1

ρ−(T ′)2

)
∀t ∈ [

0, T ′]
for some c4 > 0 (independent of r, T ′).
Proof. Let us take (p∗, t∗) such that max

M×[0,T ′]
R = R (p∗, t∗). If we set r = ρ− (t∗),

there exists y0 ∈ Rn+1 such that the sphere Br (y0) is enclosed in Mt for any
t ∈ [

0, t∗
]
. Now we call Y : = F − y0 the position vector field with origin y0 and

we note that
2 〈Y, ν〉 − r ≥ r > 0, (6.3)

on Mt for any t ∈ [
0, t∗

]
, as a consequence of the convexity of Mt . Thus the

quantity v := R p/ (2 〈Y, ν〉 − r) is well defined on M × [
0, t∗

]
, and satisfies the

evolution equation (6.2) with F replaced by Y. In order to apply the maximum
principle we use formula (4.4) to estimate

∂v

∂t
≤ 2pR p−1

(

mv + 4 〈∇i 〈Y, ν〉 , ∇iv〉m

2 〈Y, ν〉 − r

)
+ 2(2p + 1)

[
1 − r

c3
R

1
2

]
v2,

where we have set

c3 := 2p + 1

p

√
n − 1

(√
n + 1

)
.

Assume that v attains a local maximum at (p0, t0) with t0 > 0. Then at (p0, t0) we
have 
mv ≤ 0, ∇v = 0 and ∂v

∂t ≥ 0. Thus,

R
1
2 (p0, t0) ≤ c3

r
.

We deduce that

max
M×[0,t∗]

v ≤ max

{
max

M0
v (·, 0) ,

c2p
3

r2p+1

}
.

Let us first consider the case where max v(·, 0) ≤ c2p
3 /r2p+1. Since we have

|F(p∗, t∗)−y0| ≤ diam(Mt∗) ≤ 2ρ+(t∗), we obtain, recalling (6.1),

R p (
p∗, t∗

) = v
(
p∗, t∗

) (
2

〈
F(p∗, t∗)−y0, ν

〉 − r
) ≤ c2p

3

r2p+1

(
4ρ+

(
t∗

) − r
)

≤ c2p
3

r2p+1

(
4c2ρ−

(
t∗

) − r
) = c2p

3

r2p
(4c2 − 1) .

(6.4)
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If we have instead max v(·, 0) > c2p
3 /r2p+1, we observe that

max
M0

v (·, 0) ≤ 1

r
max

M0
R p.

Then, similarly as before, we find

R p (
p∗, t∗

) =
(

1

r
max

M0
R p

) (
4ρ+

(
t∗

) − r
) ≤

(
max

M0
R p

)
(4c2 − 1) . (6.5)

Since r = ρ−(t∗) ≤ ρ−(T ′), the assertion follows from (6.4) and (6.5).

Now we can apply the regularity result from Section 3 to prove that the evolv-
ing surfaces converge to a point as they approach the singular time.

Theorem 6.4. The solution to the problem (1.1) exists in a finite time interval [0, T )

and the Mt ’s converge to a point as t → T .

Proof. We know from Corollary 4.3 that the maximal existence time T of the solu-
tion is finite and that |A|2 becomes unbounded as t → T . By estimate (5.13), the
scalar curvature R also becomes unbounded as t → T . We deduce from Proposi-
tion 6.3 that ρ−(t), which is a decreasing quantity, tends to zero as t → T . Finally,
inequality (6.1) implies that also the outer radius tends to zero. Hence, the evolving
surfaces shrink to a point.

7. Convergence to a sphere

In order to prove the second part of Theorem 1.1, we consider the rescaled maps
F̃ (p, t) = ψ (t) (F (p, t) − yT ) where yT is the point to which Mt converges as
t → T and

ψ(t) = [c′ (T − t)]− 1
2p+1 ,

where c′ = n p (n − 1)p (2p + 1). The factor ψ is chosen in such a way that a
sphere shrinking to yT as t → T in the original flow becomes a sphere with constant
radius one after rescaling. In addition, we introduce a new time parameter τ , defined
as

τ (t) :=
∫ t

0

1

c′ (T − t ′)
dt ′ = − 1

c′ ln

(
1 − t

T

)
.

Then τ → +∞ as t → T .
Let us denote with a tilde the geometric quantities associated with the rescaled

R p-flow. A straightforward computation yields:

Lemma 7.1. The rescaled immersions satisfy the equation

∂

∂τ
F̃ = −R̃ p ν̃ + n p (n − 1)p F̃. (7.1)
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The associated volume element dµ̃ = ψndµ evolves according to

∂(dµ̃)

∂τ
= −R̃ p H̃ dµ̃ + n p+1 (n − 1)p dµ̃. (7.2)

In general, if P is a homogeneous function of degree α in the curvatures satisfying
the equation

∂ P

∂t
= 2pR p−1 (
m P + Q) ,

for some function Q, then the rescaled quantity P̃ = ψ−α P satisfies

∂ P̃

∂τ
= 2pR̃ p−1 (


m̃ P̃ + Q̃
) − αn p (n − 1)p P̃ (7.3)

where Q̃ = ψ−α−3 Q.

In this section we denote with c′
i , i ≥ 1, constants associated with the rescaled

flow which are independent of τ . Following the proof of [2, Theorem 7.1], we can
prove the estimate

1

c′
1

≤ ρ̃−(τ ) ≤ 1 ≤ ρ̃+(τ ) ≤ c′
1, τ ∈ [0, +∞). (7.4)

This implies in particular that the area of the surfaces M̃τ := F̃ (·, τ ), by convexity,
is uniformly bounded both from above and from below. Using Proposition 6.3 we
can also estimate from above the rescaled scalar curvature

max
M̃τ

R̃ = ψ−2max
Mt

R = c4

[
ψ−2 + 1

ρ̃−(τ )2

]
≤ c4

[
ψ(0)−2 + (c′

1)
2
]
. (7.5)

Taking into account (5.13), we deduce that on the rescaled surfaces all curvatures
are bounded:

| Ã|2 ≤ c′
2, H̃2 ≤ c′

2, R̃ ≤ c′
2. (7.6)

On the other hand, we do not have an estimate showing that the rescaled scalar
curvature is uniformly positive; thus, the principal curvatures of our hypersurface
may a priori become arbitrarily small for large values of τ . Observe that the operator
R̃ p−1
m̃ , which appears in the equations of the form (7.3), has coefficients which
are homogeneous of degree 2p − 1 in the curvatures. Therefore, we cannot ensure
that the coefficients are bounded away from zero, and the corresponding equations
should be treated as degenerate parabolic. Following the procedure of Schulze [22],
we will derive a Hölder estimate on the scalar curvature using a result due to Di
Benedetto and Friedman [11, Theorem 1.3] for solutions of equations of porous
medium type in domains of the euclidean space. Roughly speaking, the result in
[11] is the following: let v(x, t) be a nonnegative solution of

∂v

∂t
− Di (a

i j (x, t, Dv)D jv
m) = f (x, t, v, Dv), (x, t) ∈ Br × [0, T ], (7.7)
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where m > 1 and the coefficients ai j are uniformly elliptic. Suppose in addition
that v satisfies

| f (x, t, v, Dv)| ≤ k1|Dvm | + k2, (7.8)

sup
0<t<T

||v( · , t)||2L2(Br )
+ ‖Dvm‖2

L2(Br ×[0,T ]) ≤ k3 (7.9)

for suitable constants k1, k2, k3. Then v satisfies an interior Cα estimate with a
constant depending only on the ellipticity of the ai j and on the constants ki .

The application of this result to our problem requires some additional work
compared to [22], mainly because of the presence of the operator 
m rather then

 in the evolution equations. Let us first derive an integral bound on |∇ R̃ p| which
will be used later in the verification of (7.9).

Lemma 7.2. For any τ2 > τ1 > 0, the rescaled scalar curvature R̃ of the evolving
surfaces M̃τ satisfies the estimate∫ τ2

τ1

∫
M̃τ

|∇ R̃ p|2m̃ dµ̃ dτ ≤ c′
4 (1 + τ2 − τ1) ,

for a constant c′
4 independent of τ1, τ2.

Proof. From (4.3) and (7.3) we deduce that

∂ R̃

∂τ
= 2pR̃ p−1

{

m̃ R̃+(p−1)

1

R̃
|∇i R̃|2m̃ + 1

p
(H̃ | Ã|2 − C̃)R̃

}
− 2n p(n − 1)p R̃.

Using the identity


m̃ R̃ p = p (p − 1) R̃ p−2|∇i R̃|2m̃ + pR̃ p−1
m̃ R̃

the above equation can be written as a porous medium equation:

∂

∂τ
R̃ = 2
m̃ R̃ p + 2

(
H̃ | Ã|2 − C̃

)
R̃ p − 2n p (n − 1)p R̃. (7.10)

Now we observe that the tensor mi j is divergence-free, as a consequence of the
Codazzi equations:

∇ i mi j = ∇ i Hgi j − ∇ j hii = ∇ j H − ∇ j H = 0. (7.11)

Therefore the operator 
m satisfies the following identity, for any two functions
a, b ∈ C2(M): ∫

M
a
mb dµ = −

∫
M

〈∇a, ∇b〉m dµ.
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The same properties hold for the rescaled tensor m̃. Hence we have, taking into
account also (7.2),

d

dτ

∫
R̃ p+1dµ̃ = (p + 1)

∫
R̃ p ∂

∂τ
R̃ dµ̃ +

∫
R̃ p+1 ∂

∂τ
dµ̃

= 2 (p+1)

∫
R̃ p
m̃ R̃ pdµ̃+2 (p + 1)

∫ (
H̃ | Ã|2 − C̃

)
R̃2pdµ̃

− 2 (p + 1) n p (n − 1)p
∫

R̃ p+1dµ̃ −
∫

R̃2p+1 H̃dµ̃

+ n p+1 (n − 1)p
∫

R̃ p+1dµ̃ = −2 (p + 1)

∫
|∇ R̃ p|2m̃dµ̃

+ 2 (p + 1)

∫ (
H̃ | Ã|2 − C̃

)
R̃2pdµ̃ −

∫
R̃2p+1 H̃dµ̃

+ n p (n − 1)p (n − 2p − 2)

∫
R̃ p+1dµ̃.

Now, estimate (7.6) shows that R̃, H̃ , | Ã|2 are all uniformly bounded. It follows
that ∫

|∇ R̃ p|2m̃dµ̃ ≤ − 1

2 (p + 1)

d

dτ

∫
R̃ p+1dµ̃ +

∫
c′

3dµ̃.

Since the area of M̃τ is also bounded, the statement follows integrating in time.

We are now ready to complete the proof of our main Theorem 1.1. We will
explain in detail the steps of the procedure which are different from [22], omitting
the parts which are analogous.

Theorem 7.3. The rescaled hypersurfaces M̃τ converge to a sphere in C∞ norm
with exponential speed as τ → ∞.

Proof. The crucial step of the proof consists of deriving a uniform Hölder estimate
for R̃. To this purpose, we write locally M̃t as a graph, as in the proof of Theorem
3.3. We consider the equation (7.10) satisfied by R̃ in the local coordinates of
the graph representation. If we denote by Di the derivatives with respect to the
coordinates, we can write the second order operator in divergence form


m̃ R̃ p = m̃i j
(

Di D j R̃ p − 	̃l
i j Dl R̃ p

)
= Di

(
m̃i j D j R̃ p

)
− Di m̃

i j D j R̃ p − m̃i j 	̃l
i j Dl R̃ p.

However, this expression is not yet satisfactory: in fact, the coefficients m̃i j are
functions of degree one of the curvatures and therefore tend to zero if if R̃ tends to
zero. Thus, we cannot ensure the uniform ellipticity of the m̃i j ’s. For this reason,
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we rewrite the operator as


m̃ R̃ p = 2p

2p + 1
Di

(
R̃− 1

2 m̃i j D j R̃ p+ 1
2

)
− 2p

2p + 1
R̃− 1

2 Di m̃
i j D j R̃ p+ 1

2 − m̃i j 	̃l
i j Dl R̃ p.

Now the coefficients R̃− 1
2 m̃i j are both bounded and uniformly elliptic. In fact, by

definition of mi j , we have

λ1gi j ≤ (H − λn)g
i j ≤ mi j ≤ (H − λ1)g

i j ≤ Hgi j .

Taking into account Proposition 5.1-(i) and (5.13), we see that R̃− 1
2 m̃i j is compa-

rable to g̃i j , which in turn is comparable to the identity matrix in our local graph
representation. In this way we can rewrite (7.10) as

∂

∂τ
R̃ − 4p

2p + 1
Di

(
R̃− 1

2 m̃i j D j R̃ p+ 1
2

)
= − 4p

2p + 1
R̃− 1

2 Di m̃
i j D j R̃ p+ 1

2 − 2m̃i j 	̃l
i j Dl R̃ p + Q, (7.12)

with Q uniformly bounded by (7.6). Such an equation is of the type (7.7) with
m = p + 1

2 . Let us check properties (7.8) and (7.9). By property (7.11), we have

Di m̃
i j = ∇i m̃

i j − 	̃
j
il m̃

il − 	̃i
il m̃

jl = −	̃
j
il m̃

il − 	̃i
il m̃

jl .

Since the Christoffel symbols are uniformly bounded in the local graph represen-
tation, we have that Di m̃i j ≈ m̃i j ≈ R̃1/2, and we obtain an estimate on the right

hand side of (7.12) in terms of DR̃ p+ 1
2 , as required in (7.8). On the other hand,

Lemma 7.2 implies∫ τ0+ε

τ0−ε

∫
Bε(p0)∩Tp0 M̃τ0

∣∣DR̃ p+ 1
2
∣∣2 ≤ c′

5

∫ τ0+ε

τ0−ε

∫
M̃τ

|∇ R̃ p|2m̃ R̃
1
2 ≤ c′

6.

Keeping into account also (7.6), we see that condition (7.9) is satisfied. Thus, The-
orem 1.2 of [11] gives the desired Cα uniform interior estimate on R̃.

The rest of the proof can be now done by the same arguments as in [22, Lemma
3.4 and Theorem 3.5]. We just sketch some ideas of the procedure to explain the
role of the Hölder estimate proved above, and also of Theorem 5.8, which has not
been used yet. First we notice that the upper bound on ρ̃+ in (7.4) implies that
at any time τ there is some point where the curvature of M̃τ is greater than some
fixed positive constant. The Hölder estimate for R̃ then shows that there is a whole
neighbourhood where the curvature is uniformly positive. At any point where the
rescaled curvature remains uniformly positive as τ → +∞, the unrescaled curva-
ture becomes unbounded: then Theorem 5.8 implies that f tends to zero, so that in
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the limit the point is umbilical. These arguments easily imply the existence of a se-
quence τ j → +∞ such that suitable parts of M̃τ j converge to a portion of a sphere.
The above procedure can then be repeated in a larger neighbourhood, so that af-
ter finitely many iterations one proves the convergence to a sphere of the whole
surfaces M̃τ j . Standard techniques then allow to prove that the whole flow M̃τ con-
verges to a sphere, and to show that the speed is exponential. We refer to [22] for
the details.

8. Neckpinch singularities

In this last section we show that the conclusions of Theorem 1.1 are false in dimen-
sion n > 2 if one considers arbitrary nonconvex initial surfaces with positive scalar
curvature. As in the case of mean curvature flow, we prove that there are suitable
surfaces with the shape of dumbbell which develop a neckpinch singularity in finite
time under the scalar curvature flow, and thus do not shrink to a point.

In the counterexample we are going to construct we will use a suitable family
of rotationally symmetric surfaces as a barrier; to this purpose it is useful to estimate
the norm | · |m as shown by the next lemma.

Lemma 8.1. Let M ⊂ Rn+1 be a hypersurface with H > 0 and R > 0. If M is
rotationally symmetric with λ2 = ... = λn, then at any point we have λn < 2

n H
and the norm associated to the metric mi j = Hgi j − hi j can be estimated by the
standard norm |·|g:

n − 2

n
H |·|g < |·|m <

2 (n − 1)

n
H |·|g .

Proof. At any point of the surface M , the eigenvalues of the matrix mi
j are H − λi

for i = 1, ..., n. We recall that, under the hypothesis H > 0 and R > 0, Lemma 2.4
in [17] implies H − λn > 0; then we can set H − λn = εH , i.e. λn = (1 − ε) H ,
with 0 < ε < 1.

In addition, λ1 can be expressed as λ1 = εH − (n − 2) λn and the scalar
curvature R becomes

R = λ1 (H − λ1) + (n − 1) λn (H − λn)

= [εH − (n − 2) λn] (n − 1) λn + (n − 1) λnεH

= (n − 1) (1 − ε) [nε − (n − 2)] H2.

Since ε < 1, we deduce that n−2
n < ε. Hence

H − λn = εH >
n − 2

n
H, λn <

2

n
H

and

H − λ1 = (n − 1) (1 − ε) H <
2 (n − 1)

n
H,

which proves the assertion.
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The example we are going to define is inspired by the construction of Ecker
[12] for the mean curvature flow. We first introduce a suitable family Bt of hy-
perboloids which are an outer barrier for our flow in the sense given by the fol-
lowing proposition. We denote by y = (y1, . . . , yn+1) the points of the ambient
space Rn+1.

Proposition 8.2. Let M0 be a closed hypersurface of dimension n > 2 with positive
scalar curvature everywhere, rotationally symmetric with respect to the yn+1-axis,
and let Mt , with t ∈ [0, T ), be its evolution under the flow (1.1) for some p ≥ 1/2.
Suppose that M0 is contained in the strip −N ≤ yn+1 ≤ N, for some N > 0, and
that it is enclosed by the hyperboloid B0 of equation

2 |y|2 − (n − β) y2
n+1 − 2η2 = 0,

where 0 < β < n − 2 and 0 < η < 1. Then there exists k0 = k0(N , β) such that
Mt is enclosed in the hyperboloid Bt of equation

2 |y|2 − (n − β) y2
n+1 + 2k0t − 2η2 = 0,

for any 0 ≤ t ≤ min{T, η2/k0}. If we assume in addition that M0 is symmetric
with respect to the hyperplane yn+1 = 0, it follows that its singular time T satisfies
T ≤ η2/k0.

Proof. Let us consider the hyperboloids Bt as in the above statement for a general
k0 > 0. The equation of Bt can be written as

2
∣∣ŷ∣∣2 = (n − 2 − β) y2

n+1 + 2η2 − 2k0t

where y = (
ŷ, yn+1

)
and Bt can also be regarded as the rotation around the yn+1

axis of the graph of the function

sH (yn+1) :=
√

n − 2 − β

2
y2

n+1 + η2 − k0t .

The principal curvatures of a rotationally symmetric surface are

λ1 = −s′′
H[

1 + (
s′

H

)2
] 3

2

, λk = 1

sH

[
1 + (

s′
H

)2
] 1

2

k = 2, ..., n.

Hence the principal curvatures of Bt are

λ1 = − (n − 2 − β) 4(η2 − k0t)[
(n − 2 − β) (n − β) y2

n+1 + 4(η2 − k0t)
] 3

2
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and

λn = 2[
(n − 2 − β) (n − β) y2

n+1 + 4(η2 − k0t)
] 1

2

.

Note that λ1
λn

≥ − n−2−β
2 . This implies that H = λ1 + (n − 1)λn > 0 on Bt . In

addition, since the scalar curvature is given by

R = (n − 1) λn [2λ1 + (n − 2) λn] (8.1)

we have

R ≥ (n − 1) βλ2
n = 4 (n − 1) β

(n − 2 − β) (n − β) y2
n+1 + 4(η2 − k0t)

.

Since we assume 0 < η < 1, it follows that on any point of Bt such that yn+1 ∈
[−N , N ] we have

R ≥ 4 (n − 1) β

(n − 2 − β) (n − β) N 2 + 4
=: c0 (β, N ) . (8.2)

Now let us consider the function

h = 2 |y|2 − (n − β) y2
n+1 + 2k0t − 2η2

vanishing on Bt and negative inside. An easy computation shows that on the evolv-
ing surface Mt the function h satisfies(

∂

∂t
− R p−1
m

)
h = 2k0 − 4 (n − 1) H R p−1 + 2 (n − β) R p−1 |∇i yn+1|2m .

Using Lemma 8.1 and the inequalities |∇ yn+1|2 ≤ 1, R < H2, we can estimate:(
∂

∂t
− R p−1
m

)
h < 2k0 − 4 (n − 1)

n

[
n − (n − β) |∇ yn+1|2

]
H R p−1

≤2k0− 4 (n−1)

n
β H R p−1 <2k0− 4 (n − 1)

n
β R p− 1

2 .

(8.3)

If Mt does not remain enclosed by Bt for all times under consideration, there exists
a first time t̄ at which Mt̄ touches Bt̄ from inside. If p̄ is a contact point, we have
h(p̄, t̄) = 0, while h(p, t) ≤ 0 for p ∈ M and t ≤ t̄ . Therefore we have(

∂

∂t
− R p−1
m

)
h(p̄, t̄) ≥ 0.

On the other hand, the curvatures of Mt̄ at a contact point are larger than the ones
of Bt̄ . Since R is increasing with respect to any λi on the convex cone

{(λ1, . . . , λn) ∈ Rn : H > 0, R > 0}
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(see e.g. [17, Lemma 2.4]), we deduce that at a contact point also R is larger on Mt̄
than on Bt̄ . In particular, by (8.2), we deduce that R(p̄, t̄) ≥ c0. Then (8.3) implies
that (

∂

∂t
− R p−1
m

)
h(p̄, t̄) < 2k0 − 4 (n − 1)

n
βc

p− 1
2

0 .

If we choose

k0 = 2 (n − 1)

n
βc

p− 1
2

0

we find a contradiction; therefore, for such a choice of k0, the surfaces Mt remain
enclosed by the hyperboloids.

Since the hyperboloids Bt converge to a cone as t → η2/k0, the singular time
of Mt can be larger than this value only if at t = η2/k0 the surface Mt is entirely
contained in the half space yn+1 > 0 or yn+1 < 0. If we assume symmetry with
respect to the hyperplane yn+1 = 0 this is impossible; this proves the last part of
the assertion.

Corollary 8.3. For any n ≥ 3 and p ≥ 1/2 there exists a closed nonconvex surface
M0 ⊂ Rn+1 with positive scalar curvature such that the corresponding solution of
(1.1) does not shrink to a point as the singular time is approached.

Proof. A standard comparison argument with a shrinking sphere shows that, if M0
encloses a sphere of radius r0, then Mt can only shrink to a point if its singular time
is larger than the one of the sphere, which is equal to

T ∗(r0) = r2p+1
0

(2p + 1) n p (n − 1)p .

Combining this property with Proposition 8.2, we can find examples of closed hy-
persurfaces which develop a neckpinch singularity for any dimension n ≥ 3. We
can take any M0 which satisfies the properties of the proposition, including the sym-
metry with respect to the hyperplane yn+1 = 0, and which encloses two spheres
with a certain radius r0 lying in the half space yn+1 > 0 and yn+1 < 0 respectively.
Then, if the parameters are chosen in such a way that η2/k0 < T ∗(r0), we see that
the evolving surface Mt becomes singular at a time T ≤ η2/k0 while still enclosing
two spheres with positive radius.

It is easy to see that hypersurfaces M0 satisfying the above requirements exist.
One can fix the parameter β ∈ (0, n −2) arbitrarily and pick any two spheres B± of
radius r0 centered at (0, ±L0) for suitable L0 which lie inside the cone 2|y|2 − (n −
β)y2

n+1 = 0. In this way, the hyperboloid 2|y|2 − (n − β)y2
n+1 = 2η2 also contains

the two spheres for any η > 0. We then set N = L0 +r0 +1, so that the two spheres
are contained in the strip −N + 1 ≤ yn+1 ≤ N − 1. We consider the constant k0
associated with β, N by Proposition 8.2 and fix η > 0 so that η2/k0 < T ∗(r0).
It is easily checked that we can find a rotationally symmetric closed surface M0
enclosing the spheres and contained both in the hyperboloid and in the strip. Since
the hyperboloid has positive scalar curvature, it is also clear that such a surface can



570 ROBERTA ALESSANDRONI AND CARLO SINESTRARI

be chosen in such a way that it also has positive scalar curvature everywhere. An
explicit construction can be found in [1].
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