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#### Abstract

In the present paper we explain the classification of oscillations and its relation to the loss of derivatives for a homogeneous hyperbolic operator of second order. In this way we answer the open question if the assumptions to get $C^{\infty}$ well posedness for weakly hyperbolic Cauchy problems or for strictly hyperbolic Cauchy problems with non-Lipschitz coefficients are optimal.
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## 1. - Introduction

We are interested in the backward strictly hyperbolic Cauchy problem

$$
\begin{align*}
\left(D_{t}^{2}+2 b(t) D_{x t}^{2}-a(t)^{2} D_{x}^{2}\right) u(t, x) & =0, \quad(t, x) \in[0, T] \times \mathbb{R}  \tag{1.1}\\
u(T, x)=\varphi(x), \quad u_{t}(T, x) & =\psi(x), \quad x \in \mathbb{R}
\end{align*}
$$

where $D=-i \partial$, and the data $(\varphi, \psi) \in H^{s+1} \times H^{s}$ are prescribed on the hyperplane $t=T$. Later we will formulate conditions for $a=a(t)$ and $b=b(t)$ (see Theorems 1 to 3 ) which imply that the Cauchy problem is well-posed in classes of Sobolev spaces on any interval $\left[T_{1}, T\right], T_{1}>0$, without any loss of regularity. For this reason we assume $T>0$ small without loss of generality. The coefficients $a=a(t)$ and $b=b(t)$ are assumed to be bounded on the interval $[0, T]$. The strict hyperbolicity assumption means

$$
\begin{equation*}
b(t)^{2}+a(t)^{2}>0 \quad \text { on } \quad[0, T] . \tag{1.2}
\end{equation*}
$$
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If we are interested in solutions which are valued in Sobolev spaces, then we have to assume more regularity to the coefficients than $\bigcap_{\alpha \in(0,1)} C^{\alpha}([0, T])$ (see the counter-examples from [5]).

Let us suppose that the coefficients belong to the class of Lipschitz continuous functions $\operatorname{Lip}([0, T])$, then under the condition (1.2) one can prove the well-posedness of the Cauchy problem (1.1) in all Sobolev classes $H^{s}, s \geq 0$. Moreover, the following energy inequality holds:

$$
\begin{equation*}
\left\|\left(\partial_{x} u, \partial_{t} u\right)(t, \cdot)\right\|_{H^{s}} \leq C\left\|\left(\varphi^{\prime}(\cdot), \psi(\cdot)\right)\right\|_{H^{s}} \text { for } 0 \leq t<T . \tag{1.3}
\end{equation*}
$$

The energy inequality tells us, that the energy solution of the backward Cauchy problem can be continued up to $t=0$. But the Lipschitz condition is not necessary for having solutions with a finite energy. There are at least two ways to weaken this condition.
a) Global condition.

This idea goes back to [3]. The authors supposed the so-called LogLipproperty for the coefficients. This means $\left|a\left(t_{1}\right)-a\left(t_{2}\right)\right| \leq C\left|t_{1}-t_{2}\right||\log | t_{1}-t_{2}| |$ for all $t_{1}, t_{2} \in[0, T]$ with $t_{1} \neq t_{2}$; we denote the class of such functions by $\operatorname{LogLip}([0, T])$.

From the results of [1] we know that $a, b \in \operatorname{LogLip}([0, T])$ implies an energy estimate like (1.3) with a finite loss of derivatives, that is,

$$
\begin{equation*}
\left\|\left(\partial_{x} u, \partial_{t} u\right)(t, \cdot)\right\|_{H^{s-s_{0}}} \leq C\left\|\left(\varphi^{\prime}(\cdot), \psi(\cdot)\right)\right\|_{H^{s}} \text { for } 0 \leq t<T \tag{1.4}
\end{equation*}
$$

where $s_{0} \geq 0$ describes the so-called loss of derivatives.
Remark 1. The authors expect the following connection between the regularity of coefficients and the loss of derivatives (see also [10]): suppose for (1.1) that the coefficients $a, b$ belong to $\log ^{\gamma} \operatorname{Lip}([0, T])$, which denotes the class of functions $a$ satisfying $\left|a\left(t_{1}\right)-a\left(t_{2}\right)\right| \leq C\left|t_{1}-t_{2}\right||\log | t_{1}-\left.t_{2}\right|^{\gamma}$ for all $t_{1}, t_{2} \in[0, T]$ with $t_{1} \neq t_{2}$, and with $\gamma \geq 0$, and that the coefficients satisfy (1.2), then the energy estimates (1.4) hold with

- $s_{0}=0$ if $\gamma=0$;
- $s_{0}$ is arbitrary small and positive if $\gamma \in(0,1)$;
- $s_{0}$ is positive if $\gamma=1$;
- there is no positive constant $s_{0}$ if $\gamma>1$ (infinite loss of derivatives).

Thus, the counter-example from [6] implies the statement for $\gamma>1$. The approach from [1] should give the statement for $\gamma \in[0,1]$.
b) Local condition.

A second possibility to weaken the Lip-property with respect to $t$ goes back to [4]. Under the assumptions (1.2) and

$$
\begin{equation*}
b(t) \equiv 0, \quad a \in L_{\infty}([0, T]) \cap C^{1}((0, T]), \quad\left|t a^{\prime}(t)\right| \leq C \text { for } t \in(0, T] \tag{1.5}
\end{equation*}
$$

one can show that the energy inequality (1.4) holds for all $t \in[0, T]$ with a non-negative constant $s_{0}$.

If we suppose more regularity for $a$, let us say, $a \in L_{\infty}([0, T]) \cap C^{2}((0, T])$, then a refined classification of oscillations of the coefficient can be introduced.

Definition 1. We call the oscillating behaviour of the function $a(t) \in$ $C^{2}((0, T])$ satisfying for positive constants $a_{0}, a_{1}$ and $R$ the conditions $a_{0} \leq$ $a(t) \leq a_{1}$, and

$$
\begin{equation*}
\left|a^{(k)}(t)\right| \leq\left(R t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{k}, \quad k=1,2, \quad \text { for } \quad t \in(0, T] \tag{1.6}
\end{equation*}
$$

- very slow oscillation if $\gamma=0$;
- slow oscillation if $\gamma \in(0,1)$;
- fast oscillation if $\gamma=1$;
- very fast oscillation if condition (1.6) is not satisfied for $\gamma=1$.

Example 1. If $a=a(t)=2+\sin \left(\log t^{-1}\right)^{\alpha}$, then the oscillations produced by the $\sin$ term are very slow (slow, fast, very fast) if $\alpha \leq 1,(1<\alpha<2$, $\alpha=2, \alpha>2$ ).

Then one can prove the following result (see [5], [7] and [13]).
Proposition 1. Let us suppose for (1.1) that $b \equiv 0$ and a satisfies the conditions (1.2), (1.5) and (1.6). Then the energy estimates

$$
\left\|\left(\partial_{x} u, \partial_{t} u\right)(t, \cdot)\right\|_{H^{s-s_{0}}} \leq C\left\|\left(\varphi^{\prime}(\cdot), \psi(\cdot)\right)\right\|_{H^{s}} \text { for } 0 \leq t<T
$$

hold with

- $s_{0}=0$ if $\gamma=0$;
- $s_{0}$ is arbitrary small and positive if $\gamma \in(0,1)$;
- $s_{0}$ is positive if $\gamma=1$;
- there is no positive constant $s_{0}$ if $\gamma>1$ (infinite loss of derivatives).

Remark 2. We supposed the boundedness of the coefficients in the present paper for simplicity. However, the condition $a \in L_{\infty}([0, T])$ is not necessary in general. Indeed, one can prove similar results if $a$ is estimated by suitable unbounded functions near $t=0$ (see [4], [7] and [13]).

Remark 3. There is no relation between these both possibilities a) and b) to weaken the Lipschitz property. Each possibility has its own meaning.

Remark 4. There arises after the results of [4] and [5] the question whether there is something between the conditions (1.2), (1.5) and (1.2), (1.6). The paper [8] is devoted to the model Cauchy problem

$$
u_{t t}-a(t, x) \Delta u(t, x)=0, u(T, x)=\varphi(x), u_{t}(T, x)=\psi(x)
$$

where $a \in L_{\infty}\left([0, T], B^{\infty}\left(\mathbb{R}^{n}\right)\right)$ and $a_{0} \leq a(t, x)$ with a positive constant $a_{0}$. It is shown that there exists a $C^{1, \beta}$-version of Proposition 1 with $\beta \in(0,1)$,
where $C^{1, \beta}$ denotes the usual Hölder space of degree $\beta+1$. This means, if $a \in C^{1, \beta}((0, T])$ with respect to $t$, then suitable conditions for $a$ guarantee the same relation between the classification of oscillations and the loss of derivatives (in the case $\gamma \in[0,1]$ ) which is described in Proposition 1.

All results explained up to now and basing on the local condition assume $b(t) \equiv 0$ for the starting equation from (1.1). It seems to be natural to ask if we can prove the statement from Proposition 1 without the condition $b \equiv 0$. In the present paper we will show, that in general this kind of generalization does not hold.

Theorem 1. Let us consider the strictly hyperbolic Cauchy problem (1.1). There exist coefficients $a$ and $b$ from $C^{2}((0, T])$ which satisfy the conditions

- $a_{0} \leq a(t) \leq a_{1}, b_{0} \leq b(t) \leq b_{1} ;$
- $\left|a^{\prime}(t)\right|^{2}+\left|a^{\prime \prime}(t)\right| \leq\left(R t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2}$;
- $\left|b^{\prime}(t)\right|^{2}+\left|b^{\prime \prime}(t)\right| \leq\left(R t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2}$
with positive constants $a_{0}, a_{1}, b_{0}, b_{1}, R$ and with an arbitrary small positive $\gamma$ such that the Cauchy problem (1.1) is not $C^{\infty}$ well-posed, that is, the energy inequality

$$
\begin{equation*}
\left\|\left(\partial_{x} u, \partial_{t} u\right)(t, \cdot)\right\|_{H^{s-s_{0}}} \leq C\left\|\left(\varphi^{\prime}(\cdot), \psi(\cdot)\right)\right\|_{H^{s}} \text { for } 0 \leq t<T \tag{1.7}
\end{equation*}
$$

does not hold for any positive $s_{0}$ with a positive constant $C$ independent of the data $(\varphi, \psi)$.

Remark 5. The statement of this theorem explains that in the case that the term $2 b(t) D_{x t}^{2} u$ arises the relation between the type of oscillations and the loss of derivatives from Proposition 1 will change. If both coefficients $a$ and $b$ contain slow oscillations in the language of Definition 1, an infinite loss of derivatives can appear. This infinite loss of derivatives follows from the inequality

$$
\xi^{2}|\hat{u}(t, \xi)|^{2}+\left|\hat{u}_{t}(t, \xi)\right|^{2} \geq C \exp \left((\log |\xi|)^{\gamma+1}\right)\left(\xi^{2}|\hat{u}(T, \xi)|^{2}+\left|\hat{u}_{t}(T, \xi)\right|^{2}\right)
$$

uniformly for all $t \in[0, T]$ with a positive $\gamma$, where $\hat{u}$ denotes the Fourier transform of $u$ with respect to $x$. This formula follows from (3.19) from the proof to Theorem 1. But this implies that in general we cannot expect a solution from $C^{1}\left([0, T], D^{\prime}(\mathbb{R})\right)$.

Remark 6. In the recent paper [2] the following strictly hyperbolic Cauchy problem is studied:

$$
\begin{gathered}
\left(D_{t}^{m}-\sum_{j=0}^{m-1} \sum_{|\alpha| \leq m-j} a_{j \alpha}(t, x) D_{t}^{j} D_{x}^{\alpha}\right) u(t, x)=0, \quad(t, x) \in[0, T] \times \mathbb{R}^{n}, \\
\left(\partial_{t}^{j} u\right)(T, x)=\phi_{j}(x), \quad j=0,1, \ldots, m-1, \quad x \in \mathbb{R}^{n},
\end{gathered}
$$

under the assumptions $t \partial_{t} a_{j \alpha}(t, x) \in \mathcal{B}^{0}\left((0, T], \mathcal{B}^{\infty}\left(\mathbb{R}^{n}\right)\right)$ for any $j$ and $\alpha$. Under these assumptions a finite loss of derivatives is proved. The statement of Theorem 1 shows that this assumption with respect to $t$ is optimal for the finite derivative loss. We expect that the statements of Theorems 2 and 3 which will be introduced later (see Sections 2 and 4) can be generalized to the $x$-dependent case.

## 2. - Review of the proof of Proposition 1

Here we will explain the main steps which allow to understand the statement of Proposition 1. The application of the partial Fourier transformation to the differential equation from (1.1) gives

$$
\begin{equation*}
\left(D_{t}^{2}+2 b(t) \xi D_{t}-a(t)^{2} \xi^{2}\right) v(t, \xi)=0, \quad v(t, \xi)=\hat{u}(t, \xi) \tag{2.1}
\end{equation*}
$$

Setting $V(t, \xi):=\left(\xi v(t, \xi), D_{t} v(t, \xi)\right)^{T}$ the equation (2.1) can be transformed to the following first order system

$$
\left.\left(D_{t}-\left(\begin{array}{cc}
0 & \xi \\
a(t)^{2} \xi & -2 b(t) \xi
\end{array}\right)\right)\right) V(t, \xi)=0
$$

By the aid of the characteristic roots

$$
\tau_{1 / 2}=\tau_{1 / 2}(t):=-b(t) \mp \sqrt{a(t)^{2}+b(t)^{2}}
$$

let us define the matrix

$$
M(t)=\left(\begin{array}{cc}
1 & 1 \\
\tau_{1}(t) & \tau_{2}(t)
\end{array}\right)^{-1} .
$$

Substituting $V_{0}(t, \xi):=M(t) V(t, \xi)$ some calculations transform the above system into the first-order system

$$
\begin{equation*}
\left(D_{t}-\mathcal{D}+B\right) V_{0}(t, \xi)=0, \tag{2.2}
\end{equation*}
$$

where

$$
\mathcal{D}=\mathcal{D}(t, \xi):=\left(\begin{array}{cc}
\tau_{1} \xi & 0 \\
0 & \tau_{2} \xi
\end{array}\right) \quad \text { and } \quad B=B(t):=\frac{1}{\tau_{2}-\tau_{1}}\left(\begin{array}{cc}
-D_{t} \tau_{1} & -D_{t} \tau_{2} \\
D_{t} \tau_{1} & D_{t} \tau_{2}
\end{array}\right)
$$

This is the first step of diagonalization procedure. One can carry out further steps of diagonalization procedure, but the diagonal part of $B$; is unchanged
(see [11]). During the construction of fundamental solution to (2.2) the influence of the integrals
(2.3) $\mp \int_{t}^{T} \frac{\frac{d}{d s} \tau_{1 / 2}(s)}{\tau_{2}(s)-\tau_{1}(s)} d s=\int_{t}^{T} \frac{d}{d s} \sqrt{a^{2}(s)+b^{2}(s)}-2 \sqrt{a^{2}(s)+b^{2}(s)} d s \pm \frac{\frac{d}{d s} b(s)}{2 \sqrt{a^{2}(s)+b^{2}(s)}} d s$,
which are integrals of the diagonal part of $B$, plays an important role. One should understand this influence for all $t \in\left[t_{\xi}, T\right]$, where $t_{\xi}$ is defined by $t_{\xi}\langle\xi\rangle=N(\log \langle\xi\rangle)^{\gamma}$ (see [11] or the proof of Theorem 1).

The first integral of (2.3) has no influence on the loss of derivatives because of (1.2). The trouble comes from the second one which disappears if $b(t) \equiv 0$. Thus in the case $b(t) \equiv 0$ both integrals do not produce a loss of derivatives. Carrying out the second step of diagonalization makes it possible to show that the new diagonal terms have an influence on the loss of derivatives which depends on the properties of $a$ which are described in Proposition 1. The proof of Theorem 1 bases on the fact that the second of the above integrals can produce an infinite loss of derivatives. But this is not always the case. If we suppose e.g. $\left|t b^{\prime}(t)\right| \leq C$ for $t \in(0, T]$, then the second integral produces only a finite loss of derivatives.

Carrying out the second step of perfect diagonalization the approach from [11] gives the following result.

Theorem 2. Let us consider the Cauchy problem (1.1). If the coefficients satisfy

- $a, b \in L_{\infty}([0, T]) \cap C^{2}((0, T])$;
- $a(t)^{2}+b(t)^{2} \geq C>0$ on ( $\left.0, T\right]$;
- $\left|a^{\prime}(t)\right|^{2}+\left|a^{\prime \prime}(t)\right| \leq\left(R t^{-1} \log t^{-1}\right)^{2}$ on $(0, T]$;
- $\left|b^{\prime}(t)\right|^{2}+\left|b^{\prime \prime}(t)\right| \leq\left(R t^{-1}\right)^{2}$ on $(0, T]$
with a positive constant $R$, then the Cauchy problem (1.1) is $C^{\infty}$ well-posed, that is, the energy inequality

$$
\left\|\left(\partial_{x} u, \partial_{t} u\right)(t, \cdot)\right\|_{H^{s-s_{0}}} \leq C\left\|\left(\varphi^{\prime}(\cdot), \psi(\cdot)\right)\right\|_{H^{s}}
$$

holds with a positive $s_{0}$ and with a positive constant $C$ independent of the data $(\varphi, \psi)$.

In Section 4 we will describe other assumptions to the coefficients $a$ and $b$ under which we can prove the same statement about the finite loss of derivatives.

## 3. - Proof of Theorem 1

## 3.1. - Reduction to a suitable first order system

We will consider the Cauchy problem

$$
\begin{equation*}
\left(D_{t}^{2}+2 b(t) \xi D_{t}-a(t)^{2} \xi^{2}\right) v(t, \xi)=0, v(T, \xi)=\hat{\varphi}(\xi), v_{t}(T, \xi)=\hat{\psi}(\xi) \tag{3.1}
\end{equation*}
$$

which is obtained from (1.1) by partial Fourier transformation with respect to $x$. After the transformation

$$
w(t, \xi):=\exp \left(-i \xi \int_{t}^{T} b(s) d s\right) v(t, \xi)
$$

the Cauchy problem (3.1) can be rewritten as follows:

$$
\begin{gather*}
\left(D_{t}^{2}-c(t)^{2} \xi^{2}-\left(D_{t} b(t)\right) \xi\right) w(t, \xi)=0  \tag{3.2}\\
w(T, \xi)=\hat{\varphi}(\xi), \quad w_{t}(T, \xi)=i b(T) \xi \hat{\varphi}(\xi)+\hat{\psi}(\xi)
\end{gather*}
$$

where $c(t):=\sqrt{a(t)^{2}+b(t)^{2}}$. Setting $W_{0}:=\left(D_{t} w, c(t) \xi w\right)^{T}$ we obtain from (3.2) the following first order system for $W_{0}$ :

$$
\begin{align*}
& \left(D_{t}-\left(\begin{array}{cc}
0 & c(t) \xi+\frac{D_{t} b(t)}{c(t)} \\
c(t) \xi & \frac{D_{t} c(t)}{c(t)}
\end{array}\right)\right) W_{0}(t, \xi)=0,  \tag{3.3}\\
& W_{0}(T, \xi)=(b(T) \xi \hat{\varphi}(\xi)-i \hat{\psi}(\xi), c(T) \xi \hat{\varphi}(\xi)) .
\end{align*}
$$

Let us carry out the first step of diagonalization procedure. We define the matrix

$$
M_{1}:=\left(\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right)
$$

Then we note that

$$
\begin{aligned}
M_{1}\left(\begin{array}{cc}
0 & c(t) \xi \\
c(t) \xi & 0
\end{array}\right) M_{1}^{-1}= & c(t) \xi\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \\
M_{1}\left(\begin{array}{cc}
0 & \frac{D_{t} b(t)}{c(t)} \\
0 & \frac{D_{t} c(t)}{c(t)}
\end{array}\right) M_{1}^{-1}= & \frac{D_{t} c(t)}{2 c(t)}\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right) \\
& +\frac{1}{2 c(t)}\left(\begin{array}{cc}
D_{t} b(t) & -D_{t}(b(t)+c(t)) \\
D_{t}(b(t)-c(t)) & -D_{t} b(t)
\end{array}\right)
\end{aligned}
$$

respectively. Thus, after transformation $W_{1}:=M_{1} W_{0}$ the Cauchy problem (3.3) can be written as follows:

$$
\begin{equation*}
\left(D_{t}-\mathcal{D}(t, \xi)-B(t)\right) W_{1}(t, \xi)=0, \quad W_{1}(T, \xi)=M_{1} W_{0}(T, \xi) \tag{3.4}
\end{equation*}
$$

where

$$
\mathcal{D}=\mathcal{D}(t, \xi):=\left(\begin{array}{cc}
\tau_{+}(t, \xi) & 0 \\
0 & \tau_{-}(t, \xi)
\end{array}\right), \quad \tau_{ \pm}=\tau_{ \pm}(t, \xi):= \pm c(t) \xi+\frac{D_{t} c(t)}{2 c(t)}
$$

and

$$
B=B(t):=\frac{1}{2 c(t)}\left(\begin{array}{cc}
D_{t} b(t) & -D_{t}(b(t)+c(t)) \\
D_{t}(b(t)-c(t)) & -D_{t} b(t)
\end{array}\right)
$$

Let $N$ be a positive constant which will be chosen later. To a given $\xi \in \mathbb{R}$ we define $t_{\xi}$ by

$$
\begin{equation*}
t_{\xi}\langle\xi\rangle=N\left(\log t_{\xi}^{-1}\right)^{\gamma} \quad \text { for } \quad|\xi| \geq M \quad \text { and } \quad M \quad \text { large }, \tag{3.5}
\end{equation*}
$$

where $\langle\xi\rangle=\sqrt{1+|\xi|^{2}}$, and $\gamma$ is taken from the assumptions of the theorem. We denote the set $\left\{(t, \xi): t \in\left[t_{\xi}, T\right],|\xi| \geq M\right\}$ as the hyperbolic zone $Z_{\text {hyp }}(N, M)$.

Remark 7. We will prove the statement of Theorem 1 by considerations in $Z_{\text {hyp }}(N, M)$. In the other parts $\{(t, \xi) \in[0, T] \times\{|\xi|<M\}\}$ and in the pseudodifferential zone $Z_{p d}(N, M):=\left\{(t, \xi): t \in\left[0, t_{\xi}\right),|\xi| \geq M\right\}$ we have at most a finite loss of derivatives. For $Z_{p d}(N, M)$ this follows from (3.1) and (3.5) after setting $V(t, \xi):=\left(D_{t} v(t, \xi), \xi v(t, \xi)\right)^{T}$

$$
\begin{gathered}
\left(D_{t}+\left(\begin{array}{cc}
2 b(t) \xi & -a(t)^{2} \xi \\
-\xi & 0
\end{array}\right)\right) V(t, \xi)=0, V(T, \xi)=\binom{-i \hat{\psi}(\xi)}{\xi \hat{\varphi}(\xi)} \\
\|V(t, \cdot)\| \leq \exp \left(C\langle\xi\rangle t_{\xi}\right)\left\|v\left(t_{\xi}, \cdot\right)\right\| \leq\langle\xi\rangle^{C_{N}}\left\|V\left(t_{\xi}, \cdot\right)\right\| \text { for } \gamma \in[0,1] .
\end{gathered}
$$

Let us carry out the second step of diagonalization procedure in $Z_{\text {hyp }}(N, M)$. We define $M_{2}=M_{2}(t, \xi)$ by

$$
M_{2}(t, \xi):=\left(\begin{array}{cc}
1 & \frac{B_{12}}{\tau_{-}-\tau_{+}} \\
\frac{B_{21}}{\tau_{+}-\tau_{-}} & 1
\end{array}\right)
$$

where $B_{j k}$ denotes the $(j, k)$-th element of $B$. Then we easily see that $M_{2}$ is invertible in $Z_{h y p}(N, M)$ for large $N$. Some computations yield

$$
\begin{aligned}
& M_{2}^{-1}\left(\left[\mathcal{D}, M_{2}\right]+B M_{2}-\left(D_{t} M_{2}\right)\right) \\
& =M_{2}^{-1}\left(\left(\begin{array}{cc}
B_{11} & 0 \\
0 & B_{22}
\end{array}\right)+\left(\begin{array}{cc}
\frac{B_{12} B_{21}}{\tau_{+}-\tau_{-}} & \frac{B_{11} B_{12}}{\tau_{-}-\tau_{+}} \\
\frac{B_{21} B_{22}}{\tau_{+}-\tau_{-}} & \frac{B_{12} B_{21}}{\tau_{-}-\tau_{+}}
\end{array}\right)-\left(D_{t} M_{2}\right)\right) \\
& =\left(\begin{array}{cc}
B_{11} & 0 \\
0 & B_{22}
\end{array}\right) \\
& \quad+M_{2}^{-1}\left(\left(I-M_{2}\right)\left(\begin{array}{cc}
B_{11} & 0 \\
0 & B_{22}
\end{array}\right)+\left(\begin{array}{cc}
\frac{B_{12} B_{21}}{\tau_{+}-\tau_{-}} & \frac{B_{11} B_{12}}{\tau_{-}-\tau_{+}} \\
\frac{B_{21} B_{22}}{\tau_{+}-\tau_{-}} & \frac{B_{12} B_{21}}{\tau_{-}-\tau_{+}}
\end{array}\right)-\left(D_{t} M_{2}\right)\right)
\end{aligned}
$$

here we denote the first and the second matrices by $\Phi=\Phi(t, \xi)$, and $B_{2}(t, \xi)$ respectively. Setting $W_{2}(t, \xi):=M_{2}^{-1} W_{1}(t, \xi)$ transforms the Cauchy problem (3.4) to

$$
\begin{equation*}
\left(D_{t}-\mathcal{D}-\Phi-B_{2}\right) W_{2}(t, \xi)=0, \quad W_{2}(T, \xi)=M_{2}(T, \xi)^{-1} W_{1}(T, \xi) \tag{3.6}
\end{equation*}
$$

Finally, we define

$$
M_{3}=M_{3}(t, \xi):=\left(\begin{array}{cc}
\exp \left(-i \int_{t}^{T} \tau_{+}(s, \xi) d s\right) & 0 \\
0 & \exp \left(-i \int_{t}^{T} \tau_{-}(s, \xi) d s\right)
\end{array}\right)
$$

Here we note that $M_{3}^{-1} D_{t} M_{3}=\mathcal{D}$. Thus the transformation $W_{3}:=M_{3}^{-1} W_{2}$ transfers (3.6) to

$$
\begin{equation*}
\left(D_{t}-\Phi-B_{3}\right) W_{3}(t, \xi)=0, \quad W_{3}(T, \xi)=W_{2}(T, \xi) \tag{3.7}
\end{equation*}
$$

where $B_{3}:=M_{3}^{-1} B_{2} M_{3}$.
Now let $\theta=\theta(t, \xi) \in L_{1, l o c}\left(\left(t_{\xi}, T\right) ; L_{\infty}(\mathbb{R})\right)$ and define $\Theta=\Theta(t, \xi)$ by

$$
\Theta(t, \xi):=\exp \left(\int_{t}^{T} \theta(s, \xi) d s\right)
$$

Choosing

$$
Y(t, \xi):=\left(\begin{array}{cc}
\Theta(t, \xi)^{-1} & 0 \\
0 & \Theta(t, \xi)
\end{array}\right) W_{3}(t, \xi)
$$

allows to rewrite the Cauchy problem (3.7) in the form

$$
\begin{gather*}
\left(\partial_{t}-\left(\frac{b^{\prime}(t)}{2 c(t)}+\theta(t, \xi)\right)\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)-Q(t, \xi)\right) Y(t, \xi)=0  \tag{3.8}\\
Y(T, \xi)=W_{3}(T, \xi)
\end{gather*}
$$

where

$$
Q=Q(t, \xi):=i\left(\begin{array}{cc}
B_{3,11}(t, \xi) & \Theta(t, \xi)^{-2} B_{3,12}(t, \xi) \\
\Theta(t, \xi)^{2} B_{3,21}(t, \xi) & B_{3,22}(t, \xi)
\end{array}\right)
$$

and $B_{3, j k}$ denotes the $(j, k)$-th element of $B_{3}$. Here we can check that the following estimate holds:

$$
\max _{j, k=1,2}\left\{\left|B_{3, j k}(t, \xi)\right|\right\} \leq r_{1}\langle\xi\rangle^{-1}\left(t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2}
$$

with a positive constant $r_{1}$ in $Z_{\text {hyp }}(N, M)$ (for more details we refer to [5], [7], [10]).

Our last transformation yields the reduction to the suitable first order system we wanted to get in this step.

## 3.2. - Lyapunov- and energy function

We define the Lyapunov function $S=S(t, \xi)$ and the energy function $E=E(t, \xi)$ by
(3.9) $S(t, \xi):=-\left|y_{1}(t, \xi)\right|^{2}+\left|y_{2}(t, \xi)\right|^{2}$ and $E(t, \xi):=\left|y_{1}(t, \xi)\right|^{2}+\left|y_{2}(t, \xi)\right|^{2}$, where $\left(y_{1}, y_{2}\right)=Y^{T}$. Then we can estimate

$$
\begin{aligned}
\partial_{t} S(t, \xi)= & -2 \operatorname{Re}\left(y_{1} \overline{\partial_{t} y_{1}}\right)+2 \operatorname{Re}\left(y_{2} \overline{\partial_{t} y_{2}}\right) \\
= & -2\left(\frac{b^{\prime}}{2 c}+\theta\right) E(t, \xi)+2 \operatorname{Re}\left(y_{1}\left(\overline{Q_{11} y_{1}+Q_{12} y_{2}}\right)\right) \\
& +2 \operatorname{Re}\left(y_{2}\left(\overline{Q_{22} y_{2}+Q_{21} y_{1}}\right)\right) \\
= & -2\left(\frac{b^{\prime}}{2 c}+\theta\right) E(t, \xi)+2 \operatorname{Re}\left(Q_{11}\right)\left|y_{1}\right|^{2}+2 \operatorname{Re}\left(Q_{22}\right)\left|y_{2}\right|^{2} \\
& +2 \operatorname{Re}\left(Q_{12} y_{1} \bar{y}_{2}\right)+2 \operatorname{Re}\left(Q_{21} \overline{y_{1}} y_{2}\right) \\
\leq & -2\left(\frac{b^{\prime}}{2 c}+\theta-2 r_{1} \max \left\{\Theta^{2}, \Theta^{-2}\right\}\langle\xi\rangle^{-1}\left(t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2}\right) E(t, \xi)
\end{aligned}
$$

Let us define $\zeta(t, \xi)$ by

$$
\begin{align*}
\zeta(t, \xi):= & \frac{b^{\prime}(t)}{2 c(t)}+\theta(t, \xi)  \tag{3.10}\\
& -2 r_{1} \max \left\{\Theta(t, \xi)^{2}, \Theta(t, \xi)^{-2}\right\}\langle\xi\rangle^{-1}\left(t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2}
\end{align*}
$$

If $\zeta(t, \xi) \geq 0$, then the last inequality yields

$$
\partial_{t} S(t, \xi) \leq-2 \zeta(t, \xi) S(t, \xi)
$$

Consequently,

$$
\begin{equation*}
S(T, \xi) \exp \left(\int_{t}^{T} 2 \zeta(s, \xi) d s\right) \leq S(t, \xi) \text { for all } t \in\left[t_{\xi}, T\right] \tag{3.11}
\end{equation*}
$$

In the next steps we have to explain the definition of $\theta$ such that $\zeta(t, \xi) \geq 0$ is really satisfied. Therefore we have to choose the coefficients $a$ and $b$ in a suitable way. This will be done in the next step.

## 3.3. - Construction of the coefficients $a(t)$ and $b(t)$

We define the monotone decreasing sequence of positive real numbers $\left\{t_{j}\right\}_{j=1}^{\infty}$ by

$$
t_{j}:=\exp \left(-j^{\frac{1}{\gamma+1}}\right), \quad j=1,2, \ldots
$$

and the sequence $\left\{d_{j}\right\}_{j=1}^{\infty}$ by

$$
d_{j}:=\frac{t_{j-1}-t_{j}}{4}, \quad j=1,2, \ldots
$$

Here $t_{0}=T$. Using the mean value theorem we obtain

$$
\begin{equation*}
\sigma_{0}: t_{j}:\left(\log t_{j}^{-1}\right)^{-\gamma} \leq t_{j-1}-t_{j} \leq \sigma_{1} t_{j}\left(\log t_{j}^{-1}\right)^{-\gamma} \tag{3.12}
\end{equation*}
$$

where the positive constants $\sigma_{0}, \sigma_{1}$ are independent of $j$. Let us define the coefficients $a=a(t)$ and $b=b(t)$ as follows
(3.13) $a(t):=\int_{t_{j}}^{t} \int_{t_{j}}^{s_{1}} \chi_{j}\left(s_{2}\right) d s_{2} d s_{1}+2$ for $t \in\left[t_{j}, t_{j-1}\right), \quad j=1,2, \ldots$, and

$$
b(t):=\left\{\begin{array}{lll}
a\left(t+d_{j}\right) & \text { for } & t \in\left[t_{j}, t_{j}+3 d_{j}\right]  \tag{3.14}\\
2 & \text { for } & t \in\left(t_{j}+3 d_{j},: t_{j-1}\right)
\end{array}\right.
$$

where

$$
\chi_{j}(t):= \begin{cases}0 & \text { for } \quad t \in\left[t_{j}, t_{j}+d_{j}\right], \\ -32 d_{j}^{-3}\left(t-\left(t_{j}+d_{j}\right)\right) & \text { for } \quad t \in\left(t_{j}+d_{j}, t_{j}+\frac{5}{4}: d_{j}\right], \\ 32 d_{j}^{-3}\left(t-\left(t_{j}+\frac{3}{2} d_{j}\right)\right) & \text { for } t \in\left(t_{j}+\frac{5}{4} d_{j}, t_{j}+\frac{7}{4}: d_{j}\right], \\ -32 d_{j}^{-3}\left(t-\left(t_{j}+2 d_{j}\right)\right) & \text { for } t \in\left(t_{j}+\frac{7}{4} d_{j}, t_{j}+2 d_{j}\right], \\ 0 & \text { for } t \in\left(t_{j}+2 d_{j}, t_{j}+3 d_{j}\right] \\ 32 d_{j}^{-3}\left(t-\left(t_{j}+3 d_{j}\right)\right) & \text { for } t \in\left(t_{j}+3 d_{j}, t_{j}+\frac{13}{4} d_{j}\right] \\ -32 d_{j}^{-3}\left(t-\left(t_{j}+\frac{7}{2} d_{j}\right)\right) & \text { for } t \in\left(t_{j}+\frac{13}{4} d_{j}, t_{j}+\frac{15}{4}: d_{j}\right] \\ 32 d_{j}^{-3}\left(t-\left(t_{j}+4 d_{j}\right)\right) & \text { for } t \in\left(t_{j}+\frac{15}{4} d_{j}, t_{j-1}\right)\end{cases}
$$

Lemma 1. The coefficients a and $b$ given by (3.13) and (3.14) have the following properties:
(i) $a, b \in C^{2}((0, T])$ and for all $j=1,2, \ldots$ it holds

$$
a(t):= \begin{cases}2 & \text { on }\left[t_{j}, t_{j}+d_{j}\right] \\ \text { monotone decreasing } & \text { on }\left(t_{j}+d_{j}, t_{j}+2 d_{j}\right) \\ 1 & \text { on }\left[t_{j}+2 d_{j}, t_{j}+3 d_{j}\right] \\ \text { monotone increasing } & \text { on }\left(t_{j}+3 d_{j}, t_{j-1}\right)\end{cases}
$$

(ii) the constant $R$ from Theorem 1 is given by

$$
R:=8 \sqrt{2} \sigma_{0}^{-1} \sup _{j}\left\{\frac{t_{j}^{-1}\left(\log t_{j}^{-1}\right)^{\gamma}}{t_{j-1}^{-1}\left(\log t_{j-1}^{-1}\right)^{\gamma}}\right\},
$$

more precisely, we have

$$
\max _{t \in\left[t_{j}, t_{j-1}\right]}\left\{\left|a^{\prime}(t)\right|^{2}\right\}=\max _{t \in\left[t_{j}, t_{j-1}\right]}\left\{\left|b^{\prime}(t)\right|^{2}\right\}=2 d_{j}^{-1}
$$

and

$$
\max _{t \in\left[t_{j}, t_{j-1}\right]}\left\{\left|a^{\prime \prime}(t)\right|\right\}=\max _{t \in\left[t_{j}, t_{j-1}\right]}\left\{\left|b^{\prime \prime}(t)\right|\right\}=8 d_{j}^{-2}
$$

(iii) there exist positive constants $q_{0}$ and $q_{1}$ independent of $j$ such that

$$
\int_{t_{j}}^{t_{j}+d_{j}} \frac{b^{\prime}(s)}{\sqrt{a(s)^{2}+b(s)^{2}}} d s=-q_{0} ; \quad \int_{t_{j}+2 d_{j}}^{t_{j}+3 d_{j}} \frac{b^{\prime}(s)}{\sqrt{a(s)^{2}+b(s)^{2}}} d s=q_{1}
$$

where $q_{0}<q_{1}$.
Proof. The proof of (i) and (ii) follows from the definitions (3.13) and (3.14) for $a$ and $b$. The relations from (iii) can be checked as follows:

$$
\begin{aligned}
& \int_{t_{j}}^{t_{j}+d_{j}} \frac{b^{\prime}(s)}{\sqrt{a(s)^{2}+b(s)^{2}}} d s=\int_{t_{j}}^{t_{j}+d_{j}} \frac{b^{\prime}(s)}{\sqrt{4+b(s)^{2}}} d s=\log \left(\frac{1+\sqrt{5}}{2+2 \sqrt{2}}\right)=:-q_{0} \\
& \int_{t_{j}+2 d_{j}}^{t_{j}+3 d_{j}} \frac{b^{\prime}(s)}{\sqrt{a(s)^{2}+b(s)^{2}}} d s=\int_{t_{j}+2 d_{j}}^{t_{j}+3 d_{j}} \frac{b^{\prime}(s)}{\sqrt{1+b(s)^{2}}} d s=\log \left(\frac{2+\sqrt{5}}{1+\sqrt{2}}\right)=: q_{1}
\end{aligned}
$$

it follows that $q_{0}<q_{1}$.

## 3.4. - Construction of $\theta(\mathbf{t}, \xi)$

From Lemma 1 we can find a positive real number $\delta_{0}$ such that

$$
\begin{equation*}
p_{0}:=\frac{\delta_{0}+q_{0}}{q_{1}} \in(0,1) . \tag{3.15}
\end{equation*}
$$

We define the sequence of positive functions $\left\{p_{j}=p_{j}(\xi)\right\}_{j \geq 1}$ by

$$
\begin{equation*}
p_{j}(\xi):=K q_{1}^{-1}\langle\xi\rangle^{-1} \int_{t_{j}}^{t_{j-1}}\left(s^{-1}\left(\log s^{-1}\right)^{\gamma}\right)^{2} d s+\frac{q_{0}}{q_{1}}, \quad j=1,2, \ldots, \tag{3.16}
\end{equation*}
$$

where $K=e^{2 \delta_{0}}$. Then the condition (3.15) implies that $\sup _{j, \xi}\left\{p_{j}(\xi)\right\} \leq p_{0}$ for large $N$ in (3.5). Indeed, by (3.12) we have

$$
\begin{aligned}
K\langle\xi\rangle^{-1} \int_{t_{j}}^{t_{j-1}}\left(s^{-1}\left(\log s^{-1}\right)^{\gamma}\right)^{2} d s & \leq K\langle\xi\rangle^{-1}\left(t_{j-1}-t_{j}\right)\left(t_{j}^{-1}\left(\log t_{j}^{-1}\right)^{\gamma}\right)^{2} \\
& \leq \frac{K}{N}\left(t_{j-1}-t_{j}\right) t_{j}^{-1}\left(\log t_{j}^{-1}\right)^{\gamma} \leq \frac{\sigma_{1} K}{N} \leq \delta_{0}
\end{aligned}
$$

if we choose $N \geq \sigma_{1} K / \delta_{0}$. By (3.15) we have $\sup _{j, \xi}\left\{p_{j}(\xi)\right\} \leq p_{0}$.
Let us denote $q(t):=b^{\prime}(t) / c(t)$ and introduce as usually the notations

$$
[q(t)]_{+}=\left\{\begin{array}{lll}
q(t) & \text { for } & q(t)>0, \\
0 & \text { for } & q(t) \leq 0,
\end{array} \text { and } \quad[q(t)]_{-}=\left\{\begin{array}{lll}
0 & \text { for } & q(t)>0 \\
q(t) & \text { for } & q(t) \leq 0
\end{array}\right.\right.
$$

We note that

$$
\int_{t_{j}}^{t_{j-1}} q(s) d s=-q_{0}+q_{1}
$$

Now let us define

$$
\begin{equation*}
\theta(t, \xi):=-\frac{1}{2}\left(p_{j}(\xi)[q(t)]_{+}+[q(t)]_{-}\right)+\frac{K}{2}\langle\xi\rangle^{-1}\left(t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2} \tag{3.17}
\end{equation*}
$$

on $\left[t_{j}, t_{j-1}\right], j=1,2, \ldots$ Then by the assumptions of the theorem, (3.12) and (3.16) we have for $t \in\left[t_{j}, t_{j-1}\right]$ the relations

$$
\begin{aligned}
\left|\int_{t}^{T} \theta(s, \xi) d s\right|= & \left|\int_{t}^{t_{j-1}} \theta(s, \xi) d s+\sum_{k=1}^{j-1} \int_{t_{k}}^{t_{k-1}} \theta(s, \xi) d s\right|=\left|\int_{t}^{t_{j-1}} \theta(s, \xi) d s\right| \\
= & \left\lvert\, \frac{1}{2} \int_{t}^{t_{j-1}}\left(p_{j}(\xi)[q(s)]_{+}+[q(s)]_{-}\right) d s\right. \\
& \left.-\frac{1}{2} K\langle\xi\rangle^{-1} \int_{t}^{t_{j-1}}\left(s^{-1}\left(\log s^{-1}\right)^{\gamma}\right)^{2} d s \right\rvert\, \\
\leq & \frac{1}{2} \int_{t}^{t_{j-1}}\left(p_{0}[q(s)]_{+}+[q(s)]_{-}\right) d s \\
& +\frac{1}{2} K\langle\xi\rangle^{-1}\left(t_{j-1}-t_{j}\right)\left(t_{j}^{-1}\left(\log t_{j}^{-1}\right)^{\gamma}\right)^{2} \\
\leq & \frac{1}{2}\left(\delta_{0}+\frac{K \sigma_{1}}{N}\right) \leq \delta_{0}
\end{aligned}
$$

Therefore we obtain

$$
\max \left\{\Theta(t, \xi)^{2}, \Theta(t, \xi)^{-2}\right\} \leq e^{2 \delta_{0}}
$$

## 3.5. - Properties of $\zeta(t, \xi)$

Recalling (3.10), (3.16) and (3.17) we have

$$
\begin{aligned}
2 \zeta(t, \xi)= & q(t)-\left(p_{j}(\xi)[q(t)]_{+}+[q(t)]_{-}\right)+K\langle\xi\rangle^{-1}\left(t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2} \\
& -4 r_{1} \frac{K}{4 r_{1}}\langle\xi\rangle^{-1}\left(t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2} \geq\left(1-p_{0}\right)[q(t)]_{+}
\end{aligned}
$$

on $\left[t_{j}, t_{j-1}\right]$. Hence, our assumption $\zeta(t, \xi) \geq 0$ is satisfied. It remains to calculate the integral in the inequality (3.11). We have for $t \in\left[t_{j}, t_{j-1}\right]$ with $j \geq 2$ that

$$
\begin{aligned}
\int_{t}^{T} 2 \zeta(s, \xi) d s & \geq\left(1-p_{0}\right) \sum_{k=1}^{j-1} \int_{t_{k}}^{t_{k-1}}[q(s)]_{+} d s=q_{1}\left(1-p_{0}\right)(j-1) \\
& \geq \frac{q_{1}\left(1-p_{0}\right) j}{2}=\frac{q_{1}\left(1-p_{0}\right)}{2}\left(\log t_{j}^{-1}\right)^{\gamma+1} \geq \frac{q_{1}\left(1-p_{0}\right)}{2}\left(\log t^{-1}\right)^{\gamma+1}
\end{aligned}
$$

by the third statement of Lemma 1 and the definition of $t_{j}$. Choosing in (3.11) $t=t_{j}$ and taking account the last inequality for $t=t_{\xi}$ gives

$$
S(T, \xi) \exp \left(C_{1}\left(\log t_{\xi}^{-1}\right)^{\gamma+1}\right) \leq S\left(t_{\xi}, \xi\right)
$$

With the definition of $t_{\xi}$ from (3.5) we conclude

$$
\log t_{\xi}^{-1}=\log \langle\xi\rangle-\log N-\gamma \log \left(\log t_{\xi}^{-1}\right) \geq C_{\gamma} \log \langle\xi\rangle-\log N
$$

Hence, there exist positive constants $C_{1}$ and $C_{N}$ such that for $S(T, \xi) \geq 0$ it holds

$$
\begin{equation*}
C_{N} S(T, \xi) \exp \left(C_{1}(\log \langle\xi\rangle)^{\gamma+1}\right) \leq S\left(t_{\xi}, \xi\right) \text { for }|\xi| \geq M \tag{3.18}
\end{equation*}
$$

## 3.6. - Conclusion

Now we are able to prove the statement of our theorem. Recalling the transformations leading to (3.2), (3.3) and (3.4) we conclude

$$
W_{1}(t, \xi)=e^{-i \xi \int_{t}^{T} b(s) d s}\binom{\left((b(t)+c(t)) \xi+D_{t}\right) v(t, \xi)}{\left((b(t)-c(t)) \xi+D_{t}\right) v(t, \xi)}
$$

Noting
$B_{12}(t)=\frac{-D_{t}(b(t)+c(t))}{2 c(t)}, B_{21}(t)=\frac{D_{t}(b(t)-c(t))}{2 c(t)},\left(\tau_{+}-\tau_{-}\right)(t, \xi)=2 c(t) \xi$,
and denoting

$$
m_{1}=m_{1}(t, \xi):=\frac{B_{12}}{\tau_{+}-\tau_{-}}, m_{2}=m_{2}(t, \xi):=\frac{B_{21}}{\tau_{-}-\tau_{+}},
$$

we see that

$$
M_{2}^{-1}=\frac{1}{1+\frac{B_{12} B_{21}}{\left(\tau_{+}-\tau_{-}\right)^{2}}}\left(\begin{array}{cc}
1 & \frac{B_{12}}{\tau_{+}-\tau_{-}} \\
\frac{B_{21}}{\tau_{-}-\tau_{+}} & 1
\end{array}\right)=\frac{1}{1-m_{1} m_{2}}\left(\begin{array}{cc}
1 & m_{1} \\
m_{2} & 1
\end{array}\right)
$$

The functions $m_{1}$ and $m_{2}$ are pure imaginary and satisfy $\left|m_{k}(t, \xi)\right| \leq \varepsilon, k=1,2$, for any positive small number $\varepsilon$ in $Z_{\mathrm{hyp}}(N, M)$ with sufficiently large $N$. For $W_{2}$ as the solution of (3.6) we get

$$
W_{2}(t, \xi)=\frac{e^{-i \xi \int_{t}^{T} b(s) d s}}{1-m_{1} m_{2}}\binom{\left.\left(b+c+m_{1}(b-c)\right) \xi+\left(1+m_{1}\right) D_{t}\right) v(t, \xi)}{\left.\left(b-c+m_{1}(b+c)\right) \xi+\left(1+m_{2}\right) D_{t}\right) v(t, \xi)} .
$$

Now let us derive an estimate for $\xi^{2}|v(t, \xi)|^{2}+\left|v_{t}(t, \xi)\right|^{2}$.
From (3.18) we conclude

$$
\begin{equation*}
C_{N} S(T, \xi) \exp \left(C_{1}(\log \langle\xi\rangle)^{\gamma+1}\right) \leq\left|y_{1}\left(t_{\xi}, \xi\right)\right|^{2}+\left|y_{2}\left(t_{\xi}, \xi\right)\right|^{2} . \tag{3.19}
\end{equation*}
$$

Let us suppose that the a-priori estimate from Theorem 1 holds. Then there exist positive constants $C$ and $s_{1}$ such that for all $(t, \xi) \in[0, T] \times\{|\xi| \geq M\}$ it holds (see [9])

$$
\xi^{2}|v(t, \xi)|^{2}+\left|v_{t}(t, \xi)\right|^{2} \leq C\langle\xi\rangle^{s_{1}}\left(|\xi|^{2}|\varphi(\xi)|^{2}+|\psi(\xi)|^{2}\right),
$$

where $C$ and $s_{1}$ are independent of $\varphi, \psi$. From the above representation for $W_{2}$ and using the transformations to $W_{3}$ and $Y$ with uniformly bounded matrices for all $(t, \xi) \in[0, T] \times\{|\xi| \geq M\}$ we may conclude

$$
\left|y_{1}(t, \xi)\right|^{2}+\left|y_{2}(t, \xi)\right|^{2} \leq C\langle\xi\rangle^{s_{1}}\left(|\xi|^{2}|\varphi(\xi)|^{2}+|\psi(\xi)|^{2}\right) .
$$

Setting $t=t_{\xi}$, the last inequality contradicts (3.19) if e.g. $S(T, \xi) \geq C\langle\xi\rangle^{-s_{2}}$ with a sufficiently large $s_{2}$.

This completes the proof of the theorem.

## 4. - Finite loss of derivatives

We can prove the same result as in Theorem 2 in the reverse situation to that is described there, that is, the coefficient $a$ possesses very slow and $b$ possesses fast oscillations in the language of Definition 1.

Theorem 3. Let us consider the Cauchy problem (1.1). If the coefficients satisfy

- $a, b \in L_{\infty}([0, T]) \cap C^{2}((0, T])$;
- $a(t)^{2}+b(t)^{2} \geq C>0$ on $(0, T]$;
- $\left|a^{\prime}(t)\right|^{2}+\left|a^{\prime \prime}(t)\right| \leq\left(R t^{-1}\right)^{2}$ on $(0, T]$;
- $\left|b^{\prime}(t)\right|^{2}+\left|b^{\prime \prime}(t)\right| \leq\left(R t^{-1} \log t^{-1}\right)^{2}$ on $(0, T]$
with a positive constant $R$, then we have the same conclusion as in Theorem 2.

Proof. We explain only the influence of the second integral of (2.3) on the loss of derivatives for $t=t_{\xi}$, where $t_{\xi}$ is defined with $\gamma=1$ as in (3.5) of the proof to Theorem 1 (see also Remark 7). Let us define for $t \in\left[t_{\xi}, T\right]$ the open sets

$$
\Omega_{1}(t)=\left\{\tau \in[t, T]: b^{\prime}(\tau)>0\right\}, \quad \Omega_{2}(t)=\left\{\tau \in[t, T]: b^{\prime}(\tau)<0\right\}
$$

Using $b \in C^{2}((0, T])$ these sets consist of a countable number of open intervals; thus we can set after introducing suitable notations

$$
\Omega_{1}(t)=\bigcup_{j=1}\left(t_{j}, t_{j-1}\right), \quad \Omega_{2}(t)=\bigcup_{j=1}\left(s_{j}, s_{j-1}\right)
$$

Let us estimate the integral

$$
\left|\int_{t_{\xi}}^{T} \frac{b^{\prime}(\tau)}{\sqrt{a^{2}(\tau)+b^{2}(\tau)}} d \tau\right| .
$$

If this integral is estimated by $C \log \langle\xi\rangle$ with a constant $C$ independent of $t_{\xi}$, then the loss of regularity of the solution is at most finite. The above representations for $\Omega_{1}(t)$ and $\Omega_{2}(t)$ allow to find sequences of positive real numbers $\left\{p_{j}\right\}$ and $\left\{q_{j}\right\}$ satisfying $p_{j}<q_{j}<p_{j-1}$, with $b^{\prime}(\tau) \leq 0$ on $\left[p_{j}, q_{j}\right]$ and $b^{\prime}(\tau) \geq 0$ on [ $q_{j}, p_{j-1}$ ]. We define the sequences of real numbers

$$
\begin{aligned}
a_{0, j} & :=\min _{t \in\left[p_{j}, p_{j-1}\right]}\{a(t)\}, \quad a_{1, j}:=\max _{t \in\left[p_{j}, p_{j-1}\right]}\{a(t)\}, \\
b_{0, j} & :=\min _{t \in\left[p_{j}, p_{j-1}\right]}\{b(t)\}, \quad b_{1, j}:=\max _{t \in\left[p_{j}, p_{j-1}\right]}\{b(t)\} .
\end{aligned}
$$

Then there exists a positive constant $r_{1}$ independent of $j$ such that

$$
\begin{aligned}
& a_{1, j}-a_{0, j}=\int_{I_{j}} a^{\prime}(\tau) d \tau, \quad I_{j} \subset\left[p_{j}, p_{j-1}\right] \\
& b_{1, j}-b_{0, j} \leq r_{1}\left(p_{j-1}-p_{j}\right) p_{j}^{-1} \log p_{j}^{-1} \quad \text { (fast oscillations) }
\end{aligned}
$$

if $p_{j}<1$, that is, $j$ large.
From the definition of $p_{j}, q_{j}, p_{j-1}$ we have

$$
\begin{aligned}
\int_{p_{j}}^{q_{j}} \frac{b^{\prime}(\tau)}{\sqrt{a^{2}(\tau)+b^{2}(\tau)}} d \tau & \leq \int_{p_{j}}^{q_{j}} \frac{b^{\prime}(\tau)}{\sqrt{a_{1, j}^{2}+b^{2}(\tau)}} d \tau \\
& =\log \left(\frac{b_{0, j}+\sqrt{a_{1, j}^{2}+b_{0, j}^{2}}}{b_{1, j}+\sqrt{a_{1, j}^{2}+b_{1, j}^{2}}}\right) ; \\
\int_{q_{j}}^{p_{j-1}} \frac{b^{\prime}(\tau)}{\sqrt{a^{2}(\tau)+b^{2}(\tau)}} d \tau & \leq \int_{q_{j}}^{p_{j-1}} \frac{b^{\prime}(\tau)}{\sqrt{a_{0, j}^{2}+b(\tau)^{2}}} d \tau \\
& =\log \left(\frac{b_{1, j}+\sqrt{a_{0, j}^{2}+b_{1, j}^{2}}}{b_{0, j}+\sqrt{a_{0, j}^{2}+b_{0, j}^{2}}}\right)
\end{aligned}
$$

respectively. Let us define

$$
B_{j}(b):=\log \left(\frac{b+\sqrt{a_{1, j}^{2}+b^{2}}}{b+\sqrt{a_{0, j}^{2}+b^{2}}}\right)
$$

Then we get

$$
\int_{p_{j}}^{p_{j-1}} \frac{b^{\prime}(\tau)}{\sqrt{a(\tau)^{2}+b(\tau)^{2}}} d \tau \leq B_{j}\left(b_{0, j}\right)-B_{j}\left(b_{1, j}\right)
$$

Applying the mean value theorem there exists a positive constant $C_{b}$ independent of $j$ such that

$$
\begin{aligned}
B_{j}\left(b_{0, j}\right)-B_{j}\left(b_{1, j}\right) & =\left(b_{0, j}-b_{1, j}\right)\left(\frac{1}{\sqrt{a_{1, j}^{2}+b_{2, j}^{2}}}-\frac{1}{\sqrt{a_{0, j}^{2}+b_{2, j}^{2}}}\right) \\
& =\frac{a_{2, j}\left(b_{1, j}-b_{0, j}\right)}{\left(a_{2, j}^{2}+b_{2, j}^{2}\right)^{3 / 2}}\left(a_{1, j}-a_{0, j}\right) \leq C_{b}\left(a_{1, j}-a_{0, j}\right)
\end{aligned}
$$

with some constants $a_{2, j} \in\left[a_{0, j}, a_{1, j}\right]$ and $b_{2, j} \in\left[b_{0, j}, b_{1, j}\right]$. This leads to the estimate

$$
\int_{p_{j}}^{p_{j-1}} \frac{b^{\prime}(\tau)}{\sqrt{a(\tau)^{2}+b(\tau)^{2}}} d \tau \leq C_{b}\left(a_{1, j}-a_{0, j}\right)=C_{b} \int_{I_{j}} a^{\prime}(\tau) d \tau
$$

It follows that

$$
\int_{t_{\xi}}^{T} \frac{b^{\prime}(\tau)}{\sqrt{a(\tau)^{2}+b(\tau)^{2}}} d \tau \leq C_{b} \int_{t_{\xi}}^{T}\left|a^{\prime}(\tau)\right| d \tau \leq C_{b} R \int_{t_{\xi}}^{T} \tau^{-1} d \tau \leq C_{b, N} R \log \langle\xi\rangle
$$

This estimate hints to a finite loss of derivatives. Carrying out the second step of diagonalization procedure, estimating the new diagonal matrix and the remainder completes the proof.

Summarizing the statements of our theorems and the previous results, the connection between the classification of the oscillations of the coefficients for (1.1) and the loss of derivatives of the solutions are described in the following Table 1 :

Table 1: Connection between the classification of the oscillations in the language of Definition 1 and the loss of derivatives

| $a(t) \backslash b(t)$ | 0 | very slow | slow | fast |
| :---: | :---: | :---: | :---: | :---: |
| 0 | no loss | no loss | small loss | finite loss |
| very slow <br> slow <br> fast | small loss <br> finite loss | finite loss <br> finite loss <br> finite loss | finite loss | finite loss |

Remark 8. There are special models of type (1.1) for which one can prove the same result as in Proposition 1. If e.g. $b(t)=a(t)$ or more general $a(t)=$ $f(b(t))$, then suitable assumptions for $f$ allow to prove the same connection between type of oscillations and loss of derivatives for $\gamma \in[0,1]$ under the assumption

$$
\left|b^{\prime}(t)\right|^{2}+\left|b^{\prime \prime}(t)\right| \leq\left(R t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2} \quad \text { on } \quad(0, T] .
$$

## 5. - Concluding remarks

Remark 9. We can generalize the statement of Theorem 1 to weakly hyperbolic Cauchy problems.

Corollary 1. Let us consider the weakly hyperbolic Cauchy problem

$$
\left(D_{t}^{2}+2 b(t) \lambda(t) D_{x t}^{2}-a(t)^{2} \lambda(t)^{2} D_{x}^{2}\right) u=0, u(T, x)=\varphi(x), u_{t}(T, x)=\psi(x),
$$

where $\lambda(t)=t^{l}, l>0$. There exist coefficients $a, b$ with the same properties as in Theorem 1 such that the energy inequality

$$
\left\|\left(\lambda(t) \partial_{x} u, \partial_{t} u\right)(t, \cdot)\right\|_{H^{s-s_{0}}} \leq C\left\|\left(\varphi^{\prime}(\cdot), \psi(\cdot)\right)\right\|_{H^{s}} \text { for } 0 \leq t<T
$$

does not hold for any positive $s_{0}$ with a positive constant $C$ independent of the data $(\varphi, \psi)$.

Some remarks to the proof. We follow the proof to Theorem 1. The transformation

$$
w(t, \xi):=\exp \left(-i \xi \int_{t}^{T} b(s) \lambda(s) d s\right) v(t, \xi)
$$

generates the Cauchy problem

$$
\begin{equation*}
\left(D_{t}^{2}-c(t)^{2} \xi^{2}-D_{t}(b(t) \lambda(t)) \xi\right) w(t, \xi)=0 \quad \text { with data on } \quad t=T \tag{5.1}
\end{equation*}
$$

where $c(t)=\sqrt{a(t)^{2}+b(t)^{2}} \lambda(t)$. All diagonalization steps are carried out in $Z_{\text {hyp }}(N, M)$ which is defined by $\left\{(t, \xi): t \in\left[t_{\xi}, T\right],|\xi| \geq M\right\}$, where $t_{\xi}$ is implicitly defined by $\Lambda\left(t_{\xi}\right)\langle\xi\rangle=N\left(\log \Lambda\left(t_{\xi}\right)^{-1}\right)^{\gamma}, \Lambda(t)=\int_{0}^{t} \lambda(s) d s$. Using corresponding transformations to those ones from Section 3.1 gives

$$
\begin{gathered}
\left(\partial_{t}-\left(\frac{b^{\prime}(t) \lambda(t)+b(t) \lambda^{\prime}(t)}{2 c(t)}+\theta(t, \xi)\right)\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)-Q(t, \xi)\right) Y(t, \xi)=0 \\
\text { with datum on } t=T
\end{gathered}
$$

The property $\lambda^{\prime}(t)>0$ for $t>0$ and the fact that $\exp \left(\int_{t_{\xi}}^{T} \frac{b(s) \lambda^{\prime}(s)}{2 c(s)} d s\right)$ produces at most a finite loss of derivatives make it possible to follow all steps of the proof to Theorem 1. Consequently, a similar estimate to (3.18) holds.

Remark 10. Let us come back to the Cauchy problem (5.1). This arises after application of the partial Fourier transformation with respect to $x$ to

$$
\begin{gather*}
\left(\partial_{t}^{2}-c(t)^{2} \partial_{x}^{2}-\partial_{t}(b(t) \lambda(t)) \partial_{x}\right) u(t, x)=0  \tag{5.2}\\
u(T, x)=\varphi(x), \quad u_{t}(T, x)=b(T) \lambda(T) \varphi^{\prime}(x)+\psi(x)
\end{gather*}
$$

If we apply the statement of Theorem 1 to (5.2), then the next result follows immediately.

## Corollary 2. Let us consider the Cauchy problem

$\left(\partial_{t}^{2}-h(t)^{2} \lambda(t)^{2} \partial_{x}^{2}-\partial_{t}(b(t) \lambda(t)) \partial_{x}\right) u(t, x)=0, u(T, x)=\varphi(x), u_{t}(T, x)=\psi(x)$,
where $\lambda(t)=t^{l}, l \geq 0$. There exist functions $h$ and $b$ from $C^{2}((0, T])$ which satisfy the conditions

- $h_{0} \leq h(t) \leq h_{1}, b_{0} \leq b(t) \leq b_{1}$;
- $\left|h^{\prime}(t)\right|^{2}+\left|h^{\prime \prime}(t)\right|+\left|b^{\prime}(t)\right|^{2}+\left|b^{\prime \prime}(t)\right| \leq\left(R t^{-1}\left(\log t^{-1}\right)^{\gamma}\right)^{2}$
with positive constants $h_{0}, h_{1}, b_{0}, b_{1}, R$ and with an arbitrary small positive $\gamma$ such that the energy inequality

$$
\left\|\left(\lambda(t) \partial_{x} u, \partial_{t} u\right)(t, \cdot)\right\|_{H^{s-s_{0}}} \leq C\left\|\left(\varphi^{\prime}(\cdot), \psi(\cdot)\right)\right\|_{H^{s}}
$$

does not hold for any positive $s_{0}$ with a positive constant $C$ independent of the data $(\varphi, \psi)$.

This explains the necessity of the Levi condition of $C^{\infty}$-type $\partial_{t}(b(t) \lambda(t))=$ $O\left(\lambda^{\prime}(t)\right)$ in the weakly hyperbolic case $\lambda(t)=t^{l}, l>0$. In the non-Lipschitz case $\lambda(t) \equiv 1$ we get $\partial_{t} b(t)=O\left(t^{-1}\right)$ as a necessary condition. But in opposite to the condition $\partial_{t}(b(t) \lambda(t))=O\left(\lambda^{\prime}(t)\right)$ which is sufficient, too, the condition $\partial_{t} b(t)=O\left(t^{-1}\right)$ seems to be not sufficient. One should suppose the stronger assumption of integrability.
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