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ABSTRACT. – We consider nonlinear elliptic differential equations of second order in two
variablesF(x, y, z(x, y), zx(x, y), . . . , zyy(x, y))= 0, (x, y) ∈ 	 ⊂ R

2. Supposing analyticity
of F , we prove analyticity of the real solutionz = z(x, y) in the open set	. Furthermore, we
show thatz may be continued as a real analytic solution forF = 0 across the real analytic
boundary arc
 ⊂ ∂	, if z satisfies one of the boundary conditionsz= ϕ orzn =ψ(x, y, z, zt) on

 with real analytic functionsϕ andψ, respectively (zn denotes the derivative ofz w.r.t. the outer
normaln on
 andzt its derivative w.r.t. the tangent). The proof is based on ideas of H. Lewy
combined with a uniformization method. Studying quasilinear equations, we get somewhat better
results concerning the initial regularity of the given solution and a little more insight.
 2002 Éditions scientifiques et médicales Elsevier SAS

RÉSUMÉ. – Nous considérons les équations différentielles non-linéaires elliptiques d’ordre
deuxième dépendant de deux variablesF(x, y, z(x, y), zx(x, y), . . . , zyy(x, y)) = 0, (x, y) ∈
	 ⊂ R

2. Supposent l’analyticité deF , nous démontrons l’analyticité de la solution réelle
z= z(x, y) dans l’ensemble ouvert	. En outre, nous démontrons qu’on peut prolongerz comme
solution analytique réelle deF = 0 à travers la courbe
 ⊂ ∂	, si z vérifie une des conditions
aux limitesz = ϕ or zn = ψ(x, y, z, zt) sur
 avec des fonctions analytiques réellesϕ etψ (zn
designe la dérivée dez par rapport à la normale extérieuren sur 
 et zt la dérivée dez par
rapport à la tangente). La démonstration est fondée sur des idées de H. Lewy, combinées avec
une méthode d’uniformisation. En regardant des équations quasi-linéaires, nous réalisons des
résultats améliorés en ce qui concerne la regularité initiale de la solution donnée et un peu plus
de compréhension.
 2002 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction

Let z= z(x, y) be a solution of the fully nonlinear equation

F
(
x, y, z(x, y), zx(x, y), zy(x, y), zxx(x, y), zxy(x, y), zyy(x, y)

) = 0 in	, (1.1)

which is supposed to be elliptic w.r.t.z. Moreover, let
 ⊂ ∂	 be an open boundary arc
of the open set	⊂ R

2, and either the Dirichlet condition

z(x, y)= ϕ(x, y), (x, y) ∈ 
, (1.2)

or the nontangential boundary condition of first order

zn(x, y)=ψ(
x, y, z(x, y), zt(x, y)

)
, (x, y) ∈ 
, (1.3)

is satisfied (zn denotes the derivative ofz w.r.t. the outer normaln, zt its derivative
w.r.t. the tangentt).

Then we show: IfF is a real analytic function andz ∈ C2(	), thenz is real analytic
in 	 (Theorem 3). Furthermore, supposing analyticity of all dataF , ϕ or ψ , and
, we
can continuez ∈ C2(	 ∪
) across
 as a real analytic solution of (1.1) (Theorem 4).

The first result is Bernstein’s analyticity theorem (compare e.g. [10]; for further
references cf. [12] §5.8). The second statement follows also from Morrey’s far
reaching Theorem 6.8.2 in [12], but its proof is quite complex. (For similar results
cf. A. Friedman’s paper [3].) Therefore, it seems desirable to find a more elementary
and geometric proof for the equations considered here. Furthermore, our method is
constructive, and one may estimate the domain of existence for the extended solution,
quantifying the fundamental Theorem 2 in [13].

In this theorem we have extended a given solution of an analytic system

�z(u, v)= h
(
z(u, v), zu(u, v), zv(u, v)

)
, (1.4)

across a straight part of the boundary, where certain analytic mixed boundary conditions
are satisfied. Now, introducing isothermal parameters, we transform the equation (1.1)
to such a system for the vector-valued functionz with the components:x, y, the solution
z, and its first and second derivatives, all considered as functions of the isothermal
parameters(u, v) (cf. Lemma 3). Additionally, we obtain a system of first order, which
we use in connection with (1.2) or (1.3) to derive suitable mixed boundary conditions
for z. Exploiting Theorems 2 and 3 of [13], we infer the analyticity ofz and construct a
continuation ofz across the boundary. Using E. Hopf’s maximum principle, we obtain
the analogous results forz= z(x, y) (cf. Theorems 3 and 4).

In the case of quasilinear equations

a
(
x, y, z(x, y), zx(x, y), zy(x, y)

)
zxx + 2b(. . .)zxy + c(. . .)zyy + d(. . .)= 0 in	

(1.5)
the same method as above gives somewhat more insight and also better results, since
the system (1.4) contains the first derivatives ofz only (cf. Lemma 1). Therefore, we
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dedicate the first part of the paper to equation (1.5). We find an analytic continuation of
the solutionz, even if we only supposez ∈ C2(	)∩C1(	∪ 
) (Theorem 2).

In order to obtain the optimal results concerning the initial regularity forz, we have
to combine our method with a lemma of Heinz [7] following the ideas of [8]. Regarding
the optimality we refer the reader to the Examples 2 and 3.

Our method rests on H. Lewy’s idea [10] of continuing a solution for (1.1) to complex-
valued variablesx, y by solving hyperbolic initial value problems. The transition to the
system (1.2) simplifies this method, since the corresponding hyperbolic problems have
straight characteristic lines. In addition, we are able to continue a solution of (1.2) across
the boundary. This continuation process is described in [13].

We would like to mention P. Garabedian’s beautiful book [4], which was highly
inspiring for us.

This paper is part of my doctoral thesis which has been accepted by the Fakultät für
Mathematik, Naturwissenschaften und Informatik at the Brandenburgische Technische
Universität Cottbus in November 2000.

Finally, I would like to thank Prof. Friedrich Sauvigny for his interest in my work and
for many stimulating lectures and discussions. I am also very grateful to Prof. Stefan
Hildebrandt for his generous support.

2. Reduction of quasilinear equations to the normal form

Let the functions

a = a(x, y, z,p, q), b= b(x, y, z,p, q),
c= c(x, y, z,p, q), d = d(x, y, z,p, q),
a, b, c, d :�→ R ∈C1+α(�), α ∈ (0,1),

(2.1)

be defined on an open set�⊂ R
5. We consider a solutionz= z(x, y) :	→ R ∈C2(	)

of the quasilinear differential equation

a
(
x, y, z(x, y), zx(x, y), zy(x, y)

)
zxx+b(. . .)zxy+c(. . .)zyy+d(. . .)= 0, (x, y) ∈	,

(2.2)
which is supposed to be elliptic with respect toz, i.e.

�(x,y,z(x,y),zx(x,y),zy(x,y)) := ac− b2|(x,y,z(x,y),zx(x,y),zy(x,y)) > 0 for all (x, y) ∈	.
(2.3)

Obviously, we have to assume{(x, y, z(x, y), zx(x, y), zy(x, y)) | (x, y) ∈	} ⊂�. We
use the abbreviations

p = zx, q = zy, r = zxx, s = zxy, t = zyy
for the derivatives ofz. Finally, for arbitrary(x0, y0) ∈ R

2 andr > 0 we setBr(x0, y0) :=
{(x, y) ∈ R

2 | (x − x0)
2 + (y − y0)

2< r2} and writeB :=B1(0,0).
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LEMMA 1. –Let z(x, y) :	→ R ∈ C2(	) be a solution of the quasilinear equation
(2.2), which is supposed to be elliptic with respect toz in the sense of(2.3). Then, for
any(x0, y0) ∈	 and anyr > 0 withBr(x0, y0)⊂⊂	 there exists a mapping

f (u, v)= (
x(u, v), y(u, v)

)
: B→ Br(x0, y0) ∈C2+α(B), f (0,0)= (x0, y0),

such that the relations

yu − b

a
xu +

√
�

a
xv = 0,

yv −
√
�

a
xu − b

a
xv = 0,

pu + b

a
qu +

√
�

a
qv + d

a
xu = 0,

pv −
√
�

a
qu + b

a
qv + d

a
xv = 0, (u, v) ∈ B,

(2.4)

are fulfilled (write z(u, v) := z ◦ f (u, v) etc.). Furthermore, the vector-valued function

z(u, v) := (
x(u, v), y(u, v), z(u, v),p(u, v), q(u, v)

) ∈ C2(B,R5)
satisfies the semilinear system

�z(u, v)= h
(
z(u, v), zu(u, v), zv(u, v)

)
, (u, v) ∈ B. (2.5)

The right hand sideh = h(z,p,q) ∈ Cα(�0 × R
5 × R

5,R5) is defined on the open set
�0 := {z ∈� |�(z) > 0} ⊂ R

5 and will be specified in the proof.

Proof. –
(1) At first, aC2-solution for Eq. (2.2) belongs toC3(	,R) since we havea, b, c, d ∈

C1+α(�,R) (cf. [9] Satz 5 and [14] Theorem 1). We consider the elliptic Riemannian
metric (w.l.o.g. we may assumea > 0)

ds2 := a(x, y) dy2 − 2b(x, y) dx dy + c(x, y) dx2, (x, y) ∈	, (2.6)

with a(x, y) := a(x, y, z(x, y),p(x, y), q(x, y)) ∈C1+α(	) and so on. The uniformiza-
tion theorem for nonanalytic metrics (compare, e.g., [15]) yields: For any(x0, y0) ∈ 	
and anyr > 0 with Br(x0, y0) ⊂⊂ 	 there exists aC2+α-diffeomorphismf (u, v) =
(x(u, v), y(u, v)) : B → Br(x0, y0) such thatf (0,0)= (x0, y0) and such that the metric
ds2 appears in the form

ds2 ="(u, v)(du2 + dv2) in B, " ∈C1+α(B,R). (2.7)

The surface element satisfies"> 0 in B, and we haveJf := xuyv − xvyu > 0 in B for
the Jacobian off .

Now, writingw := f −1 for the inverse mapping off , we set"(x, y) :=" ◦w(x, y).
From (2.7) we conclude
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ds2 ="{
(ux dx + uy dy)2 + (vx dx + vy dy)2}

="{(
u2
x + v2

x

)
dx2 + 2(uxuy + vxvy) dx dy + (

u2
y + v2

y

)
dy2}.

Comparing this with (2.6), we obtain the conformality relations

u2
x + v2

x = c

"
,

uxuy + vxvy = − b
"
,

u2
y + v2

y = a

"
, (x, y) ∈ Br(x0, y0).

(2.8)

Denoting byJw the Jacobian of the mapw and usingJw,",� > 0, we get
√
� uy =

√
ac− b2 uy ="

√(
u2
x + v2

x

)(
u2
y + v2

y

) − (uxuy + vxvy)2uy
="(uxvy − uyvx)uy ="[

(uxuy + vxvy)vy − (
u2
y + v2

y

)
vx

]
= −bvy − avx in Br(x0, y0)

as well as
√
�vy ="(uxvy − uyvx)vy ="[(

u2
y + v2

y

)
ux − (uxuy + vxvy)uy]

= aux + buy in Br(x0, y0).

Now, applying the relation

(
xu xv
yu yv

)
=

(
ux uy
vx vy

)−1

= 1

Jw

(
vy −uy

−vx ux

)
, (2.9)

we derive the Beltrami system for the uniformizing mapf

yu − b

a
xu +

√
�

a
xv = 0,

yv −
√
�

a
xu − b

a
xv = 0, (u, v) ∈ B.

(2.10)

For later application we note the equivalent system

xu − b

c
yu −

√
�

c
yv = 0,

xv +
√
�

c
yu − b

c
yv = 0, (u, v) ∈ B.

(2.11)

(This derivation of Eqs. (2.10) follows the book [16] Section 6.1 by F. Schulz; we include
it for the sake of completeness.)

(2) The first equations (2.10) and (2.11) together with the quasilinear equation (2.2)
yield
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apu = azxxxu + azxyyu
= −2bzxyxu − czyyxu + azxyyu − dxu
= zxy(−2bxu + ayu)− zyy(cxu)− dxu
= zyx(−bxu − √

�xv
) − zyy(byu + √

�yv
) − dxu

= −b(qxxu + qyyu)−
√
�(qxxv + qyyv)− dxu

= −bqu − √
�qv − dxu, (u, v) ∈ B,

and from the second equations in (2.10) and (2.11) we infer

apv = azxxxv + azxyyv
= −2bzxyxv − czyyxv + azxyyv − dxv
= zxy(−2bxv + ayv)− zyy(cxv)− dxv
= zyx(−bxv + √

�xu
) − zyy(−√

�yu + byv) − dxv
= √

�(qxxu + qyyu)− b(qxxv + qyyv)− dxv
= √

�qu − bqv − dxv, (u, v) ∈ B.
We obtain

pu + b

a
qu +

√
�

a
qv + d

a
xu = 0,

pv −
√
�

a
qu + b

a
qv + d

a
xv = 0, (u, v) ∈ B,

(2.12)

and collecting Eqs. (2.10), (2.12), we have established the system (2.4).
(3) It remains to show thatz = (x, y, z,p, q) solves the system (2.5): From (2.10) we

deduce

0= ∂

∂v

(
yu − b

a
xu +

√
�

a
xv

)
− ∂

∂u

(
yv −

√
�

a
xu − b

a
xv

)

=
√
�

a
(xuu + xvv)−

(
b

a

)
v

xu +
(√

�

a

)
v

xv +
(√

�

a

)
u

xu +
(
b

a

)
u

xv

and hence

√
�

a
�x = −∇z

(
b

a

)
· (xvzu − xuzv)− ∇z

(√
�

a

)
· (xuzu + xvzv) in B, (2.13)

writing ∇z := ( ∂
∂x
, ∂
∂y
, ∂
∂z
, ∂
∂p
, ∂
∂q
). Moreover, we compute

0= ∂

∂u

(
yu − b

a
xu +

√
�

a
xv

)
+ ∂

∂v

(
yv −

√
�

a
xu − b

a
xv

)

= (yuu + yvv)− b

a
(xuu + xvv)−

(
b

a

)
u

xu +
(√

�

a

)
u

xv −
(√

�

a

)
v

xu −
(
b

a

)
v

xv
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and consequently

b

a
�x −�y = −∇z

(
b

a

)
· (xuzu + xvzv)+ ∇z

(√
�

a

)
· (xvzu − xuzv) in B. (2.14)

If we treat Eqs. (2.12) in the same way, we obtain

d

a
�x +�p+ b

a
�q = −∇z

(
b

a

)
· (quzu + qvzv)− ∇z

(√
�

a

)
· (qvzu − quzv)

− ∇z

(
d

a

)
· (xuzu + xvzv) (2.15)

and √
�

a
�q = −∇z

(
b

a

)
· (qvzu − quzv)− ∇z

(√
�

a

)
· (quzu + qvzv)

+ ∇z

(
d

a

)
· (xvzu − xuzv) (2.16)

in B. From the integrability conditionszu = pxu + qyu and zv = pxv + qyv we get
immediately

0= ∂

∂u
(zu − pxu − qyu)+ ∂

∂v
(zv − pxv − qyv),

which we may write as

−p�x − q�y +�z= puxu + quyu + pvxv + qvyv, (u, v) ∈ B. (2.17)

Collecting Eqs. (2.13)–(2.17), we have established a linear system for the unknowns
�x, . . . ,�q. Since we compute

1

a4

∣∣∣∣∣∣∣∣∣∣

√
� 0 0 0 0
b −a 0 0 0
d 0 0 a b

0 0 0 0
√
�

−p −q 1 0 0

∣∣∣∣∣∣∣∣∣∣
= −�

a2
< 0

for the determinant of the matrix of coefficients, we may solve this system. We consider
the right hand sides of Eqs. (2.13)–(2.17) as functions ofz, zu andzv and denote them
bym1, . . . , m5, respectively. Then we find

�x = a√
�
m1, �y = b√

�
m1 −m2,

�z = 1√
�
(pa + qb)m1 − qm2 +m5,

�p = − d√
�
m1 +m3 − b√

�
m4,

�q = a√
�
m4 in B. ✷

(2.18)
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Remarks. –
(1) The coordinates(u, v) ∈ B are called isothermal parameters for the Riemannian

metricds2.
(2) If the coefficientsa, b, c, d are real analytic in�, the right hand sideh =

h(z,p,q) of the system (2.5) is a real analytic function in the open set�0 ×
R

5 × R
5.

3. Analyticity and continuation of solutions for quasilinear equations

First we show analyticity in the interior of the domain.

THEOREM 1. –Let 	 ⊂ R
2 and � ⊂ R

5 be open sets. We consider a solution
z= z(x, y) ∈ C2(	,R) of the quasilinear equation

a
(
x, y, z(x, y), zx(x, y), zy(x, y)

)
zxx+2b(. . .)zxy+c(. . .)zyy+d(. . .)= 0, (x, y) ∈	,

(3.1)
with {(x, y, z(x, y), zx(x, y), zy(x, y)) | (x, y) ∈	} ⊂�. The functionsa, b, c, d :�→
R are supposed to be real analytic functions, and the ellipticity condition(2.3)is fulfilled.
Thenz is real analytic in	.

Proof. –We choose(x0, y0) ∈ 	 andr > 0 such that the inclusionBr(x0, y0) ⊂⊂ 	
is satisfied. According to Lemma 1 we may introduce isothermal parameters(u, v) ∈ B
such thatz(u, v) = (x(u, v), y(u, v), z(u, v),p(u, v), q(u, v)) ∈ C2(B,R5) solves the
system

�z(u, v)= h
(
z(u, v), zu(u, v), zv(u, v)

)
, (u, v) ∈ B,

with a real analytic right hand sideh :�0 × R
5 × R

5 → R
5 (cf. the second remark at the

end of Section 2). As shown in [13] Theorem 4, any solutionz of such a system must
be real analytic inB. In particular, the uniformizing mapf (u, v)= (x(u, v), y(u, v)) :
B → Br(x0, y0) is real analytic inB, diffeomorphic, and we knowJf > 0 in B.
Therefore, the inverse mappingw= f −1 and the functionz(x, y) := z ◦w(x, y) are real
analytic inBr(x0, y0) (cf. [5] Section 1.7, where corresponding results are proven for
analytic functions in more then one variable). Since the point(x0, y0) ∈	 was chosen
arbitrarily, we conclude the analyticity ofz(x, y) in 	. ✷

Now, we study the boundary behaviour of solutions for quasilinear elliptic equations.
Let 
 ⊂ ∂	 �= ∅ be an open boundary arc of	. For any point(x0, y0) ∈ 
 there have

to be a numberσ > 0 and a functionh= h(x, y) ∈C1(Bσ (x0, y0),R) such that∣∣∇h(x0, y0)
∣∣> 0 (3.2)

and

	∩Bσ (x0, y0)= {
(x, y) ∈ Bσ (x0, y0) | h(x, y) < 0

}
,


 ∩Bσ (x0, y0)= {
(x, y) ∈ Bσ (x0, y0) | h(x, y)= 0

}
.

(3.3)


 is called aCk+α-arc (k ∈ N, α ∈ [0,1)) if h ∈ Ck+α(Bσ (x0, y0),R) is true for any
(x0, y0) ∈ 
. If h is real analytic for any(x0, y0) ∈ 
, we say
 is a (real) analytic arc.
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On such a boundary arc
 we prescribe boundary data of two kinds:
(1) Dirichlet data: We investigate the case

z(x, y)= ϕ(x, y), (x, y) ∈ 
, (3.4)

with a functionϕ = ϕ(x, y) :
→ R.
(2) Nontangential data of first order: A functionψ = ψ(x, y, z, ζ ) :U → R is given

on an open setU ⊂ R
4. We consider the boundary condition

zn(x, y)=ψ(
x, y, z(x, y), zt(x, y)

)
, (x, y) ∈ 
. (3.5)

Herezn denotes the derivative ofz w.r.t. the outer normaln andzt its derivative
in tangential direction. Obviously, we have to demand{(x, y, z(x, y), zt(x, y)) |
(x, y) ∈ 
} ⊂ U .

In the following, we replace the ellipticity condition (2.3) by

�|(x,y,z(x,y),zx(x,y),zy(x,y)) > 0, (x, y) ∈	 ∪
, (3.6)

i.e. we assume that the elliptic equation (3.1) does not degenerate on
. We always
consider solutionsz = z(x, y) ∈ C2(	,R) ∩ C1(	 ∪ 
,R) of (3.1), and we sup-
pose {(

x, y, z(x, y), zx(x, y), zy(x, y)
) | (x, y) ∈	∪ 
} ⊂�.

To start our analysis, we show that we can restrict our considerations to the case
	 = S := {(x, y) ∈ B | y > 0} and
 = I := {(x, y) ∈ B | y = 0}, following the ideas
of E. Heinz [8], who has applied this method to Monge–Ampère equations:

Let
 be aC3+α-arc. We may assume|hy(x0, y0)|> 0 due to (3.2). If|hy(x0, y0)| = 0
is true, we have|hx(x0, y0)| > 0 and one may carry out the following calculations
exchangingx and y. Now, there existsR ∈ (0, σ ] such that we can solve the
equationh(x, y) = 0 with respect toy in BR(x0, y0). More precisely, we find a
function g = g(x) ∈ C3+α([x0 − R,x0 + R],R) with g(x0) = 0 such that we have the
representations

	 ∩BR(x0, y0)= {
(x, y) ∈ BR(x0, y0) | ϑ(y0 + g(x)− y) < 0

}
,


 ∩BR(x0, y0)= {
(x, y) ∈ BR(x0, y0) | y = y0 + g(x)}

whereϑ ∈ {−1,+1}. We chooseR1 ∈ (0,R] with

R1<
R

1+m, m := max
x∈[x0−R,x0+R] |g

′(x)|.

Introducing new coordinates(ξ, η) by the definition

x(ξ, η)= x0 +R1ξ, y(ξ, η)= y0 + g(x0 +R1ξ)+ ϑR1η, (ξ, η) ∈ S, (3.7)

we have the estimate
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(x − x0)
2 + (y − y0)

2 =R2
1ξ

2 + (
g(x0 +R1ξ)+ ϑR1η

)2

�R2
1 + 2mR2

1 +m2R2
1 =R2

1(1+m)2<R2

for any(ξ, η) ∈ B. Therefore, we obtain the inclusions

{(
x(ξ, η), y(ξ, η)

) | (ξ, η) ∈ S} ⊂ (	 ∩BR(x0, y0)
)
,{(

x(ξ,0), y(ξ,0)
) | ξ ∈ [−1,1]} ⊂ (


 ∩BR(x0, y0)
)
.

(3.8)

Let us now consider the function

z̃= z̃(ξ, η) := z(x0 +R1ξ, y0 + g(x0 +R1ξ)+ ϑR1η) ∈C2(S)∩C1(S), (3.9)

where z ∈ C2(	) ∩ C1(	 ∪ 
) denotes a given solution for (3.1). We abbreviate
p̃= z̃ξ , . . . , t̃ = z̃ηη and calculate

zxx|(x(ξ,η),y(ξ,η))=R−2
1

(
r̃ − 2ϑg′s̃ + (g′)2t̃

) − g′′zy,

zxy|(x(ξ,η),y(ξ,η))=R−2
1 (ϑs̃ − g′ t̃ ),

zyy|(x(ξ,η),y(ξ,η))=R−2
1 t̃ , (ξ, η) ∈ S.

Inserting this into (3.1), we infer

ã(ξ, η, z̃, p̃, q̃)r̃ + 2b̃(. . .)s̃ + c̃(. . .)t̃ + d̃(. . .)= 0, (ξ, η) ∈ S, (3.10)

with

ã(ξ, η, z̃, p̃, q̃) := a(x, y, z,p, q),
b̃(ξ, η, z̃, p̃, q̃) := ϑ{

b(. . .)− g′(x)a(. . .)
}
,

c̃(ξ, η, z̃, p̃, q̃) := c(. . .)− 2b(. . .)g′(x)+ g′(x)2a(. . .),

d̃(ξ, η, z̃, p̃, q̃) :=R2
1

{
d(. . .)− a(. . .)g′′(x)q

}
.

(3.11)

In (3.11) the quantitiesx, y, z,p, q are defined by the relations

x = x0 +R1ξ,

y = y0 + g(x0 +R1ξ)+ ϑR1η,

z= z̃, (3.12)

p=R−1
1 p̃− ϑR−1

1 g
′(x0 +R1ξ)q̃,

q =ϑR−1
1 q̃.

A simple calculation yields

�̃
(
ξ, η, z̃(ξ, η), p̃(ξ, η), q̃(ξ, η)

) := ãc̃− b̃2 = ac− b2> 0 for (ξ, η) ∈ S. (3.13)
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Furthermore, we havẽa, b̃, c̃, d̃ ∈ C1+α(�̃,R) due to (3.11), (3.12) and because of
g ∈ C3+α([x0 −R1, x0 +R1],R). Here�̃⊂ R

5 denotes an open set with the property

{(
ξ, η, z̃(ξ, η), p̃(ξ, η), q̃(ξ, η)

) | (ξ, η)∈ S} ⊂ �̃. (3.14)

Now, we examine the behaviour of the boundary conditions under the transforma-
tion (3.7).

(1) Dirichlet data: Defining

ϕ̃(ξ ) := ϕ(
x(ξ,0), y(ξ,0)

)
, ξ ∈ [−1,1], (3.15)

we conclude

z̃(ξ,0)= z(x(ξ,0), y(ξ,0)) = ϕ̃(ξ ), ξ ∈ [−1,1], (3.16)

from (3.8) and the boundary condition (3.4).
(2) Nontangential data of first order: We consider the function

ψ̃(ξ, z̃, p̃) := − R1√
1+ (g′(x(ξ,0)))2

×ψ
(
x(ξ,0), y(ξ,0), z̃,

ϑR−1
1√

1+ (g′(x(ξ,0)))2
p̃

)

+ ϑg′(x(ξ,0))
1+ (g′(x(ξ,0)))2

p̃. (3.17)

Since we know (we parametrize
 such that	 lies on its left hand side)

t(x)= ϑ√
1+ (g′(x))2

(
1, g′(x)

)
,

n(x)= ϑ√
1+ (g′(x)

)2

(
g′(x),−1

)
, x ∈ [x0 −R1, x0 +R1],

we may calculate

zt(x, y)|(x(ξ,0),y(ξ,0))
= ϑ√

1+ (g′(x0 +R1ξ))
2

{
zx(x, y)+ g′(x)zy(x, y)

}
(x(ξ,0),y(ξ,0))

= ϑ√
1+ (g′)2

{
(z̃ξ ξx + z̃ηηx)+ g′(z̃ξ ξy + z̃ηηy)}

= ϑ√
1+ (g′)2

{
R−1

1 z̃ξ − ϑR−1
1 g

′z̃η + ϑR−1
1 g

′z̃η
}

= ϑR−1
1√

1+ (g′(x0 +R1ξ))2
z̃ξ (ξ,0), ξ ∈ [−1,1].

Moreover, we obtain
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zn(x, y)|(x(ξ,0),y(ξ,0))
= ϑ√

1+ (g′(x0 +R1ξ))2

{
g′(x)zx(x, y)− zy(x, y)}(x(ξ,0),y(ξ,0))

= ϑ√
1+ (g′)2

{
R−1

1 g
′z̃ξ − ϑR−1

1 (g
′)2z̃η − ϑR−1

1 z̃η
}

= ϑR−1
1 g

′√
1+ (g′)2

z̃ξ −R−1
1

√
1+ (g′)2z̃η

for the normal derivative ofz. Together with the boundary condition we infer

z̃η(ξ,0) = − R1√
1+ (g′)2

zn
(
x(ξ,0), y(ξ,0)

) + ϑg′

1+ (g′)2
z̃ξ (ξ,0)

= − R1√
1+ (g′)2

ψ

(
x(ξ,0), y(ξ,0), z̃(ξ,0),

ϑR−1
1√

1+ (g′)2
z̃ξ (ξ,0)

)

+ ϑg′

1+ (g′)2
z̃ξ (ξ,0)

= ψ̃
(
ξ, z̃(ξ,0), z̃ξ (ξ,0)

)
, ξ ∈ [−1,1].

(3.18)
The functionψ̃ is defined on a set̃U ⊂ R

3 with the property

{
(ξ, z̃(ξ, η), z̃ξ (ξ, η)) | (ξ, η) ∈ S } ⊂ Ũ , (3.19)

choosingR > 0 sufficiently small to ensure that the inclusion

{(
x, y, z(x, y), zT(x, y)

) | (x, y) ∈ 	 ∩BR(x0, y0)
} ⊂ U

is satisfied. HereU is the domain of definition forψ , and we have set

zT(x, y) := ϑ√
1+ (g′(x))2

{
zx(x, y)+ g′(x)zy(x, y)

}
.

SincezT(x, y) andzt(x, y) coincide for(x, y) ∈ 
 ∩ BR(x0, y0), such a number
R > 0 exists.

Let us summarize our results:

LEMMA 2. –We consider a solutionz= z(x, y) ∈ C2(	,R)∩ C1(	 ∪ 
,R) for the
quasilinear equation(3.1), which is supposed to be elliptic with respect toz in the sense
of (3.6). On theC3+α-arc
 we prescribe either Dirichlet data(3.4)withϕ ∈C3+α(
,R)
or nontangential data of first order(3.5)with ψ ∈C2+α(U ,R).

Then, defining̃z= z̃(ξ, η)∈ C2(S,R)∩C1(S,R) as in(3.9), this function is a solution
of (3.10) with coefficientsã, b̃, c̃, d̃ ∈ C1+α(�̃,R), where �̃ ⊂ R

5 has the property
(3.14). The equation is elliptic with respect tõz in the sense of(3.13). Moreover,
z̃ fulfils one of the boundary conditions(3.16) or (3.18) with right hand sidesϕ̃ ∈
C3+α([−1,1],R) and ψ̃ ∈ C2+α(Ũ ,R) respectively. The open set̃U ⊂ R

3 satisfies the
inclusion(3.19).
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Finally, if the coefficientsa, b, c, d and the boundary dataϕ, ψ are real analytic
functions and if
 is a real analytic arc, then also the transformed quantitiesã, b̃, c̃, d̃
and ϕ̃, ψ̃ are real analytic functions.

LEMMA 3. –Letz= z(x, y) ∈C2(	,R)∩C1(	∪
,R) be a solution of(3.1)and let
the ellipticity condition(3.6)be valid. We assumea, b, c, d ∈ C1+α(�,R), and
 ⊂ ∂	
is an openC3+α-arc. Furthermore,z satisfies one of the boundary conditions(3.4)with
ϕ ∈ C3+α(
,R) or (3.5)withψ ∈C2+α(U ,R). Then we havez ∈ C3+α(	 ∪
,R).

Proof. –
(1) We mentionz ∈ C3+α(	) and choose an arbitrary point(x0, y0) ∈ 
. Because of

Lemma 2, we may restrict our considerations to the case	= S,
 = I . First we examine
the case of the Dirichlet boundary condition

z(x,0)= ϕ(x), x ∈ [−1,1],

with ϕ ∈ C3+α([−1,1],R). There exists a function1(x, y) ∈C3+α(S,R)with1(x,0)=
ϕ(x) on Ī . Now, ẑ(x, y) := z(x, y)−1(x, y) solves a quasilinear equation withC1+α-
coefficients, and this equation is elliptic with respect toẑ up to the boundary ofS. Ap-
parently, the advantage of this transformation is

ẑ(x,0)= 0, x ∈ [−1,1]. (3.20)

In the sequel, we omit the hat and assume thatz fulfils the homogeneous Dirichlet
condition (3.20).

Let us now introduce isothermal parameters(u, v) ∈ S with respect to the metric

ds2 = a dy2 − 2bdx dy + c dx2 ∈ C1+α(S)∩C0(S).

The uniformizing map

f (u, v)= (
x(u, v), y(u, v)

)
:S→ S ∈ C2+α(S)∩C0(S)

satisfiesJf = xuyv − xvyu > 0 in S, and we have

yu − b

a
xu +

√
�

a
xv = 0,

yv −
√
�

a
xu − b

a
xv = 0,

pu + b

a
qu +

√
�

a
qv + d

a
xu = 0,

pv −
√
�

a
qu + b

a
qv + d

a
xv = 0, (u, v) ∈ S,

(3.21)
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due to Lemma 1 (p(u, v) := zx(x(u, v), y(u, v)), q(u, v) := zy(x(u, v), y(u, v))).
Solving these equations forxu, xv , qu andqv , one gets the equivalent system

xu − b

c
yu −

√
�

c
yv = 0,

xv +
√
�

c
yu − b

c
yv = 0,

qu + b

c
pu −

√
�

c
pv + d

c
yu = 0,

qv +
√
�

c
pu + b

c
pv + d

c
yv = 0, (u, v) ∈ S.

(3.22)

The uniformizing mapf may be chosen such that

f (−1,0)= (−1,0), f (0,0)= (0,0), f (1,0)= (1,0),
y(u,0)= 0, u ∈ (−1,1),

(3.23)

is valid. The functionz = (x, y, z,p, q) solves the system (2.18), where the quantities
m1, . . . ,m2 denote the right hand sides of Eqs. (2.13)–(2.17). Therefore, we may derive
the estimates

|�x|, |�y|, |�z|, |�p|, |�q| � C
(|∇x|2 + |∇y|2 + |∇p|2 + |∇q|2) in S, (3.24)

applying the ellipticity property and using the integrability conditionszu = pxu + qyu,
zv = pxv + qyv . In (3.24)C denotes a non-negative constant. We will not distinguish
between such constants.

The first two equations in each of the systems (3.21) and (3.22) yield

√
�

a
|∇x|2 = Jf =

√
�

c
|∇y|2 in S, (3.25)

and we learn

|∇q| � C(|∇y| + |∇p|) in S (3.26)

from the last two equations in (3.22). Inserting this into (3.24), we get

|�x|, |�y|, |�z|, |�p|, |�q| �C
(|∇y|2 + |∇p|2) in S. (3.27)

Let us now consider the functionx := (y(u, v),p(u, v)) ∈C2(S,R2)∩C0(S,R2). With
the aid of (3.20), (3.23) and (3.27) we get

|�x(u, v)| �C|∇x(u, v)|2, (u, v) ∈ S,
x(u,0)= 0, u ∈ (−1,1).

(3.28)
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According to the Hilfssatz in [7] there exists2 ∈ (0,1] such thatx ∈ C1+µ(S2) holds true
with an arbitraryµ ∈ (0,1), settingS2 := S ∩B2(0,0). Therefore, we obtain

f (u, v), z(u, v),p(u, v), q(u, v)∈C1+µ(S2)

from (3.22) and the integrability conditions. Since the functionz = (x, y, z,p, q) is a
solution of the system (2.5), we know thatx = (y,p) is a solution for

�x(u, v)= k(u, v), (u, v) ∈ S2,
x(u,0)= 0, u ∈ (−2,2),

(3.29)

with

k(u, v) := (
h2

(
z(u, v), zu(u, v), zv(u, v)

)
, h4

(
z(u, v), zu(u, v), zv(u, v)

)) ∈Cαµ(S2),

where we have writtenh = (h1, h2, h3, h4, h5).
Now, some potential theory showsx ∈ C2+αµ(S2/2) (compare e.g. [6], Section 4.4).

This again leads toz ∈ C2+αµ(S2/2), and consequently we havek ∈Cα(S2/2). Therefore,
we even inferx ∈ C2+α(S2/4) from (3.29), and we finally conclude

f, z,p, q ∈C2+α(S2/4). (3.30)

(2) Let us now consider the second kind of boundary conditions

zy(x,0)=ψ(
x, z(x,0), zx(x,0)

)
, x ∈ [−1,1], (3.31)

with a functionψ ∈ C2+α(U ,R), assuming{(x, z(x, y), zx(x, y)) | (x, y) ∈ S} ⊂ U . We
introduce the auxiliary function

m(u, v) := q(u, v)−ψ(
x(u, v), z(u, v),p(u, v)

) ∈C2+α(S,R)∩C0(S,R) (3.32)

and definey = (x, z,p) as well as∇yψ = (ψx,ψz,ψp). Then, we calculate

∇m= ∇q − ∇yψ(y) · ∇y in S (3.33)

and

�m=�q − yu · ∇2
yψ(y) · yu − yv · ∇2

yψ(y) · yv − ∇yψ(y) ·�y in S, (3.34)

where∇2
yψ denotes the Hessian ofψ . If we insert the third equation in (3.22) into the

first equation of the system (3.33), we obtain

mu = −
(
b

c
+ψp

)
pu +

√
�

c
pv − d

c
yu −ψxxu −ψzzu. (3.35)
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Furthermore, the fourth equation of (3.22) and the second of (3.33) yield

mv = −
√
�

c
pu −

(
b

c
+ψp

)
pv − d

c
yv −ψxxv −ψzzv. (3.36)

These equations form a linear system for the unknownspu andpv which we may solve
on account of (

b

c
+ψp

)2

+
(√

�

c

)2

� �

c2
> 0 in S.

Since we know|∇yψ(y(x, y))| �C in S, we infer

|∇p| � C(|∇x| + |∇y| + |∇z| + |∇m|) in S.

Combining this with the integrability conditions and (3.25), we obtain

|∇p| � C(|∇y| + |∇m|) in S (3.37)

and therefore

|�x|, |�y|, |�z|, |�p|, |�q| � C
(|∇y|2 + |∇m|2) in S (3.38)

utilizing (3.27). In addition, formula (3.34) yields

|�m| � C(|∇y|2 + |∇m|2) in S (3.39)

because of|∇2
yψ(y(x, y))| � C in S. Consequently, the vector-valued functionx(u, v) :=

(y(u, v),m(u, v)) ∈ C2(S,R2)∩C0(S,R2) solves the system

∣∣�x(u, v)
∣∣ �C

∣∣∇x(u, v)
∣∣2, (u, v) ∈ S,

x(u,0)= 0, u ∈ (−1,1).
(3.40)

Here we have additionally used the boundary condition (3.31) and the property (3.23)
of the uniformizing map. With the aid of the Hilfssatz in [7] we see that there exists a
2 ∈ (0,1] such thatx ∈ C1+µ(S2) is valid for anyµ ∈ (0,1). Now, we infer from (3.37),
(3.22) and the integrability conditions

f (u, v), z(u, v),p(u, v), q(u, v)∈C1+µ(S2).

Combining potential theoretic results with (3.34), we may derive

f, z,p, q ∈ C2+α(S2/4) (3.41)

as in the first part of the proof.
(3) Now, we have to go back to the original coordinates(x, y). We calculate
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zxx(x, y)= 1

Jf
(puyv − pvyu)|f−1(x,y),

zxy(x, y)= 1

Jf
(−puxv + pvxu)|f−1(x,y),

zyy(x, y)= 1

Jf
(−quxv + qvxu)|f−1(x,y), (x, y) ∈ S.

Consequently, we have to showJf (0,0) > 0. Then we obtainz(x, y) ∈C3+α(Sr) with a
sufficiently smallr > 0, using either (3.30) or (3.41).

At first, differentiating the first equation in (3.22) with respect tov and the second
equation with respect tou, a subsequent subtraction of the resulting equations yield

�y = c√
�

{
∇z

(
b

c

)
· (yvzu − yuzv)− ∇z

(√
�

c

)
· (yuzu + yvzv)

}
in S. (3.42)

Taking either (3.30) or (3.41) into account, we get the estimate

�y(u, v)�C
∣∣∇y(u, v)∣∣, (u, v) ∈ S2/4.

Combining this with (3.23), E. Hopf’s maximum principle (compare e.g. [1], Sec-
tion 4.6.4) yields

yv(0,0) > 0

and we inferJf (0,0) > 0 because of (3.25).
Now, we know that the solution of the transformed problem satisfiesz(x, y) ∈

C3+α(Sr). Reversing this transformation, we obtain that the solution of the original
problem belongs to the classC3+α(	 ∩ Bε(x0, y0),R) with a sufficiently smallε > 0.
Since the choice of(x0, y0) ∈ 
 was arbitrarily, we finally concludez(x, y) ∈C3+α(	∪

,R). ✷

THEOREM 2. –Let z = z(x, y) ∈ C2(	,R) ∩ C1(	 ∪ 
,R) be a solution for the
quasilinear equation(3.1), and one of the boundary conditions(3.4), (3.5) is satisfied
on the open, real analytic arc
 ⊂ ∂	. The functionsa, b, c, d :� → R as well as
ϕ :
 → R or ψ :U → R are real analytic in their domains of definition, and the
ellipticity condition(3.6) is valid.

Then there exists a real analytic continuation ofz across
, which solves Eq.(3.1) in
the extended domain.

Proof. –
(1) In the first part, we study the Dirichlet boundary condition (3.4). Due to

Lemma 3 we knowz ∈ C3(	 ∪ 
,R). We only consider the case	 = S, 
 = I , and
the homogeneous boundary condition (3.20). Inserting isothermal parameters(u, v),
we infer (3.21) or equivalently (3.22). Furthermore, the vector-valued functionz =
(x, y, z,p, q) ∈ C2(S) solves the system

�z(u, v)= h
(
z(u, v), zu(u, v), zv(u, v)

)
, (u, v) ∈ S, (3.43)
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with a real analytic right hand sideh :�0 × R
5 × R

5 → R
5, �0 = {z ∈� | �(z) > 0}.

Now, we separatez = (x,y) as follows,

x := (
y(u, v), z(u, v),p(u, v)

)
, y := (

x(u, v), q(u, v)
)
.

From the boundary condition (3.20) and the property (3.23) of the uniformizing map
f = (x(u, v), y(u, v)) :S→ S we deduce

x(u,0)= 0, u ∈ (−1,1). (3.44)

The second equation in (3.22) yields

xv(u,0)= b

c
yv(u,0), u ∈ (−1,1),

on account of (3.44), and from the fourth equation we derive

qv(u,0)= −d
c
yv(u,0)− b

c
pv(u,0), u ∈ (−1,1).

Defining the real analytic matrix-valued function

A(y) := 1

c(0,y)

(
b(0,y) 0 0

−d(0,y) 0 −b(0,y)
)
, y ∈ U2,

whereU2 ⊂ R
2 is the projection of�0 onto thex, q-plane, we may rewrite the last two

equations as

yv(u,0)= A
(
y(u,0)

) · xv(u,0), u ∈ (−1,1). (3.45)

With (3.43)–(3.45) we have found a boundary problem of the form considered in [13]
Theorem 3. All the assumptions are fulfilled (setU1 := �0 × R

5 × R
5). Thus, for any

2 ∈ (0,1) we findr > 0 such thatz can be continued as a real analytic solution of (3.43)
onto the setS ∪ ((−2,2)× (−r, r)).

As in part (3) of the proof of Lemma 3 we seeJf (0,0) > 0. Therefore, the
mappingw = (u(x, y), v(x, y)) = f −1 :Bδ(0,0)→ B exists and is real analytic. Here
f denotes the just now constructed continuation of the uniformizing map, andB ⊂
(−2,2)× (−r, r) is an open neighbourhood of the point(u, v) = (0,0). The function
z(x, y)= z ◦w(x, y) exists and is real analytic inS ∪Bδ(0,0), andz(x, y) coincides in
S with the originial solution of (3.1). Finally, the function

h(x, y) := a(x, y, z(x, y), zx(x, y), zy(x, y))zxx(x, y)+ 2b(. . .)zxy + c(. . .)zyy + d(. . .)
is real analytic inS ∪ Bδ(0,0) and vanishes in the open setS. Consequently, we have
h(x, y)≡ 0 in S ∪Bδ(0,0) according to the identity theorem in several variables, and we
conclude thatz solves Eq. (3.1) inS∪Bδ(0,0). If we reverse the transformation outlined
at the beginning of this paragraph, we may transfer this result to the general case of an
arbitrary analytic boundary arc
.
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(2) Let us now consider the (already transformed) boundary condition (3.31). We
know z ∈ C3(S) due to Lemma 3, and we introduce isothermal parameters(u, v). As
in part 2 of the proof of Lemma 3 we consider the auxiliary functionm = m(u, v) ∈
C2(S,R), which is defined in (3.32). The vector-valued functionz = (x,y) with

x(u, v) := (
y(u, v),m(u, v)

)
, y(u, v) := (

x(u, v), z(u, v),p(u, v)
)

solves a system of the form (3.43) with a real analytic right hand sideh (note thatψ is
also real analytic). Furthermore, we learn

x(u,0)= 0, u ∈ (−1,1), (3.46)

from (3.23) and (3.31). The second equation in (3.22) yields

xv(u,0)= b

c
yv(u,0), u ∈ (−1,1), (3.47)

and with the aid of the relationzv = pxv + qyv we obtain

zv(u,0)=
(
p(u,0)

b

c
+ψ

)
yv(u,0), u ∈ (−1,1), (3.48)

on account of (3.46). Solving the linear system of Eqs. (3.35), (3.36) with respect topu
andpv , we infer

pv =
√
�(ψxxu +ψzzu)− (b+ cψp)(mv + d

c
yv +ψxxv +ψzzv)

a + 2bψp + cψ2
p

on I, (3.49)

where we have also exploited (3.46). Now, from the first equation in (3.22) and from
(3.46) we deduce

ψxxu +ψzzu = (ψx + pψz)xu =
√
�

c
(ψx + pψz)yv on I.

Putting this and the relations (3.47), (3.48) into the formula (3.49), we obtain

pv(u,0) = �(ψx + pψz)− (b+ cψp){d + bψx + (pb+ cψ)ψz}
c(a + 2bψp + cψ2

p)
yv(u,0)

− b+ cψp
a + 2bψp + cψ2

p

mv(u,0) (3.50)

=: k1
(
y(u,0)

)
yv(u,0)+ k2

(
y(u,0)

)
mv(u,0), u ∈ (−1,1).

We remark thatk1 undk2 are real analytic functions on some open setU2 ⊂ R
3, which

includes the set{y(u, v) | (u, v) ∈ S}. Defining the real analytic function

A(y) := 1

c(0,y)


 b(0,y) 0
pb(0,y)+ c(0,y)ψ(y) 0

c(0,y)k1(y) c(0,y)k2(y)


 , y ∈ U1, (3.51)
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we may write Eqs. (3.47), (3.48) and (3.50) as

yv(u,0)= A
(
y(u,0)

) · xv(u,0), u ∈ (−1,1). (3.52)

The problem (3.43), (3.46), (3.52) has the form considered in [13] Theorem 3.
Consequently, we can continuez as a real analytic solution of (3.43) ontoS∪ ((−2,2)×
(−r, r)) with an arbitrary2 ∈ (0,1) and a suitabler ∈ (0,1). We define the continuation
of the quantityq(u, v) by formula (3.32). Now, as in the first part of the proof, we find a
continuationz(x, y) of the given solution for (3.1) ontoS ∪Bδ(0,0) with an appropriate
numberδ > 0, and the case of a general real analytic boundary arc
 is treated in the
usual way. ✷

Example1. – The surfaceS of a fluid in equilibrium, which is spanned into a vertical
tube with a cross section	⊂ R

2 and which is under the influence of capillarity, is called
equilibrium capillary surface. One may describeS by a functionz = z(x, y), which
satisfies the quasilinear, elliptic differential equation

(
1+ z2

y

)
zxx − 2zxzyzxy + (

1+ z2
x

)
zyy = κz(1+ |∇z|2)3/2

in 	. (3.53)

In (3.53)κ is a physical constant. If we denote byγ ∈ [0, π/2] the angle betweenS and
the tube at a pointz(x, y), (x, y) ∈ ∂	, thenz fulfils (after certain simplifications) the
following boundary condition

n · ∇z(x, y)√
1+ |∇z(x, y)|2 = cosγ, (x, y) ∈ ∂	. (3.54)

In the caseγ ∈ (π/2, π ] one has to consider the function−z(x, y). The boundary angle
γ is constant. For a detailed discussion of this and similar problems, including existence
and uniqueness of a solution for (3.53), (3.54), we refer the reader to the monograph [2].

Relation (3.54) may be written in the form

zn(x, y)= cosγ
√

1+ (
zt(x, y)

)2 + (
zn(x, y)

)2
, (x, y) ∈ ∂	.

This equation is solvable with respect tozn if cosγ < 1 is true, i.e. the surfaceS does
not cross the tube in a tangential direction. In that case, we obtain

zn(x, y)= cotγ
√

1+ (
zt(x, y)

)2
, (x, y) ∈ ∂	. (3.55)

Formula (3.55) is a nontangential boundary condition of first order in the sense of
(3.5). Sinceψ(ζ ) := cotγ

√
1+ ζ 2 is real analytic for allζ ∈ R, we learn from

Theorem 2 the following: A capillary surfaceS , which can be represented by a function
z ∈ C2(	) ∩ C1(	), is a real analytic surface. Furthermore,S may be continued as a
capillary surface across the tube, if∂	 is a real analytic Jordan arc and ifγ > 0 is
satisfied.

This result is a generalization of H. Lewy’s result [11]. He showed that a parametrized
minimal surfacez :S∪I → R

3, which mapsI into a real analytic support surface, can be
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continued acrossI as a minimal surface. Ifz is a graph over thex, y-plane, this question
corresponds to the problem (3.53), (3.54) withκ = 0 andγ = π/2.

Example2. – Let	= S and
 = I . The function

z(x, y)= √
ye−(1+√

2)x ∈ C∞(S)∩C0(S ∪ I )

solves Eq. (3.1) inS, where the coefficients are defined as follows

a = a(x, q)= 2qe(1+√
2)x,

b= b(x, y, q)= 4yqe(1+√
2)x,

c= c(x, y, q)= 8y2qe(1+√
2)x + 1,

d = d(x, q)= 2q3e2(1+√
2)x.

Moreover, we have the boundary condition

z(x,0)= 0, x ∈ (−1,1).

The functionsa, b, c, d are real analytic and we calculate

ac− b2 = 2qe(1+√
2)x = y−1/2> 1 in S.

Obviously, there does not exist a real analytic continuation ofz acrossI as a solution for
(3.1). This means, if we assumez ∈C0(	∪ 
), Theorem 2 is not true.

4. The fully nonlinear equation

Now we investigate the more general equation

F
(
x, y, z(x, y), zx(x, y), zy(x, y), zxx(x, y), zxy(x, y), zyy(x, y)

) = 0, (x, y) ∈	,
(4.1)

with a functionF = F(x, y, z,p, q, r, s, t) ∈ C2+α(�,R) for α ∈ (0,1). Here� ⊂ R
8

denotes an open set. The ellipticity condition appears in the form

�|(x,y,z(x,y),...,zyy(x,y)) := FrFt −
1

4
F 2
s |(x,y,z(x,y),...,zyy(x,y)) > 0, (x, y) ∈	, (4.2)

and the inclusion{(x, y, z(x, y), . . . , zyy(x, y)) | (x, y) ∈	} ⊂� has to be satisfied for
the given solutionz= z(x, y) ∈C2(	,R).

LEMMA 4. –Let z = z(x, y) ∈ C2(	,R) be a solution of(4.1) and let(x0, y0) ∈	,
r > 0 with Br(x0, y0)⊂⊂	. We may introduce isothermal parameters(u, v) ∈ B with
respect to the Riemannian metric

ds2 = Fr dy2 − Fs dx dy + Ft dx2 ∈C1+α(Br(x0, y0)
)

(4.3)
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withFr = Fr(x, y, z(x, y), . . . , zyy(x, y)) etc. Writingz(u, v) := z(x(u, v), y(u, v)) and
p= zx, . . . , t = zyy , the following relations are fulfilled

yu − 1

2

Fs

Fr
xu +

√
�

Fr
xv = 0,

yv −
√
�

Fr
xu − 1

2

Fs

Fr
xv = 0,

ru + 1

2

Fs

Fr
su +

√
�

Fr
sv + D1

Fr
xu = 0,

rv −
√
�

Fr
su + 1

2

Fs

Fr
sv + D1

Fr
xv = 0,

tu + 1

2

Fs

Ft
su −

√
�

Ft
sv + D2

Ft
yu = 0,

tv +
√
�

Ft
su + 1

2

Fs

Ft
sv + D2

Ft
yv = 0 in B.

(4.4)

Here we have abbreviated

D1(x, . . . , t) := Fx + pFz + rFp + sFq ,
D2(x, . . . , t) := Fy + qFz + sFp + tFq, (x, . . . , t) ∈�.

(4.5)

Moreover, the vector-valued function

z(u, v) := (
x(u, v), y(u, v), z(u, v),p(u, v), q(u, v), r(u, v), s(u, v), t (u, v)

)
∈ C2( B,R8) (4.6)

is a solution of the system

�z(u, v)= h
(
z(u, v), zu(u, v), zv(u, v)

)
, (u, v) ∈ B, (4.7)

with a right hand sideh :�0×R
8×R

8 → R
8 ∈Cα(�0×R

8 ×R
8,R8), which is defined

on�0 := {z ∈� |�(z) > 0} and whose exact form is given in the proof. Finally, ifF is
a real analytic function in�, thenh is real analytic in�0 × R

8 × R
8.

Proof. –
(1) First we haveds2 ∈ C1+α(Br(x0, y0)), since we obtainz ∈ C4(	) from F ∈

C2+α(�) due to [9] and [14]. The uniformizing mapf = (x(u, v), y(u, v)) : B →
Br(x0, y0) ∈ C2+α(B,R2) is homeomorphic and solves the Beltrami system

yu − 1

2

Fs

Fr
xu +

√
�

Fr
xv = 0,

yv −
√
�

Fr
xu − 1

2

Fs

Fr
xv = 0 inB

(4.8)
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or equivalently

xu − 1

2

Fs

Ft
yu −

√
�

Ft
yv = 0,

xv +
√
�

Ft
yu − 1

2

Fs

Ft
yv = 0 inB

(4.9)

(cf. proof of Lemma 1). In order to derive the remaining four Equations in (4.4), we
differentiate the equationF = 0 with respect tox andy. Then, we have

Frrx + Fssx + Ft tx +D1 = 0,

Frry + Fssy + Ft ty +D2 = 0, (x, y) ∈ Br(x0, y0),

(4.10)

using the abbreviations (4.5). From the first relations in (4.8), (4.9) and (4.10) we deduce

Frru =Frrxxu +Frryyu
= (−Fssx −Ft tx −D1)xu +Frsxyu
= sx(−Fsxu + Fryu)− tx(Ftxu)−D1xu

= sx
(

−1

2
Fsxu − √

�xv

)
− sy

(
1

2
Fsyu + √

�yv

)
−D1xu

= −1

2
Fssu − √

�sv −D1xu

and consequently

ru + 1

2

Fs

Fr
su +

√
�

Fr
sv + D1

Fr
xu = 0, (u, v) ∈ B. (4.11)

Combining the first equation in (4.10) with the second relations in (4.8) and (4.9), we
may calculate

Frrv =Frrxxv +Frryyv
= (−Fssx − Ft tx −D1)xv +Frsxyv
= sx(−Fsxv + Fryv)− tx(Ftxv)−D1xv

= sx
(

−1

2
Fsxv + √

�xu

)
− sy

(
−√

�yu + 1

2
Fsyv

)
−D1xv

= √
�su − 1

2
Fssv −D1xv,

which we write as

rv −
√
�

Fr
su + 1

2

Fs

Fr
sv + D1

Fr
xv = 0, (u, v) ∈ B. (4.12)
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Finally, if we start with the second equation in (4.10) and proceed as above, we obtain

tu + 1

2

Fs

Ft
su −

√
�

Ft
sv + D2

Ft
yu = 0, (u, v) ∈ B, (4.13)

and

tv +
√
�

Ft
su + 1

2

Fs

Ft
sv + D2

Ft
yv = 0, (u, v) ∈ B. (4.14)

(2) Now, we derive the system (4.7). Differentiating the first equation in (4.8) with
respect tou and the second one with respect tov and summing up the resulting equations,
we get

1

2

Fs

Fr
�x−�y = −1

2
∇z

(
Fs

Fr

)
·(xuzu+xvzv)+∇z

(√
�

Fr

)
·(xvzu−xuzv) in B. (4.15)

Here we have written∇z := ( ∂
∂x
, . . . , ∂

∂t
). Next, if we differentiate the first equation in

(4.8) with respect tov and the second one with respect tou and subtract the resulting
equations from each other, we conclude

√
�

Fr
�x = −1

2
∇z

(
Fs

Fr

)
· (xvzu − xuzv)− ∇z

(√
�

Fr

)
· (xuzu + xvzv) in B. (4.16)

In the same way we obtain the relations

D1

Fr
�x +�r + 1

2

Fs

Fr
�s = −1

2
∇z

(
Fs

Fr

)
· (suzu + svzv)− ∇z

(√
�

Fr

)
· (svzu − suzv)

− ∇z

(
D1

Fr

)
· (xuzu + xvzv) in B (4.17)

and
√
�

Fr
�s = 1

2
∇z

(
Fs

Fr

)
· (svzu − suzv)− ∇z

(√
�

Fr

)
· (suzu + svzv)

+ ∇z

(
D1

Fr

)
· (xvzu − xuzv) in B (4.18)

from (4.11) and (4.12). Furthermore, Eqs. (4.13) and (4.14) yield

D2

Ft
�y + 1

2

Fs

Ft
�s +�t = −1

2
∇z

(
Fs

Ft

)
· (suzu + svzv)+ ∇z

(√
�

Ft

)
· (svzu − suzv)

− ∇z

(
D2

Ft

)
· (yuzu + yvzv) in B, (4.19)
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and the integrability conditions

zu − pxu − qyu = 0, zv − pxv − qyv = 0,

pu − rxu − syu = 0, pv − rxv − syv = 0,

qu − sxu − tyu = 0, qv − sxv − tyv = 0 inB

give the relations

−p�x − q�y +�z= xupu + xvpv + yuqu + yvqv, (4.20)

−r�x − s�y +�p = xuru + xvrv + yusu + yvsv, (4.21)

−s�x − t�y +�q = xusu + xvsv + yutu + yvtv in B. (4.22)

We interpret the eight Eqs. (4.15)–(4.22) as a linear system for the eight unknowns
�x, . . . ,�t . Calculating

det(matrix of coefficients)= − �

F 2
r

< 0 inB,

we solve this system. If we writem1, . . . ,m8 for the right hand sides of (4.15)–(4.22),
we obtain the following semilinear system

�x = Fr√
�
m2,

�y = −m1 + 1

2

Fs√
�
m2,

�z= −qm1 + 1√
�

(
pFr + 1

2
qFs

)
m2 +m6,

�p = −sm1 + 1√
�

(
rFr + 1

2
sFs

)
m2 +m7,

�q = −tm1 + 1√
�

(
sFr + 1

2
tFs

)
m2 +m8,

�r = − D1√
�
m2 +m3 − 1

2

Fs√
�
m4,

�s = Fr√
�
m4,

�t = D2

Ft

(
m1 − 1

2

Fs√
�
m2

)
− 1

2

Fr

Ft

Fs√
�
m4 +m5 in B. ✷

(4.23)

Now, using Lemma 4 and following the proof of Theorem 1, we infer

THEOREM 3 (Bernstein’s analyticity theorem). –Any solutionz = z(x, y) ∈ C2(	,

R) of (4.1)–(4.2)is real analytic in	, if F is a real analytic function in�.

Next we investigate the boundary behaviour for solutionsz= z(x, y) ∈ C2(	∪
,R)
of (4.1), where
 ⊂ ∂	 �= ∅ denotes an open Jordan arc as described at the beginning
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of paragraph 3. Again we study either Dirichlet data (3.4) or nontangential data of first
order (3.5). Supposing{(x, y, z(x, y), . . . , zyy(x, y)) | (x, y) ∈ 	 ∪ 
}, we replace the
ellipticity condition (4.2) by

�|(x,y,z(x,y),...,zyy(x,y)) := FrFt −
1

4
F 2
s |(x,y,z(x,y),...,zyy(x,y)) > 0, (x, y) ∈	 ∪
. (4.24)

As in the case of quasilinear equations, it suffices to consider the case	 = S, 
 = I ,
applying a local transformation. Moreover, we study homogeneous Dirichlet data

z(x,0)= 0, x ∈ (−1,1), (4.25)

subtracting a continuation of the boundary functionϕ from the given solution. The
boundary condition (3.5) appears in the form

zy(x,0)=ψ(
x, z(x,0), zx(x,0)

)
, x ∈ (−1,1), (4.26)

whereψ :U → R is defined on an open setU ⊂ R
3 with {(x, z(x, y), zx(x, y)) | (x, y) ∈S} ⊂ U .

LEMMA 5. –Let z = z(x, y) ∈ C2(	 ∪ 
,R) be a solution of (4.1) with F ∈
C2+α(�,R), α ∈ (0,1), and the ellipticity property(4.24) is satisfied. On theC4+α-arc

 we assume either(3.4)or (3.5)and we supposeϕ ∈C4+α(
,R) andψ ∈C3+α(U ,R),
respectively. Then we havez ∈ C4+α(	 ∪
,R).

Proof. –
(1) Due to the results of Hopf [9] and Nirenberg [14] we knowz ∈ C4+α(	,R).

We suppose	 = S, 
 = I and consider the homogeneous Dirichlet condition (4.25).
Introducing isothermal parameters(u, v) ∈ S, we deduce the system (4.7) forz =
(x(u, v), . . . , t (u, v)) ∈ C2+α(S) ∩ C0(S). The uniformizing mapf :S → S may be
chosen such that (3.23) is satisfied. From the proof of Lemma 4 we take the exact shape
of the right hand side in (4.7), and we obtain estimates of the form

|�x|, . . . , |�t| �C
(|∇x|2 + · · · + |∇t|2) in S (4.27)

exploiting condition (4.24) (or more precisely, its transformed version). Furthermore, we
know the system (4.4) to be fulfilled. The first two equations in (4.4) yield

|∇x|2 = Fr

Ft
|∇y|2 in S, (4.28)

and together with the integrability conditions we conclude

|∇x|, |∇z|, |∇p|, |∇q| �C|∇y| in S. (4.29)
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The third and the fourth equation in (4.4) are solvable with respect tosu andsv. Utilizing
the first two equations in (4.4), we get

su + 1

2

Fs

Ft
ru −

√
�

Ft
rv + D1

Ft
yu = 0,

sv +
√
�

Ft
ru + 1

2

Fs

Ft
rv + D1

Ft
yv = 0 in S.

(4.30)

These and the last two equations in (4.4) yield the following estimates

|∇s|, |∇t| � C(|∇y| + |∇r|) in S. (4.31)

Let us now consider the functionx = (y, r) ∈C2+α(S,R2)∩C0(S,R2). Usingy(u,0)=
0 and the boundary condition (4.25), we conclude

|�x(u, v)| �C|∇x(u, v)|2, (u, v) ∈ S,
x(u,0)= 0, u ∈ (−1,1),

(4.32)

from (4.27), (4.29) and (4.31). The Hilfssatz in [7] showsx ∈ C1+µ(S2) with a
sufficiently small2 ∈ (0,1] and an arbitraryµ ∈ (0,1). We obtainz ∈ C1+µ(S2) and
some potential theory shows

z ∈C2+α(S2/4). (4.33)

As in the proof of Lemma 3 one seesJf (0,0) > 0, such that we inferz(x, y) ∈C4+α(Sr)
for a sufficiently smallr ∈ (0,1). In order to derive this last regularity property, one has
to use relations aszxxx = J−1

f (ruyv − rvyu).
(2) Let us now study the boundary condition (4.26). We define

χ(y)= χ(x, z,p, r) :=ψx(x, z,p)+ψz(x, z,p)p+ψp(x, z,p)r ∈C2+α(U × R,R)

and introduce the auxiliary function

n(u, v) := s(u, v)− χ(
y(u, v)

) ∈C2+α(S)∩C0(S). (4.34)

From (4.26) andy(u,0)= 0 we infer

n(u,0)= 0, u ∈ (−1,1). (4.35)

Differentiating (4.34) and inserting the relations (4.30), we obtain

nu = −
(

1

2

Fs

Ft
+ψp

)
ru +

√
�

Ft
rv − D1

Ft
yu − χxxu − χzzu − χppu,

nv = −
√
�

Ft
ru −

(
1

2

Fs

Ft
+ψp

)
rv − D1

Ft
yv − χxxv − χzzv − χppv in S.

(4.36)
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Since we may solve (4.36) with respect toru andrv, we deduce

|∇r| � C(|∇y| + |∇n|) in S (4.37)

with the aid of (4.29). Putting this into (4.30), we also get

|∇s| � C(|∇y| + |∇n|) in S, (4.38)

and the last two equations in (4.4) yield

|∇t| �C(|∇y| + |∇n|) in S. (4.39)

Finally, from

�n=�s − ∇yχ ·�y − yu · ∇2
yχ · yu − yv · ∇2

yχ · yv

and the estimates (4.27), (4.29) as well as (4.37)–(4.39) we infer

|�y|, |�n| � C
(|∇y|2 + |∇n|2) in S. (4.40)

Here we have abbreviated∇yχ := (χx,χz,χp,χr), and∇2
yχ denotes the Hessian matrix

of χ .
Because of (3.23), (4.35) and (4.40), the functionx = (y, n) ∈ C2+α(S) ∩ C0(S) is a

solution of the problem

|�x(u, v)| �C|∇x(u, v)|2, (u, v) ∈ S,
x(u,0)= 0, u ∈ (−1,1),

(4.41)

and therefore we havex ∈ C1+µ(S2) for µ ∈ (0,1) and an appriorate2 ∈ (0,1].
Consequently, we inferz ∈ C1+µ(S2) with the aid of (4.4) and (4.36). Using pontential
theory, we getz ∈ C2+α(S2/4) and because ofJf (0,0) > 0 we obtainz = z(x, y) ∈
C4+α(Sr) for sufficiently smallr ∈ (0,1). ✷

THEOREM 4. –A solutionz= z(x, y) ∈ C2(	∪
,R) of the fully nonlinear equation
(4.1) is given. The ellipticity condition(4.24) is valid, andF is a real analytic function.
On the real analytic Jordan arc
 ⊂ ∂	 one of the boundary conditions(3.4), (3.5) is
satisfied, whereϕ andψ respectively are real analytic functions on their domains of
definition. Then we can continuez as a real analytic solution for(4.1)across
.

Proof. –
(1) From Lemma 5 we learnz ∈ C4(	 ∪ 
). We consider the Dirichlet condition

in the case	 = S, 
 = I , that is (4.25). The isothermally parametrized function
z(u, v)= (x(u, v), . . . , t (u, v)) ∈C2(S,R8) solves the system

�z(u, v)= h
(
z(u, v), zu(u, v), zv(u, v)

)
, (u, v) ∈ S, (4.42)
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according to Lemma 4, and the right hand sideh is real analytic in�0 × R
8 × R

8.
Moreover, we know that the system of first order (4.4) is satisfied. We separatez = (x,y)
as follows,

x := (y, z,p, r), y := (x, q, s, t).
The boundary condition (4.25) and the property (3.23) of the uniformizing mapf =
(x, y) yield

x(u,0)= 0, u ∈ (−1,1). (4.43)

From the second equation in (4.4) we get

xv(u,0)= 1

2

Fs

Ft
yv(u,0), u ∈ (−1,1), (4.44)

and together withqv = sxv + tyv we obtain

qv(u,0)=
(

1

2

Fs

Ft
s + t

)
yv(u,0), u ∈ (−1,1). (4.45)

Solving the third and the fourth equation in (4.4) with respect tosu and sv, we infer
(4.30) and in particular

sv(u,0)= −D1

Ft
yv(u,0)− 1

2

Fs

Ft
rv(u,0), u ∈ (−1,1), (4.46)

taking (4.43) into account. Finally, the last equation in (4.4) yields

tv(u,0)= 1

F 2
t

(
1

2
FsD1 − FtD2

)
yv(u,0)− 1

F 2
t

(
� − 1

4
F 2
s

)
rv(u,0), u ∈ (−1,1).

(4.47)
Here we have used (4.46) and the first equation in (4.30), which, onI , has the form

su(u,0)=
√
�

Ft
rv(u,0), u ∈ (−1,1).

Equations (4.44)–(4.47) may be written as

yv(u,0)= A
(
y(u,0)

) · xv(u,0), u ∈ (−1,1), (4.48)

whereA :U2 → R
4×4 denotes a real analytic, matrix-valued function on the open setU2,

which is the projection of�0 onto thex, q, s, t-subspace.
In (4.42), (4.43) and (4.48) we have found a system of the form considered in [13]

Theorem 3. Now, proceeding as in the proof of Theorem 2, we findδ > 0 such that
z(x, y)= z ◦ f −1(x, y) exists and is a real analytic function inS ∪Bδ(0,0). Since

h(x, y) := F (
x, y, z(x, y), . . . , zyy(x, y)

)
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is real analytic inS∪Bδ(0,0) and vanishes inS, the identity theorem in several variables
shows thatz(x, y) solves the equation (4.1) inS ∪Bδ(0,0).

(2) Let us now consider the boundary condition (4.26). With the real analytic function

χ(x, z,p, r) :=ψx(x, z,p)+ψz(x, z,p)p+ψp(x, z,p)r, (x, z,p, r) ∈ U × R,

we consider the quantityn= n(u, v) ∈C2(S) defined in (4.34). Setting

x := (y, n), y := (x, z,p, q, r, t),

we obtain

x(u,0)= 0, u ∈ (−1,1). (4.49)

Using this and (4.44), the integrability conditions yield

zv(u,0)=
(

1

2

Fs

Ft
p+ q

)
yv(u,0),

pv(u,0)=
(

1

2

Fs

Ft
r + χ(x, z,p, r)

)
yv(u,0),

qv(u,0)=
(

1

2

Fs

Ft
χ(x, z,p, r)+ t

)
yv(u,0), u ∈ (−1,1).

(4.50)

Moreover, the first equation in (4.4) and the integrability conditions give

xu(u,0)=
√
�

Ft
yv(u,0),

zu(u,0)=
√
�

Ft
pyv(u,0),

pu(u,0)=
√
�

Ft
ryv(u,0),

qu(u,0)=
√
�

Ft
χ(x, z,p, r)yv(u,0), u ∈ (−1,1).

(4.51)

The functionn(u, v) satisfies (4.36). Since we may solve this system with respect toru
andrv , we find real analytic functionsfi = fi (y) :U2 → R

2, i = 1,2, such that

ru(u,0)= f1
(
y(u,0)

) · xv(u,0), (4.52)

rv(u,0)= f2
(
y(u,0)

) · xv(u,0), u ∈ (−1,1), (4.53)

holds true. In order to deduce this system, one has to utilize the relations (4.44), (4.50)
and (4.51). The setU2 has the property{y(u, v) | (u, v) ∈ S} ⊂ U2.

Now, inserting (4.30) and (4.52)–(4.53) into the last equation of (4.4), we infer

tv(u,0)= f3
(
y(u,0)

) · xv(u,0), u ∈ (−1,1), (4.54)
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with a further real analytic functionf3 = f3(y) :U2 → R
2. Eqs. (4.44), (4.50), (4.53) and

(4.54) may be written as

yv(u,0)= A
(
y(u,0)

) · xv(u,0), u ∈ (−1,1), (4.55)

whereA = A(y) :U2 → R
6×2 denotes a real analytic, matrix-valued function. Finally,

because of

�n=�s − ∇yχ ·�y − yu · ∇2
yχ · yu − yv · ∇2

yχ · yv,

the functionz = (x,y) solves a system of the form (4.42).
Due to [13] Theorem 3, the solutionz of the problem (4.42), (4.49), (4.55) can be

continued as a real analytic solution for (4.42) acrossI , and we define the continuation
of s(u, v) by (4.34). UsingJf (0,0) > 0, we find a continuationz(x, y)= z ◦ f −1(x, y)

of the original solution for (4.1) onto the setS ∪Bδ(0,0) (δ > 0 sufficiently small). This
z is real analytic and solves (4.1) in its domain of definition.✷

Example3. – The functionz(x, y)= y3/2ex ∈ C2(S)∩C1(S ∪ I ) is a solution of the
equation (4.1) with

F = F(x, q, r, t)= rt2 − 3

8
qe2x.

z satisfies the boundary condition

z(x,0)= 0, x ∈ (−1,1),

as well as

zy(x,0)= 0, x ∈ (−1,1).

The functionF is real analytic and we have

FrFt − 1

4
F 2
s = 2rt3 = 27

32
e4x > 0 in S.

But it is not possible to continuez acrossI as a real analytic solution of (4.1). Therefore,
Theorem 4 is not true for solutionsz ∈C2(	)∩C1(	 ∪
).
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