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AbSTRACT. - In this paper we study critical points problems for some integral functionals with principal part having degenerate coerciveness, whose model is

$$
J(v)=\frac{1}{2} \int_{\Omega} \frac{|\nabla v|^{2}}{(b(x)+|v|)^{2 \alpha}}-\frac{1}{m} \int_{\Omega}|v|^{m}, \quad v \in H_{0}^{1}(\Omega),
$$

with $1<m<2^{*}(1-\alpha)$. We will prove several existence and nonexistence results depending on different assumptions on both $m$ and $\alpha$. © 2001 Éditions scientifiques et médicales Elsevier SAS

Résumé. - Dans cet article nous étudions les points critiques de certaines fonctionnelles intégrales dont la coercitivité de la partie pricipale est dégénérée dont le modele est

$$
J(v)=\frac{1}{2} \int_{\Omega} \frac{|\nabla v|^{2}}{(b(x)+|v|)^{2 \alpha}}-\frac{1}{m} \int_{\Omega}|v|^{m}, \quad v \in H_{0}^{1}(\Omega)
$$

avec $1<m<2^{*}(1-\alpha)$. Nous prouvons plusieurs résultats d'existence et de non existence suivant les hypotheses sur $m$ et $\alpha$. © 2001 Éditions scientifiques et médicales Elsevier SAS

## 1. Introduction

For a bounded domain $\Omega \subset \mathbb{R}^{N}(N>2)$, minimization problems in the Sobolev space $H_{0}^{1}(\Omega)$ for integral functionals whose principal part depends on $x, v$ and $\nabla v$ as

$$
\frac{1}{2} \int_{\Omega} a(x, v)|\nabla v|^{2}
$$

with $a(x, s) \geqslant \alpha_{0}>0,(x \in \Omega, s \in \mathbb{R})$, are now classic.

Conversely, the study of critical points is quite more recent (see [2,3,6]). In this framework, the main difficulties are that the functional is not differentiable on the whole $H_{0}^{1}(\Omega)$, but only in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$, even if $a(x, s)$ is smooth, and that the associated differential operator, that is

$$
-\operatorname{div}(a(x, v) \nabla v)+\frac{1}{2} \frac{\partial a}{\partial s}(x, v)|\nabla v|^{2}
$$

involves a lower order term with quadratic growth in the gradient, which may not be in the dual space $H^{-1}(\Omega)$.

Recently (see [5]), minimization results for integral functionals whose principal part is

$$
\frac{1}{2} \int_{\Omega} a(x, v)|\nabla v|^{2}
$$

under the weak assumption $a(x, s)>0$ (that is, of degenerate coerciveness), were proved. Specifically, the authors considered functionals like

$$
\frac{1}{2} \int_{\Omega} \frac{|\nabla v|^{2}}{(b(x)+|v|)^{2 \alpha}}-\int_{\Omega} h v, \quad v \in H_{0}^{1}(\Omega)
$$

where $\alpha \in(0,1 / 2), 0<\beta_{1} \leqslant b(x) \leqslant \beta_{2}$ and $h \in H^{-1}(\Omega)$.
In this paper we shall study critical points problems for some integral functionals with principal part having degenerate coerciveness, whose model is

$$
J(v)=\frac{1}{2} \int_{\Omega} \frac{|\nabla v|^{2}}{(b(x)+|v|)^{2 \alpha}}-\frac{1}{m} \int_{\Omega}|v|^{m}, \quad v \in H_{0}^{1}(\Omega),
$$

with $1<m<2^{*}(1-\alpha)$. The derivative of $J$ is given by

$$
\left\langle J^{\prime}(u), v\right\rangle=\int_{\Omega} \frac{\nabla u \nabla v}{(b(x)+|u|)^{2 \alpha}}-\alpha \int_{\Omega} \frac{|\nabla u|^{2} u v}{(b(x)+|u|)^{1+2 \alpha}|u|}-\int_{\Omega}|u|^{m-2} u v
$$

for every $v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.
This explains our concept of critical point of $J$, that is a function $u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ satisfying $\left\langle J^{\prime}(u), v\right\rangle=0$ for every $v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$. In this way, we can see the critical points of $J$ as solutions of the boundary value problem

$$
\left.\begin{array}{c}
-\operatorname{div}\left(\frac{\nabla u}{(b(x)+|u|)^{2 \alpha}}\right)-\alpha \frac{|\nabla u|^{2}}{(b(x)+|u|)^{1+2 \alpha}} \frac{u}{|u|}=|u|^{m-2} u, \quad x \in \Omega \\
u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)
\end{array}\right\}
$$

Remark that, even if the function $\frac{|\xi|^{2}}{(b(x)+\mid s)^{1+2 \alpha}} \frac{s}{|s|}$ is not continuous for $s=0$, the term

$$
\frac{|\nabla u|^{2}}{(b(x)+|u|)^{1+2 \alpha}} \frac{u}{|u|}
$$

appearing in the Euler equation of $J$ is well defined and measurable since where $u=0$ we have $\nabla u=0$ almost everywhere (Stampacchia Theorem).

Let us state the precise assumptions on the functional $J$ that we will study below. Let $\Omega$ be a bounded, open subset of $\mathbb{R}^{N}, N>2$.

Let $a: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function (that is, measurable with respect to $x$ in $\Omega$ for every $s$ in $\mathbb{R}$, and continuous with respect to $s$ in $\mathbb{R}$ for almost every $x$ in $\Omega$ ) such that

$$
\begin{equation*}
\frac{c_{1}}{(1+|s|)^{2 \alpha}} \leqslant a(x, s) \leqslant c_{2}, \tag{1.1}
\end{equation*}
$$

for almost every $x$ in $\Omega$, for every $s$ in $\mathbb{R}$, where $c_{1}$ and $c_{2}$ are positive constants, and

$$
\begin{equation*}
0 \leqslant \alpha<\frac{N}{2 N-2} \tag{1.2}
\end{equation*}
$$

(note that $\frac{N}{2 N-2} \in\left(\frac{1}{2}, 1\right)$ for every $N>2$ ). We also assume that the function $s \mapsto a(x, s)$ is differentiable on $\mathbb{R}$ for almost every $x$ in $\Omega$, and its derivative $a_{s}(x, s) \equiv \frac{\partial a}{\partial s}(x, s)$ is such that

$$
\begin{equation*}
-2 \beta a(x, s) \leqslant a_{s}(x, s)(1+|s|) \operatorname{sgn}(s) \leqslant 0 \tag{1.3}
\end{equation*}
$$

for almost every $x$ in $\Omega$, for every $|s| \geqslant s_{0}$, where $\beta$ is a positive constant such that

$$
\begin{equation*}
0<\beta<c_{1} \tag{1.4}
\end{equation*}
$$

and $s_{0}>0$.
As examples of functions $a$ satisfying assumptions (1.1) and (1.3) we can consider either

$$
a(x, s)=\frac{1}{(b(x)+|s|)^{2 \alpha}}
$$

with $0<\beta_{1} \leqslant b(x) \leqslant \beta_{2}$, or

$$
a(x, s)=\frac{1}{\left(1+s^{2}\right)^{\alpha}}
$$

Let $F: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function satisfying the following assumption:

$$
\begin{equation*}
|F(x, s)| \leqslant \frac{K_{1}}{m}|s|^{m}+K_{2} \tag{1.5}
\end{equation*}
$$

for almost every $x$ in $\Omega$, for every $s$ in $\mathbb{R}$, where $K_{1}, K_{2}$ are positive constants, and defining $2^{*}=2 N /(N-2)$, the Sobolev embedding exponent,

$$
\begin{equation*}
1<m<2^{*} \tag{1.6}
\end{equation*}
$$

In some of our results we need a stronger condition on $F$ than (1.5); namely, we assume that the derivative $f(x, s)=\frac{\partial F}{\partial s}(x, s)$ satisfies

$$
\begin{equation*}
|f(x, s)| \leqslant K_{1}^{\prime}|s|^{m-1}+K_{2}^{\prime} \tag{1.7}
\end{equation*}
$$

for almost every $x$ in $\Omega$ and for every $s$ in $\mathbb{R}$, where $K_{1}^{\prime}, K_{2}^{\prime}$ are positive constants.
We define, for $v$ in $H_{0}^{1}(\Omega)$, the functional

$$
J(v)=\frac{1}{2} \int_{\Omega} a(x, v)|\nabla v|^{2}-\int_{\Omega} F(x, v)
$$

Observe that by assumption (1.1)-(1.2) and (1.5)-(1.6), $J$ is well defined on $H_{0}^{1}(\Omega)$. Furthermore, by the assumptions on $a$ and $F, J$ is also differentiable along directions in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$, and its derivative is given by

$$
\begin{equation*}
\left\langle J^{\prime}(v), w\right\rangle=\int_{\Omega} a(x, v) \nabla v \cdot \nabla w+\int_{\Omega} a_{s}(x, v)|\nabla v|^{2} w-\int_{\Omega} f(x, v) w \tag{1.8}
\end{equation*}
$$

for every $v$ in $H_{0}^{1}(\Omega)$ and for every $w$ in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.
The behaviour of the functional $J$ may be different depending on the assumptions made on $m$. If $m$ is "small enough", then $J$ has a global minimum on $H_{0}^{1}(\Omega)$.

THEOREM 1.1. - Let us assume (1.1)-(1.2) and (1.5) with $1<m<2(1-\alpha)$. Suppose furthermore that

$$
\begin{equation*}
\lim _{s \rightarrow 0} \frac{F(x, s)}{s^{2}}=+\infty, \quad \text { uniformly with respect to } x \text { in } \Omega \tag{1.9}
\end{equation*}
$$

Then $J$ has a global nontrivial minimum $и$ in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.
On the other hand, if $m>2(1-\alpha)$ the functional is indefinite and global minimization is no longer possible. In the particular case $2<m<2^{*}(1-\alpha)$, and under some further assumptions on $F$ we will apply the version of the Mountain Pass Theorem [1] given in [2] for nondifferentiable functionals, to show the existence of a nontrivial critical point in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.

THEOREM 1.2. - Let us assume (1.1)-(1.4) and (1.7) with $2<m<2^{*}(1-\alpha)$. Suppose furthermore that F satisfies

$$
\begin{align*}
\lim _{s \rightarrow 0} \frac{F(x, s)}{s^{2}} & =0, \quad \text { uniformly with respect to } x \text { in } \Omega  \tag{1.10}\\
\lim _{s \rightarrow+\infty} \frac{F(x, s)}{s^{2}} & =+\infty, \quad \text { uniformly with respect to } x \text { in } \Omega \tag{1.11}
\end{align*}
$$

and that there exist $r>2$ and $s_{0}>0$ such that

$$
\begin{equation*}
f(x, s) s \geqslant r F(x, s) \tag{1.12}
\end{equation*}
$$

for almost every $x$ in $\Omega$, for every $|s| \geqslant s_{0}$. Then $J$ has at least a nontrivial critical point $u$ belonging to $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.

In order to prove Theorem 1.2, one of the main difficulties is to check that a suitable compactness condition of Palais-Smale type holds. Here the keystone in our approach will be the proof of the boundedness of the cluster points of the Palais-Smale sequences (see Remark 3.2). An additional difficulty also arises: the degenerate coerciveness in $H_{0}^{1}(\Omega)$ of the principal part of the differential operator, which will lead us to extend the functional to a larger space, namely $W_{0}^{1, q}(\Omega)$ for some $q<2$.

The case $2(1-\alpha)<m<\min \left\{2,2^{*}(1-\alpha)\right\}$ is also studied. In this case, however, we need to study the problem where the nonlinear term $F(x, s)$ is exchanged with $\lambda F(x, s)$ (with $\lambda>0$ ): also in this setting we prove the existence of a nontrivial local minimizer in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$.

THEOREM 1.3. - Let $2(1-\alpha)<m<\min \left\{2^{*}(1-\alpha), 2\right\}$, and let $a$ and $f$ satisfy assumptions (1.1)-(1.2), (1.7) and (1.9). Then there exists $\lambda_{0}>0$ such that the functional

$$
J_{\lambda}(v)=\frac{1}{2} \int_{\Omega} a(x, v)|\nabla v|^{2}-\lambda \int_{\Omega} F(x, v), \quad v \in H_{0}^{1}(\Omega)
$$

has at least one nontrivial critical point in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ for every $\lambda \in\left(0, \lambda_{0}\right)$.
Finally, by means of a change of variable in a model case, and using a result of [4], we will prove that it is possible to find a bounded solution of the Euler equation for $J_{\lambda}$ also in the case $2^{*}(1-\alpha)<m<2^{*}$, this time with $\lambda$ large. We will also deal with the case $m>2^{*}$ showing that, always in the model case, and in a starshaped domain, there are no positive solutions of the Euler equation for $J$. In order to do that, we will apply the now standard technique to show that the solutions of this equation satisfy a Pohožaev type inequality.

The plan of the paper is as follows: in the following Section we will prove Theorem 1.1, while Section 3 will be devoted to the proof of the main result of this paper, Theorem 1.2. Section 4 will study the problem for $J_{\lambda}$, while the final Section 5 will contain some remarks about a possible different approach to the study of $J$, as well as nonexistence of solutions for the Euler equation of $J$.

Notation. In the following we will use several times the following functions of a real variable, depending on a parameter $k>0$ :

$$
T_{k}(s)=\max (-k, \min (k, s)), \quad G_{k}(s)=s-T_{k}(s)
$$

Furthermore, we will denote with $C$, or $C_{1}, C_{2}, \ldots$, various constant which may depend on the data of the problem, whose value may vary from line to line. If $1<q<N$, we will denote by $q^{*}$ the real number $N q /(N-q)$, the Sobolev embedding exponent for the space $W_{0}^{1, q}(\Omega)$.

## 2. Existence of a global minimum

We begin with a technical result, which we will use several times in the following.
Lemma 2.1. - If $\alpha \in(0, N /(2 N-2))$ and

$$
\begin{equation*}
q=\frac{2 N(1-\alpha)}{N-2 \alpha} \tag{2.1}
\end{equation*}
$$

then for every measurable set $A \subset \Omega$, and for every $v \in H_{0}^{1}(\Omega)$ and $u \in W_{0}^{1, q}(\Omega)$, we have

$$
\begin{equation*}
\int_{A}|\nabla v|^{q} \leqslant\left(\int_{A} \frac{|\nabla v|^{2}}{(1+|u|)^{2 \alpha}}\right)^{q / 2}\left(\int_{A}(1+|u|)^{q^{*}}\right)^{1-q / 2} \tag{2.2}
\end{equation*}
$$

Proof. - If $v \in H_{0}^{1}(\Omega)$ and $u \in W_{0}^{1, q}(\Omega)$, we have from the Hölder inequality that

$$
\int_{A}|\nabla v|^{q}=\int_{A} \frac{|\nabla v|^{q}}{(1+|u|)^{\alpha q}}(1+|u|)^{\alpha q} \leqslant\left(\int_{A} \frac{|\nabla v|^{2}}{(1+|u|)^{2 \alpha}}\right)^{q / 2}\left(\int_{A}(1+|u|)^{\frac{2 \alpha q}{2-q}}\right)^{1-q / 2}
$$

for every measurable set $A \subset \Omega$. We conclude the proof by observing that, by (2.1), $q^{*}=2 \alpha q /(2-q)$.

Remark 2.2. - Observe that $q \in(1,2)$ if and only if $N>2$.
Proof of Theorem 1.1. - Let $q$ be as in the previous lemma. Reasoning as in [5], let us define the following functional on $W_{0}^{1, q}(\Omega)$ :

$$
\tilde{J}(v)= \begin{cases}\frac{1}{2} \int_{\Omega} a(x, v)|\nabla v|^{2}-\int_{\Omega} F(x, v), & \text { if } \int_{\Omega} a(x, v)|\nabla v|^{2}<+\infty \\ +\infty, & \text { otherwise }\end{cases}
$$

We are going to prove that $\tilde{J}$ is both coercive and weakly lower semicontinous on $W_{0}^{1, q}(\Omega)$ so that the existence of a minimum will follows from standard results. The weak lower semicontinuity is a consequence of a Theorem by De Giorgi (see [7]), and the complete proof of this fact can be found in [5]. As far as the coerciveness is concerned, it is enough to consider $v$ in $W_{0}^{1, q}(\Omega)$ such that $\tilde{J}(v)$ is finite. Reasoning as in Lemma 2.1 we obtain, also using Sobolev embedding,

$$
\int_{\Omega}|\nabla v|^{q} \leqslant C_{1}\left(\int_{\Omega} \frac{|\nabla v|^{2}}{(1+|v|)^{2 \alpha}}\right)^{q / 2}\left(1+\left(\int_{\Omega}|\nabla v|^{q}\right)^{q^{*} / q}\right)^{1-q / 2}
$$

which implies that if $R=\|v\|_{W_{0}^{1, q}(\Omega)}$, we have from (1.1)

$$
\begin{equation*}
R^{q} \leqslant C_{2}\left(\int_{\Omega} a(x, v)|\nabla v|^{2}\right)^{q / 2}\left(1+R^{q^{*}}\right)^{1-q / 2} \tag{2.3}
\end{equation*}
$$

On the other hand, since $m<2(1-\alpha)<2^{*}(1-\alpha)=q^{*}$, one has

$$
\int_{\Omega}|v|^{m} \leqslant C_{3}\left(\int_{\Omega}|v|^{q^{*}}\right)^{m / q^{*}} \leqslant C_{4}\left(\int_{\Omega}|\nabla v|^{q}\right)^{m / q}
$$

that is

$$
\int_{\Omega}|v|^{m} \leqslant C_{4} R^{m}
$$

Thus, by (1.5) and (2.3) we obtain

$$
\tilde{J}(v) \geqslant C_{5} \frac{R^{2}}{\left(1+R^{q^{*}}\right)^{\frac{2}{q}-1}}-C_{6} R^{m}-C_{7}
$$

Using the definition of $q$, it is easy to check that

$$
2-q^{*}\left(\frac{2}{q}-1\right)=2(1-\alpha)>m
$$

so that

$$
\lim _{R \rightarrow+\infty} \tilde{J}(v)=+\infty
$$

that is, $\tilde{J}$ is coercive on $W_{0}^{1, q}(\Omega)$.
Let now $u$ be a minimum of $\tilde{J}$ on $W_{0}^{1, q}(\Omega)$. Let $\varphi_{1}$ be the first eigenfunction of the Laplacian in $\Omega$, which we suppose to have chosen with norm equal to one in $H_{0}^{1}(\Omega)$. Then, since $\varphi_{1}$ belongs to $H_{0}^{1}(\Omega)$,

$$
\tilde{J}\left(t \varphi_{1}\right)=J\left(t \varphi_{1}\right)=\frac{t^{2}}{2} \int_{\Omega} a\left(x, t \varphi_{1}\right)\left|\nabla \varphi_{1}\right|^{2}-\int_{\Omega} F\left(x, t \varphi_{1}\right)
$$

Using assumption (1.9), it is easy to see that there exists $t>0$ such that $\tilde{J}\left(t \varphi_{1}\right)<0$, and so $u \neq 0$.

Furthermore, reasoning as in [5], it can be proved that $u$ belongs to $L^{\infty}(\Omega)$. This implies (by (1.1)) that $u$ also belongs to $H_{0}^{1}(\Omega)$, thus concluding the proof of the theorem.

Remark 2.3. - We remark explicitly that inequality (2.3) holds under assumptions (1.1)-(1.2), for every $v \in W_{0}^{1, q}(\Omega)$ such that $\int_{\Omega} a(x, v)|\nabla v|^{2}<+\infty$.

## 3. Mountain Pass type critical points

Our first result is the proof that sequences of Palais-Smale type for $J$ are convergent to critical points.

Lemma 3.1. - Let us assume (1.1)-(1.4), (1.7) with $2<m<2^{*}(1-\alpha)$, (1.12), and let $q$ as in Lemma 2.1. Then the functional $J$ satisfies the following compactness condition:
(C) Every sequence $\left\{u_{n}\right\} \subset H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ satisfying

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} J\left(u_{n}\right)=c, \tag{3.1}
\end{equation*}
$$

and, for some sequence $\left\{\varepsilon_{n}\right\} \subset(0, \infty)$ converging to zero,

$$
\begin{equation*}
\left|\left\langle J^{\prime}\left(u_{n}\right), v\right\rangle\right| \leqslant \varepsilon_{n} \frac{\|v\|_{H_{0}^{1}(\Omega)}+\|v\|_{L^{\infty}(\Omega)}}{\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}+\left\|u_{n}\right\|_{L^{\infty}(\Omega)}}, \quad \forall v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega) \tag{3.2}
\end{equation*}
$$

possesses a subsequence which is weakly convergent in $W_{0}^{1, q}(\Omega)$ to some critical point $u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ of $J$ with level $J(u)=c$.

Proof. - The proof is divided into 5 steps:

- Step 1: The sequence $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, q}(\Omega)$.
- Step 2: Up to a subsequence, $\left\{u_{n}\right\}$ weakly converges in $W_{0}^{1, q}(\Omega)$ to some $u \in$ $L^{\infty}(\Omega)$.
- Step 3: The function $u \in H_{0}^{1}(\Omega)$.
- Step 4: For fixed $k \geqslant\|u\|_{L^{\infty}(\Omega)}$, the following convergences hold:

$$
\begin{align*}
& \int_{\Omega} a\left(x, u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2} \rightarrow 0  \tag{3.3}\\
& \int_{\Omega} a_{s}\left(x, u_{n}\right) v\left|\nabla G_{k}\left(u_{n}\right)\right|^{2} \rightarrow 0, \quad \forall v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega),  \tag{3.4}\\
&\left\|T_{k}\left(u_{n}\right)-u\right\|_{H_{0}^{1}(\Omega)} \rightarrow 0 \tag{3.5}
\end{align*}
$$

as $n$ tends to infinity.

- Step 5: Conclusion: $u$ is a critical point of $J$.

Remark 3.2. - The main difference of our proof with respect to the standard proof of compactness conditions in theorems of Mountain Pass type is Step 2. Indeed, in the standard cases, the compactness condition is proved without the need of proving that the limit points (the critical points) are in $L^{\infty}(\Omega)$; their boundedness (as well as other regularity properties) is in general recovered from the equation they satisfy by standard bootstrap arguments. Conversely, in our case it is crucial to prove that the limit point is bounded in order to prove the compactness condition. Note also that the proof of Step 2 holds (in a much simpler way!) in the case $\alpha=0$ (i.e., in the "classical" case).

Proof of Step 1. - Taking $v=u_{n}$ in (3.2), we get

$$
\begin{aligned}
\varepsilon_{n} & \geqslant\left|\left\langle J^{\prime}\left(u_{n}\right), u_{n}\right\rangle\right| \\
& \left.=\left.\left|\int_{\Omega} a\left(x, u_{n}\right)\right| \nabla u_{n}\right|^{2}+\frac{1}{2} \int_{\Omega} a_{s}\left(x, u_{n}\right) u_{n}\left|\nabla u_{n}\right|^{2}-\int_{\Omega} f\left(x, u_{n}\right) u_{n} \right\rvert\,
\end{aligned}
$$

$$
\left.=\left.\left|2 J\left(u_{n}\right)+\frac{1}{2} \int_{\Omega} a_{s}\left(x, u_{n}\right) u_{n}\right| \nabla u_{n}\right|^{2}+\int_{\Omega}\left[2 F\left(x, u_{n}\right)-f\left(x, u_{n}\right) u_{n}\right] \right\rvert\, .
$$

Using (3.1), we thus have

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \int_{\Omega}\left[f\left(x, u_{n}\right) u_{n}-2 F\left(x, u_{n}\right) u_{n}\right]-\frac{1}{2} \int_{\Omega} a_{s}\left(x, u_{n}\right) u_{n}\left|\nabla u_{n}\right|^{2}=2 c \tag{3.6}
\end{equation*}
$$

Since $a_{s}(x, s) s \leqslant 0$ for $|s| \geqslant s_{0}$ by (1.3), and since, by assumption (1.12) one has

$$
f\left(x, u_{n}\right) u_{n}-2 F\left(x, u_{n}\right) \geqslant(r-2) F\left(x, u_{n}\right)-C_{1}
$$

we obtain from (3.6) that $\left\{F\left(x, u_{n}\right)\right\}$ is bounded in $L^{1}(\Omega)$ and thus, by (3.1), that there exists a positive constant $C_{2}$ such that

$$
\begin{equation*}
\int_{\Omega} a\left(x, u_{n}\right)\left|\nabla u_{n}\right|^{2} \leqslant C_{2}, \quad \forall n \in \mathbb{N} . \tag{3.7}
\end{equation*}
$$

Now, by Lemma 2.1 (with $v=u=u_{n}, A=\Omega$ ) and the Sobolev embedding, if $q$ is as in (2.1),

$$
\int_{\Omega}\left|\nabla u_{n}\right|^{q} \leqslant C_{2}\left(\int_{\Omega}\left(1+\left|u_{n}\right|\right)^{q^{*}}\right)^{1-\frac{q}{2}} \leqslant C_{3}+C_{4}\left(\int_{\Omega}\left|\nabla u_{n}\right|^{q}\right)^{\frac{q^{*}}{q}\left(1-\frac{q}{2}\right)}
$$

Observing that $\frac{q^{*}}{q}\left(1-\frac{q}{2}\right) \in(0,1)$, we obtain that $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, q}(\Omega)$.
Proof of Step 2. - Since $\left|G_{k}\left(u_{n}(x)\right)\right| \leqslant\left|u_{n}(x)\right|$ and $\nabla G_{k}\left(u_{n}(x)\right)=\nabla u_{n}(x)$ for almost every $x$ in $A_{k}^{n} \equiv\left\{\left|u_{n}\right| \geqslant k\right\}$, we deduce by taking $v=G_{k}\left(u_{n}\right)$ as test function in (3.2) that

$$
\begin{align*}
& \int_{A_{k}^{n}} a\left(x, u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}+\frac{1}{2} \int_{A_{k}^{n}} a_{s}\left(x, u_{n}\right) G_{k}\left(u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}  \tag{3.8}\\
& \quad \leqslant \int_{A_{k}^{n}} f\left(x, u_{n}\right) G_{k}\left(u_{n}\right)+\varepsilon_{n} .
\end{align*}
$$

Observe now that, for $k \geqslant s_{0}$, and by (1.3), the derivative $a_{s}(x, s)$ is negative if $s \geqslant k$ and positive if $s \leqslant-k$. Hence, again by (1.3)

$$
a_{s}(x, s) G_{k}(s)=a_{s}(x, s)(s-k) \geqslant a_{s}(x, s)(s+1) \geqslant-2 \beta a(x, s), \quad \forall s \geqslant k
$$

and

$$
a_{s}(x, s) G_{k}(s)=a_{s}(x, s)(s+k) \geqslant a_{s}(x, s)(s-1) \geqslant-2 \beta a(x, s), \quad \forall s \geqslant k
$$

Thus,

$$
\frac{1}{2} a_{s}\left(x, u_{n}\right) G_{k}\left(u_{n}\right) \geqslant-\beta a\left(x, u_{n}\right)
$$

We obtain from (3.8) that

$$
\begin{equation*}
(1-\beta) \int_{\Omega} a\left(x, u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2} \leqslant \int_{A_{k}^{n}} f\left(x, u_{n}\right) G_{k}\left(u_{n}\right)+\varepsilon \tag{3.9}
\end{equation*}
$$

Thus, using (1.1) and (1.7), and the fact that $\left|G_{k}\left(u_{n}\right)\right| \leqslant\left|u_{n}\right|$,

$$
c_{1}(1-\beta) \int_{\Omega} \frac{\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}}{\left(1+\left|u_{n}\right|\right)^{2 \alpha}} \leqslant C_{5} \int_{A_{k}^{n}}\left|u_{n}\right|^{m}+\varepsilon_{n}
$$

By Lemma 2.1 (with $v=G_{k}\left(u_{n}\right), u=u_{n}$ and $A=A_{k}^{n}$ ) and since $k \geqslant 1$,

$$
\int_{\Omega}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q} \leqslant C_{6}\left(\int_{A_{k}^{n}}\left|u_{n}\right|^{m}+\varepsilon_{n}\right)^{\frac{q}{2}}\left(\int_{A_{k}^{n}}\left|u_{n}\right|^{q^{*}}\right)^{1-\frac{q}{2}} .
$$

Now, Step 1 and the Hölder inequality (observe that $m<q^{*}$ ) imply that

$$
\begin{aligned}
\int_{\Omega}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q} & \leqslant C_{6}\left(\varepsilon_{n}+\left(\int_{A_{k}^{n}}\left|u_{n}\right|^{q^{*}}\right)^{\frac{m}{q^{*}}}\left|A_{k}^{n}\right|^{1-\frac{m}{q^{*}}}\right)^{\frac{q}{2}}\left(\int_{A_{k}^{n}}\left|u_{n}\right|^{q^{*}}\right)^{1-\frac{q}{2}} \\
& \leqslant C_{7} \varepsilon_{n}^{q / 2}+\frac{2^{q^{*}}}{1-\alpha}\left(\int_{A_{k}^{n}}\left|u_{n}\right|^{q^{*}}\right)^{1-\frac{q}{2}\left(1-\frac{m}{\left.q^{*}\right)}\right.}\left|A_{k}^{n}\right|^{\frac{q}{2}\left(1-\frac{m}{q^{*}}\right)}
\end{aligned}
$$

Taking into account that

$$
\begin{aligned}
\int_{A_{k}^{n}}\left|u_{n}\right|^{q^{*}}=\int_{A_{k}^{n}}\left|u_{n}-k+k\right|^{q^{*}} & \leqslant C_{8} \int_{A_{k}^{n}}\left|G_{k}\left(u_{n}\right)\right|^{q^{*}}+C_{8} k^{q^{*}}\left|A_{k}^{n}\right| \\
& \leqslant C_{9}\left(\int_{A_{k}^{n}}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q^{*}}\right)^{\frac{q^{*}}{q}}+C_{8} k^{q^{*}}\left|A_{k}^{n}\right|
\end{aligned}
$$

we get

$$
\begin{aligned}
\int_{\Omega}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q} \leqslant & \varepsilon_{n}^{\prime}+C_{10}\left(\int_{A_{k}^{n}}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q}\right)^{\frac{q^{*}}{q}\left[1-\frac{q}{2}\left(1-\frac{m}{\left.\left.q^{*}\right)\right]}\right.\right.}\left|A_{k}^{n}\right|^{1-\frac{m}{q^{*}}} \\
& +C_{10} k^{q^{*}\left[1-\frac{q}{2}\left(1-\frac{m}{q^{*}}\right)\right]}\left|A_{k}^{n}\right|
\end{aligned}
$$

Denoting $\theta=1-\frac{q}{2}\left(1-\frac{m}{q^{*}}\right)$ we have that $\theta \in(0,1)$, since $m<q^{*}=2^{*}(1-\alpha)$ and $N>2$. In addition, using $2(1-\alpha)<2<m$ we also get

$$
\theta \frac{q^{*}}{q}>1
$$

and thus

$$
\begin{aligned}
\int_{\Omega}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q} \leqslant & C_{10}\left(\int_{A_{k}^{n}}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q}\right)^{\frac{\theta q^{*}}{q}-1}\left(\int_{A_{k}^{n}}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q}\right)\left|A_{k}^{n}\right|^{1-\frac{m}{q^{*}}} \\
& +\varepsilon_{n}^{\prime}+C_{10} k^{\theta q^{*}}\left|A_{k}^{n}\right|
\end{aligned}
$$

Since $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, q}(\Omega)$ there exists $k_{0} \in \mathbb{N}$ such that

$$
C_{10}\left(\int_{A_{k}^{n}}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q}\right)^{\frac{\theta q^{*}}{q}-1}\left|A_{k}^{n}\right|^{1-\frac{m}{q^{*}}} \leqslant 1 / 2, \quad \forall k \geqslant k_{0}
$$

Therefore, for $k \geqslant k_{0}$,

$$
\int_{\Omega}\left|\nabla G_{k}\left(u_{n}\right)\right|^{q} \leqslant \varepsilon_{n}^{\prime \prime}+C_{11} k^{\theta q^{*}}\left|A_{k}^{n}\right| .
$$

Denote $K=\{k>0 /|\{u=k\}|=0\}$. Then, observe that letting $n$ tend to infinity, for every $k \in K,\left|A_{k}^{n}\right|$ converges to $\left|A_{k}\right|$ with $A_{k}=\{|u| \geqslant k\}$. Hence, since the norm in $W_{0}^{1, q}(\Omega)$ is weakly lower semicontinuous,

$$
\int_{\Omega}\left|\nabla G_{k}(u)\right|^{q} \leqslant C_{11} k^{\theta q^{*}}\left|A_{k}\right|, \quad \forall k \in K
$$

Noting also that

$$
k^{q^{*}} \leqslant \frac{1}{\left|A_{k}\right|} \int_{A_{k}} k^{q^{*}} \leqslant \frac{1}{\left|A_{k}\right|} \int_{A_{k}}|u|^{q^{*}} \leqslant \frac{C_{12}}{\left|A_{k}\right|}, \quad \forall k \in K
$$

we obtain

$$
\int_{\Omega}\left|\nabla G_{k}(u)\right|^{q} \leqslant C_{13} k^{q}\left|A_{k}\right|^{1-\theta+\frac{q}{q^{*}}}, \quad \forall k \in K
$$

Since $|\mathbb{R} \backslash K|=0$, applying Lemma 5.2 of [9], we deduce that $u \in L^{\infty}(\Omega)$.
From now on we will restrict ourselves to the case $k \geqslant\|u\|_{L^{\infty}(\Omega)}$.
Proof of Step 3. - Remark that, by (1.1) and (3.7),

$$
\begin{aligned}
\int_{\Omega}\left|\nabla T_{k}\left(u_{n}\right)\right|^{2} & \leqslant(1+k)^{2 \alpha} \int_{\left\{\mid u_{n} \leqslant k\right\}} \frac{\left|\nabla T_{k}\left(u_{n}\right)\right|^{2}}{\left(1+\left|u_{n}\right|\right)^{2 \alpha}} \\
& \leqslant(1+k)^{2 \alpha} \int_{\Omega} \frac{\left|\nabla u_{n}\right|^{2}}{\left(1+\left|u_{n}\right|\right)^{2 \alpha}} \leqslant c(1+k)^{2 \alpha}
\end{aligned}
$$

which means that $\left\{T_{k}\left(u_{n}\right)\right\}$ is bounded in $H_{0}^{1}(\Omega)$. By this, it possesses a subsequence, still denoted by $\left\{T_{k}\left(u_{n}\right)\right\}$, converging to $T_{k}(u) \in H_{0}^{1}(\Omega)$ (as $n$ goes to infinity). Since
$k \geqslant\|u\|_{L^{\infty}(\Omega)}$, we have that

$$
\begin{equation*}
T_{k}(u)=u \in H_{0}^{1}(\Omega) \tag{3.10}
\end{equation*}
$$

Proof of Step 4. - Using (1.7), we observe that, by the Rellich Theorem (recall that $\left.k \geqslant\|u\|_{L^{\infty}(\Omega)}\right)$,

$$
\lim _{n \rightarrow+\infty} \int_{\Omega}\left|u_{n}\right|^{m-1}\left|G_{k}\left(u_{n}\right)\right|=\int_{\Omega}|u|^{m-1}\left|G_{k}(u)\right|=0 .
$$

Thus, formula (3.3) is deduced from (3.9).
With respect to the proof of (3.4), note that by (1.3)

$$
\begin{aligned}
a_{s}\left(x, u_{n}\right) v & =a_{s}\left(x, u_{n}\right)\left(1+\left|u_{n}\right|\right) \operatorname{sgn}\left(u_{n}\right) \frac{v}{1+\left|u_{n}\right|} \operatorname{sgn}\left(u_{n}\right) \\
& \geqslant-2 \beta a\left(x, u_{n}\right) \frac{|v|}{1+\left|u_{n}\right|}
\end{aligned}
$$

and so

$$
\begin{aligned}
\int_{\Omega} a_{s}\left(x, u_{n}\right) v\left|\nabla G_{k}\left(u_{n}\right)\right|^{2} & \leqslant 2 \beta \int_{\Omega} a\left(x, u_{n}\right) \frac{|v|}{1+\left|u_{n}\right|}\left|\nabla G_{k}\left(u_{n}\right)\right|^{2} \\
& \leqslant 2 \beta \frac{\|v\|_{\infty}}{1+\left|u_{n}\right|} \int_{\left|u_{n}\right|>k} a\left(x, u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}
\end{aligned}
$$

which, by (3.3), implies (3.4).
On the other hand, to prove (3.5) we consider the function $\varphi(s)=s \mathrm{e}^{\lambda s^{2}}$ with $\lambda>0$ chosen in such a way that

$$
\begin{equation*}
\varphi^{\prime}(s)-4 \beta|\varphi(s)| \geqslant \frac{1}{2}, \quad \forall s \in \mathbb{R} \tag{3.11}
\end{equation*}
$$

Define $v_{k}^{n}=\left(T_{k}\left(u_{n}\right)-u\right)$. Note that

$$
\begin{aligned}
\left\|\varphi\left(v_{k}^{n}\right)\right\|_{H_{0}^{1}(\Omega)}^{2} & =\int_{\Omega}\left|\nabla\left(T_{k}\left(u_{n}\right)-u\right)\right|^{2}\left[\varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right)\right]^{2} \\
& \leqslant\left[\varphi^{\prime}(2 k)\right]^{2}\left[\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}^{2}+\left\|u_{n}\right\|_{L^{\infty}(\Omega)}^{2}\right]
\end{aligned}
$$

and

$$
\left\|\varphi\left(v_{k}^{n}\right)\right\|_{L^{\infty}(\Omega)} \leqslant \varphi(2 k)
$$

Then, putting $v=\varphi\left(v_{k}^{n}\right)$ as test function in (3.2), we get

$$
\begin{align*}
& \int_{\Omega} a\left(x, u_{n}\right) \nabla u_{n} \cdot \nabla v_{k}^{n} \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right) \\
& \quad+\frac{1}{2} \int_{\Omega} a_{s}\left(x, u_{n}\right) v_{k}^{n}\left|\nabla u_{n}\right|^{2} \varphi\left(v_{k}^{n}\right) \leqslant \varepsilon_{n}^{\prime}+\int_{\Omega} f\left(x, u_{n}\right) \varphi\left(v_{k}^{n}\right) \tag{3.12}
\end{align*}
$$

with $\varepsilon_{n}^{\prime}$ tending to zero. Now observe that, by Rellich Theorem, and since $\varphi\left(v_{k}^{n}\right)$ converges to $\varphi(0)=0$,

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \int_{\Omega} f\left(x, u_{n}\right) \varphi\left(v_{k}^{n}\right)=0 \tag{3.13}
\end{equation*}
$$

Using also that $\nabla u_{n}=\nabla T_{k}\left(u_{n}\right)+\nabla G_{k}\left(u_{n}\right)$, we have

$$
\begin{aligned}
& \int_{\Omega} a\left(x, u_{n}\right) \nabla u_{n} \cdot \nabla v_{k}^{n} \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right) \\
& \quad=\int_{\Omega} a\left(x, u_{n}\right) \nabla T_{k}\left(u_{n}\right) \cdot \nabla v_{k}^{n} \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right) \\
& \quad-\int_{\Omega} a\left(x, u_{n}\right) \nabla G_{k}\left(u_{n}\right) \cdot \nabla v_{k}^{n} \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right) \\
& =\int_{\left\{\left|u_{n}\right| \leqslant k\right\}} a\left(x, u_{n}\right) \nabla\left(T_{k}\left(u_{n}\right)-u\right) \cdot \nabla\left(T_{k}\left(u_{n}\right)-u\right) \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right) \\
& \quad+\int_{\left\{\left|u_{n}\right| \leqslant k\right\}} a\left(x, u_{n}\right) \nabla u \cdot \nabla v_{k}^{n} \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right) \\
& \quad-\int_{\Omega} a\left(x, u_{n}\right) \nabla G_{k}\left(u_{n}\right) \cdot \nabla u \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right) .
\end{aligned}
$$

In virtue of (1.1), $a\left(x, u_{n}\right)$ is bounded in $L^{\infty}(\Omega)$ and thus $a\left(x, u_{n}\right) \nabla u$ strongly converges to $a(x, u) \nabla u$ in $L^{2}\left(\Omega, \mathbb{R}^{N}\right)$, which together to the weak convergence of $\left\{T_{k}\left(u_{n}\right)\right\}_{n \in \mathbb{N}}$ to $u$ in $H_{0}^{1}(\Omega)$ and the $L^{\infty}(\Omega)$ weak* and almost everywhere convergence of $\varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u_{n}\right)$ to $\varphi^{\prime}(0)=1$, yields

$$
\lim _{n \rightarrow+\infty} \int_{\left\{\left|u_{n}\right| \leqslant k\right\}} a\left(x, u_{n}\right) \nabla u \cdot\left(\nabla T_{k}\left(u_{n}\right)-u\right) \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right)=0
$$

Moreover, since

$$
\begin{aligned}
& \left|\int_{\Omega} a\left(x, u_{n}\right) \nabla G_{k}\left(u_{n}\right) \cdot \nabla u \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right)\right| \\
& \quad \leqslant c \varphi^{\prime}(2 k)\left(\int_{\Omega} a\left(x, u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}\right)^{1 / 2}\left(\int_{\Omega}|\nabla u|^{2}\right)^{1 / 2},
\end{aligned}
$$

(3.3) and (3.10) imply that

$$
\lim _{n \rightarrow+\infty} \int_{\Omega} a\left(x, u_{n}\right) \nabla G_{k}\left(u_{n}\right) \cdot \nabla u \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right)=0
$$

Hence

$$
\begin{align*}
& \lim _{n \rightarrow+\infty}\left[\int_{\Omega} a\left(x, u_{n}\right) \nabla u_{n} \cdot \nabla v_{k}^{n} \varphi^{\prime}\left(T_{k}\left(u_{n}\right)-u\right)\right. \\
& \left.\quad-\int_{\left|u_{n}\right| \leqslant k} a\left(x, u_{n}\right)\left|\nabla\left(T_{k}\left(u_{n}\right)-u\right)\right|^{2} \varphi^{\prime}\left(T_{k}\left(u_{n}-u\right)\right)\right]=0 \tag{3.14}
\end{align*}
$$

Recalling (1.3) and taking into account that $\varphi\left(v_{k}^{n}\right)=\varphi(0)=0$ if $\left|u_{n}\right| \leqslant k$, one has

$$
\begin{aligned}
a_{s}\left(x, u_{n}\right) \varphi\left(v_{k}^{n}\right) & =a_{s}\left(x, u_{n}\right)\left(1+\left|u_{n}\right|\right) \operatorname{sgn}\left(u_{n}\right) \frac{\varphi\left(v_{k}^{n}\right)}{\left(1+\left|u_{n}\right|\right)} \operatorname{sgn}\left(u_{n}\right) \\
& \geqslant-2 \beta a\left(x, u_{n}\right)\left|\frac{\left|\varphi\left(v_{k}^{n}\right)\right|}{\left(1+\left|u_{n}\right|\right)}\right|
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \left.\left|\int_{\Omega} a_{s}\left(x, u_{n}\right) \varphi\left(v_{k}^{n}\right)\right| \nabla u_{n}\right|^{2} \mid \\
& \leqslant 2 \beta \int_{\Omega} a\left(x, u_{n}\right)\left|\nabla u_{n}\right|^{2}\left|\varphi\left(v_{k}^{n}\right)\right| \\
& =2 \beta \int_{\left\{\left|u_{n}\right| \leqslant k\right\}} a\left(x, u_{n}\right)\left|\nabla T_{k}\left(u_{n}\right)\right|^{2}\left|\varphi\left(v_{k}^{n}\right)\right|+2 \beta \int_{\Omega} a\left(x, u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2}\left|\varphi\left(v_{k}^{n}\right)\right| \\
& \leqslant 4 \beta \int_{\left\{\left|u_{n}\right| \leqslant k\right\}} a\left(x, u_{n}\right)\left|\nabla\left(T_{k}\left(u_{n}\right)-u\right)\right|^{2}\left|\varphi\left(v_{k}^{n}\right)\right|+4 \beta c_{2} \int_{\left\{\left|u_{n}\right| \leqslant k\right\}}|\nabla u|^{2}\left|\varphi\left(v_{k}^{n}\right)\right| \\
& \quad+2 \beta|\varphi(2 k)| \int_{\Omega} a\left(x, u_{n}\right)\left|\nabla G_{k}\left(u_{n}\right)\right|^{2},
\end{aligned}
$$

so that from (3.3), (3.10), and the fact that $\varphi\left(v_{k}^{n}\right)$ tends to zero we get

$$
\lim _{n \rightarrow+\infty} \int_{\Omega} a_{s}\left(x, u_{n}\right)\left|\nabla u_{n}\right|^{2} \varphi\left(v_{k}^{n}\right)-4 \beta \int_{\left\{\left|u_{n}\right| \leqslant k\right\}} a\left(x, u_{n}\right)\left|\nabla u_{n}\right|^{2}\left|\varphi\left(v_{k}^{n}\right)\right|=0 .
$$

Therefore the above estimate and (3.13) and (3.14) allows to conclude from (3.12) that

$$
\lim _{n \rightarrow+\infty} \int_{\left\{\left|u_{n}\right| \leqslant k\right\}} a\left(x, u_{n}\right)\left|\nabla\left(T_{k}\left(u_{n}\right)-u\right)\right|^{2}\left[\varphi^{\prime}\left(v_{k}^{n}\right)-4 \beta\left|\varphi\left(v_{k}^{n}\right)\right|\right]=0
$$

which implies by (3.11) and (1.1) that

$$
\lim _{n \rightarrow+\infty} \int_{\left\{\left|u_{n}\right| \leqslant k\right\}} \frac{\left|\nabla\left(T_{k}\left(u_{n}\right)-u\right)\right|^{2}}{\left(1+\left|u_{n}\right|\right)^{2 \alpha}}=0
$$

that is

$$
\lim _{n \rightarrow+\infty} \int_{\left\{\left|u_{n}\right| \leqslant k\right\}}\left|\nabla\left(T_{k}\left(u_{n}\right)-u\right)\right|^{2}=0 .
$$

Using the fact that $u$ belongs to $H_{0}^{1}(\Omega)$, we thus have

$$
\lim _{n \rightarrow+\infty}\left\|T_{k}\left(u_{n}\right)-u\right\|_{H_{0}^{1}(\Omega)}^{2}=\lim _{n \rightarrow+\infty} \int_{\left\{\left|u_{n}\right| \leqslant k\right\}}\left|\nabla\left(T_{k}\left(u_{n}\right)-u\right)\right|^{2}+\lim _{n \rightarrow+\infty} \int_{\left\{\left|u_{n}\right|>k\right\}}|\nabla u|^{2}=0,
$$

which proves (3.5).
Proof of Step 5. - The function $u$ is a critical point of $J$ with level $J(u)=c$.
In fact, by using that $\nabla u_{n}=\nabla T_{k}\left(u_{n}\right)+\nabla G_{k}\left(u_{n}\right)$, we have that

$$
\begin{aligned}
& \int_{\Omega} a\left(x, u_{n}\right) \nabla T_{k}\left(u_{n}\right) \cdot \nabla v-\int_{\Omega} a_{s}\left(x, u_{n}\right) v\left|\nabla T_{k}\left(u_{n}\right)\right|^{2}-\int_{\Omega} f\left(x, u_{n}\right) v \\
& \quad=\left\langle J^{\prime}\left(u_{n}\right), v\right\rangle-\int_{\Omega} a\left(x, u_{n}\right) \nabla G_{k}\left(u_{n}\right) \cdot \nabla v-\int_{\Omega} a_{s}\left(x, u_{n}\right) v\left|\nabla G_{k}\left(u_{n}\right)\right|^{2},
\end{aligned}
$$

for every $v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$. By (3.2), (3.4) and (3.3) we then obtain that

$$
\left[\int_{\Omega} a\left(x, u_{n}\right) \nabla T_{k}\left(u_{n}\right) \cdot \nabla v-\int_{\Omega} a_{s}\left(x, u_{n}\right) v\left|\nabla T_{k}\left(u_{n}\right)\right|^{2}-\int_{\Omega} f\left(x, u_{n}\right) v\right] \rightarrow 0 .
$$

Since by (3.5) the limit can be explicitely computed, we deduce

$$
\int_{\Omega} a(x, u) \nabla u \cdot \nabla v-\int_{\Omega} a_{s}(x, u) v|\nabla u|^{2}-\int_{\Omega} f(x, u) v=0
$$

for every $v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$. Moreover, a similar argument as that used in Step 4 and (3.1) imply that

$$
J(u)=\lim _{n \rightarrow+\infty} J\left(u_{n}\right)=c
$$

Proof of Theorem 1.2. - We apply the version of the Mountain Pass Theorem [1] given in [2] (see also [3]). In order to do this, let $u$ be in $H_{0}^{1}(\Omega)$, and set $R=\|u\|_{W_{0}^{1, q}(\Omega)}$ where $q$ is as in Lemma 2.1. Then by (2.3) (see Remark 2.3) we have

$$
\int_{\Omega} a(x, u)|\nabla u|^{2} \geqslant \frac{C_{1} R^{2}}{\left(1+R^{q^{*}}\right)^{2 / q-1}}
$$

On the other hand, using the growth condition (1.5) and (1.10), we observe that for every $\varepsilon>0$ there exists $K_{\varepsilon}>0$ such that $F(x, s) \leqslant \varepsilon s^{2}+K_{\varepsilon} s^{m}$ for every $s$ in $\mathbb{R}$. Therefore, we have

$$
J(u) \geqslant \frac{C_{1} R^{2}}{\left(1+R^{q^{*}}\right)^{2 / q-1}}-\frac{\varepsilon}{\lambda_{1}} R^{2}-C_{2} R^{m}
$$

from which, by choosing $\varepsilon$ sufficiently small and using that $m>2$ and $q^{*}=2^{*}(1-\alpha)>$ 2 , it is easily deduced the existence of $R \in(0,1)$ and $\delta>0$ such that

$$
J(u) \geqslant \delta>0=J(0),
$$

for every $u$ in $H_{0}^{1}(\Omega)$ such that $\|u\|_{W_{0}^{1, q}(\Omega)}=R$.

In addition, from (1.1) and (1.11) it follows

$$
J\left(t \varphi_{1}\right) \leqslant t^{2}\left[c_{2} \int_{\Omega}\left|\nabla \varphi_{1}\right|^{2}-\int_{\Omega} \frac{F\left(x, t \varphi_{1}\right)}{t^{2}}\right]<0
$$

provided that $t>0$ is large enough. Hence we can choose $t_{0}>R /\left\|\varphi_{1}\right\|_{W_{0}^{1, q}(\Omega)}$ such that

$$
J\left(t_{0} \varphi_{1}\right)<0 .
$$

Consider now the set

$$
\Gamma=\left\{\gamma \in C^{0}\left([0,1], H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)\right): \gamma(0)=0, \gamma(1)=t_{0} \varphi_{1}\right\}
$$

Then, by the embedding of $H_{0}^{1}(\Omega)$ into $W_{0}^{1, q}(\Omega)$ and standard connectedness arguments, we get

$$
c \equiv \inf _{\gamma \in \Gamma} \max _{t \in[0,1]} J(\gamma(t)) \geqslant \delta>0=\min \left\{J(0), J\left(t_{0} \varphi_{1}\right)\right\}
$$

Take now a sequence $\left\{\gamma_{n}\right\}$ of paths in $\Gamma$ such that

$$
c \leqslant \max _{t \in[0,1]} J\left(\gamma_{n}(t)\right) \leqslant c+\frac{1}{2 n}, \quad \forall n \in \mathbb{N} .
$$

For fixed $n \in \mathbb{N}$, consider

$$
M_{n}=\max _{t \in[0,1]}\left[\left\|\gamma_{n}(t)\right\|_{H_{0}^{1}(\Omega)}+\left\|\gamma_{n}(t)\right\|_{L^{\infty}(\Omega)}\right] \geqslant t_{0}\left(1+\left\|\varphi_{1}\right\|_{L^{\infty}(\Omega)}\right)
$$

and observe that $\|\|\cdot\|\|_{n}=\left(\|\cdot\|_{H_{0}^{1}(\Omega)}+\|\cdot\|_{L^{\infty}(\Omega)}\right) / M_{n}$ is a norm in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ which is equivalent to $\|\cdot\|_{H_{0}^{1}(\Omega)}+\|\cdot\|_{L^{\infty}(\Omega)}$. Then, applying [2, Theorem 2.1], we deduce the existence of a path $\bar{\gamma}_{n} \in \Gamma$ and a function $u_{n}=\bar{\gamma}_{n}\left(t_{n}\right) \in \bar{\gamma}_{n}([0,1])$ satisfying

$$
\begin{gathered}
c \leqslant \max _{t \in[0,1]} J\left(\bar{\gamma}_{n}(t)\right) \leqslant \max _{t \in[0,1]} J\left(\gamma_{n}(t)\right) \leqslant c+\frac{1}{2 n}, \\
\max _{t \in[0,1]}\left|\left\|\bar{\gamma}_{n}(t)-\gamma_{n}(t) \mid\right\|_{n} \leqslant \sqrt{\frac{1}{n}},\right. \\
c-\frac{1}{n} \leqslant J\left(u_{n}\right) \leqslant c+\frac{1}{2 n} \\
\left.\left|\left\langle J^{\prime}\left(u_{n}\right), v\right\rangle\right| \leqslant \sqrt{\frac{1}{n}} \right\rvert\,\|v\| \|_{n}, \quad \forall v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega),
\end{gathered}
$$

and for $n \in \mathbb{N}$ large enough,

$$
\begin{aligned}
\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}+\left\|u_{n}\right\|_{L^{\infty}(\Omega)}= & \left\|\bar{\gamma}_{n}\left(t_{n}\right)\right\|_{H_{0}^{1}(\Omega)}+\left\|\bar{\gamma}_{n}\left(t_{n}\right)\right\|_{L^{\infty}(\Omega)} \\
\leqslant & \left\|\bar{\gamma}_{n}\left(t_{n}\right)-\gamma_{n}\left(t_{n}\right)\right\|_{H_{0}^{1}(\Omega)}+\left\|\bar{\gamma}_{n}\left(t_{n}\right)-\gamma_{n}\left(t_{n}\right)\right\|_{L^{\infty}(\Omega)} \\
& +\left\|\bar{\gamma}_{n}\left(t_{n}\right)\right\|_{H_{0}^{1}(\Omega)}+\left\|\gamma_{n}\left(t_{n}\right)\right\|_{L^{\infty}(\Omega)} \\
\leqslant & 2 M_{n} .
\end{aligned}
$$

Therefore,

$$
\left|\left\langle J^{\prime}\left(u_{n}\right), v\right\rangle\right| \leqslant \sqrt{\frac{2}{n}} \frac{\|v\|_{H_{0}^{1}(\Omega)}+\|v\|_{L^{\infty}(\Omega)}}{\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}+\left\|u_{n}\right\|_{L^{\infty}(\Omega)}}, \quad \forall v \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega),
$$

From Lemma 3.1 it then follows the existence of a critical point $u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$ of $J$ with critical level $c>0$. Clearly, $u \not \equiv 0$ and the proof is finished.

## 4. Existence by local minimization

In the sequel we will prove Theorem 1.3, that is, the existence of critical point for the functional $J_{\lambda}$ defined in $H_{0}^{1}(\Omega)$ by setting

$$
J_{\lambda}(u)=\int_{\Omega} a(x, u)|\nabla u|^{2}-\lambda \int_{\Omega} F(x, u)
$$

for every $u \in H_{0}^{1}(\Omega)$, with $\lambda$ small enough.
Proof of Theorem 1.3. - If $q$ is as in Lemma 2.1, we consider, as in the proof of Theorem 1.1, the extension $\tilde{J}_{\lambda}$ of $J_{\lambda}$ to $W_{0}^{1, q}(\Omega)$ defined by

$$
\tilde{J}_{\lambda}(u)= \begin{cases}\int_{\Omega} a(x, u)|\nabla u|^{2}-\lambda \int_{\Omega} F(x, u), & \text { if } \int_{\Omega} a(x, u)|\nabla u|^{2}<+\infty \\ +\infty, & \text { otherwise }\end{cases}
$$

Recall that for $u \in W_{0}^{1, q}(\Omega)$ satisfying

$$
\int_{\Omega} a(x, u)|\nabla u|^{2}<+\infty
$$

we have from (2.3) that there exist $R, \delta_{0}>0$ such that

$$
\int_{\Omega} a(x, u)|\nabla u|^{2} \geqslant \frac{C_{1}\|u\|_{W_{0}^{1, q}(\Omega)}^{2}}{\left(1+\|u\|_{W_{0}^{*}(\Omega)}^{q^{*}}\right)^{\frac{2}{q}-1}} \geqslant 2 \delta_{0}
$$

provided that $\|u\|_{W_{0}^{1, q}(\Omega)}=R$.
On the other hand, since (1.7), condition (1.5) is fulfilled with $m<q^{*}$ and we also have that

$$
\int_{\Omega} F(x, u) \leqslant K_{1} \int_{\Omega}|u|^{m}+K_{2} \int_{\Omega}|u| \leqslant C_{2}\|u\|_{W_{0}^{1, q}(\Omega)}^{m}
$$

Consequently, if $\lambda \in\left(0, \delta_{0} /\left(C_{2} R^{2}\right)\right)$, we deduce for such a $u$ with norm $\|u\|_{W_{0}^{1, q}(\Omega)}=R$, that

$$
\begin{equation*}
+\infty>\tilde{J}_{\lambda}(u) \geqslant \frac{C_{1}\|u\|_{W_{0}^{1, q}(\Omega)}^{2}}{\left(1+\|u\|_{W_{0}^{1, q}(\Omega)}^{q^{*}}\right)^{\frac{2}{q}-1}}-\lambda C_{2}\|u\|_{W_{0}^{1, q}(\Omega)}^{2} \geqslant \delta_{0} . \tag{4.1}
\end{equation*}
$$

In addition, as in the proof of Theorem 1.2, using now (1.9) and since $\varphi_{1}$ belongs to $H_{0}^{1}(\Omega)$,

$$
\tilde{J}_{\lambda}\left(t \varphi_{1}\right)=J_{\lambda}\left(t \varphi_{1}\right)<0
$$

for $t>0$ small enough. Hence, taking into account that $\tilde{J}_{\lambda}$ is weakly lower semicontinuous on $W_{0}^{1, q}(\Omega)$ (see again [5]) we deduce the existence of $u_{0} \in \bar{B}\left(0, R ; W_{0}^{1, q}(\Omega)\right)$ such that

$$
\tilde{J}_{\lambda}\left(u_{0}\right)=\min _{\|u\| \|_{W_{0}^{1, q}(\Omega)}=R} \tilde{J}_{\lambda}(u) \leqslant J_{\lambda}\left(t \varphi_{1}\right)<0=J_{\lambda}(0)=\tilde{J}_{\lambda}(0)
$$

Thus $u \neq 0$ and by (4.1) we also get that $\|u\|_{W_{0}^{1, q}(\Omega)}<R$.
We claim that $u_{0} \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$. Indeed, for $k>0$, we have that $\left\|T_{k}\left(u_{0}\right)\right\|_{W_{0}^{1, q}(\Omega)} \leqslant$ $\left\|u_{0}\right\|_{W_{0}^{1, q}(\Omega)}<R$ and so, by (1.1),

$$
\frac{1}{2} \int_{\Omega} \frac{\left|\nabla T_{k}\left(u_{0}\right)\right|^{2}}{\left(1+\left|T_{k}\left(u_{0}\right)\right|\right)^{2 \alpha}}=\frac{1}{2} \int_{\Omega} \frac{\left|\nabla T_{k}\left(u_{0}\right)\right|^{2}}{\left(1+\left|u_{0}\right|\right)^{2 \alpha}} \leqslant \frac{1}{2} \int_{\Omega} \frac{\left|\nabla u_{0}\right|^{2}}{\left(1+\left|u_{0}\right|\right)^{2 \alpha}}<+\infty
$$

Thus, we can test the minimality of $u_{0}$ with $T_{k}\left(u_{0}\right)$, obtaining the inequality $\tilde{J}_{\lambda}\left(u_{0}\right) \leqslant$ $\tilde{J}_{\lambda}\left(T_{k}\left(u_{0}\right)\right)$, which implies by (1.7)

$$
\begin{aligned}
C_{1} \int_{\left\{\left|u_{0}\right|>k\right\}} \frac{\left|\nabla u_{0}\right|^{2}}{\left(1+\left|u_{0}\right|\right)^{2 \alpha}} & \leqslant \int_{\left\{\left|u_{0}\right|>k\right\}} a\left(x, u_{0}\right)\left|\nabla u_{0}\right|^{2} \leqslant \lambda \int_{\left\{\left|u_{0}\right|>k\right\}}\left[F\left(x, u_{0}\right)-F(k)\right] \\
& \leqslant \lambda C \int_{\left\{\left|u_{0}\right|>k\right\}}\left|u_{0}\right|^{m-1}\left|G_{k}\left(u_{0}\right)\right| .
\end{aligned}
$$

By a similar argument to that of the Step 2 of Lemma 3.1 we have that $u_{0} \in L^{\infty}(\Omega)$. Moreover,

$$
\begin{aligned}
\int_{\Omega}\left|\nabla u_{0}\right|^{2} & =\left(1+\left\|u_{0}\right\|_{L^{\infty}(\Omega)}\right)^{2 \alpha} \int_{\Omega} \frac{\left|\nabla u_{0}\right|^{2}}{\left(1+\left\|u_{0}\right\|_{L^{\infty}(\Omega)}\right)^{2 \alpha}} \\
& \leqslant\left(1+\left\|u_{0}\right\|_{L^{\infty}(\Omega)}\right)^{2 \alpha} \int_{\Omega} \frac{\left|\nabla u_{0}\right|^{2}}{\left(1+\left|u_{0}\right|\right)^{2 \alpha}}<+\infty
\end{aligned}
$$

so that $u_{0}$ also belongs to $H_{0}^{1}(\Omega)$. Finally, we conclude noting that the regularity of $u_{0}$ implies that it is a critical point of $J_{\lambda}$.

## 5. Change of variable and nonexistence

In this section we will use a particular form of the functional $J$, and show how some of the results we have obtained in the previous sections can be recovered starting from standard, known results on functionals of the Calculus of Variations.

We will consider the following (model) functional

$$
J(u)=\frac{1}{2} \int_{\Omega} \frac{|\nabla u|^{2}}{(1+|u|)^{2 \alpha}}-\frac{1}{m} \int_{\Omega}|u|^{m}
$$

We define

$$
\Phi(s)=\frac{(1+|s|)^{1-\alpha}-1}{1-\alpha} \operatorname{sgn}(s)
$$

and observe that

$$
|\nabla \Phi(u)|^{2}=\frac{|\nabla u|^{2}}{(1+|u|)^{2 \alpha}}
$$

so that the functional $J$ can be rewritten, defining $H(s)=\Phi^{-1}(s)$, and $v=\Phi(u)$ as

$$
I(v)=\frac{1}{2} \int_{\Omega}|\nabla v|^{2}-\frac{1}{m} \int_{\Omega}|H(v)|^{m} .
$$

The function $H$ can be explicitly written:

$$
H(s)=\left\{[(1-\alpha) s+1]^{\frac{1}{1-\alpha}}-1\right\} \operatorname{sgn}(s) .
$$

Since $H^{\prime}(0)=1, H(s)$ behaves like $s$ close to the origin, while it behaves like $s^{\frac{1}{1-\alpha}}$ at infinity. Thus, in order for $H(v)^{m}$ to be a subcritical nonlinearity, it is necessary that $m<2^{*}(1-\alpha)$, which is exactly one of the assumptions we made in Theorem 1.2. This means that the critical point we found by means of Mountain Pass techniques can be seen as the "counterpart" of the critical point for $I$ which can be found applying the standard Mountain Pass Theorem. It is also clear that if $m<2(1-\alpha)$, then the term $H(v)^{m}$ is subquadratic, so that existence of critical points of $I$ by minimization is easily obtained (in this case, the minima of $I$ correspond exactly to the minima of $J$ via the change of variable).

However, the fact that $H(v)^{m}$ behaves like $v^{m}$ close to the origin, allows us to find existence of critical points of $I$ also in the case $2^{*}(1-\alpha)<m<2^{*}$. Indeed, let us introduce a positive parameter $\lambda$ as follows:

$$
I_{\lambda}(v)=\frac{1}{2} \int_{\Omega}|\nabla v|^{2}-\frac{\lambda}{m} \int_{\Omega}|H(v)|^{m}, \quad v \in H_{0}^{1}(\Omega) .
$$

The function $H(v)$ then satisfies, for $v$ close to zero, the assumptions of Theorem 8 of [4]. Thus, for $\lambda$ large, there exists critical points of Mountain Pass type for $I_{\lambda}$, with norm in $L^{\infty}(\Omega)$ which tends to zero as $\lambda$ tends to infinity.

What happens if $m \geqslant 2^{*}$ ? In this case, a slightly modified version of the Pohozaev technique (see [10]) applies, yielding the following result.

THEOREM 5.1. - Let $\Omega$ be a starshaped, smooth domain, and let $m \geqslant 2^{*}$. Then the problem

$$
\left.\begin{array}{ll}
-\operatorname{div}\left(\frac{\nabla u}{(1+u)^{2 \alpha}}\right)-\alpha \frac{|\nabla u|^{2}}{(1+u)^{1+2 \alpha}}=u^{m-1}, & \text { in } \Omega  \tag{5.1}\\
u \geqslant 0, & \text { in } \Omega \\
\quad u \in H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega) \cap H^{2}(\Omega), &
\end{array}\right\}
$$

has no nontrivial solutions.
Remark 5.2. - Up to now, we have always considered solutions in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega)$, so that the assumption of $u$ in $H^{2}(\Omega)$ may seem too strong. This is not the case, since by a result of [8] every solution of (5.1) belongs to $H^{2}(\Omega)$.

Proof. - Let $u$ be a nonnegative solution in $H_{0}^{1}(\Omega) \cap L^{\infty}(\Omega) \cap H^{2}(\Omega)$ of (5.1). Multiplying by $x \cdot \nabla u$, and integrating on $\Omega$ yields, after some integrations by parts, and throwing away the integral on the boundary of $\Omega$ which has the right sign since $\Omega$ is starshped,

$$
\frac{1}{2^{*}} \int_{\Omega} \frac{|\nabla u|^{2}}{(1+u)^{2 \alpha}} \leqslant \frac{1}{m} \int_{\Omega} u^{m}
$$

On the other hand, choosing

$$
v=\frac{1+u-(1+u)^{\alpha}}{1-\alpha}
$$

as test function in the Euler equation (5.1) yields

$$
\int_{\Omega} \frac{|\nabla u|^{2}}{(1+u)^{2 \alpha}}=\int_{\Omega} \frac{\left[1+u-(1+u)^{\alpha}\right] u^{m-1}}{1-\alpha}
$$

so that we have

$$
\frac{1}{2^{*}(1-\alpha)} \int_{\Omega}\left[1+u-(1+u)^{\alpha}\right] u^{m-1} \leqslant \frac{1}{m} \int_{\Omega} u^{m}
$$

To prove that $u \equiv 0$ and to conclude the proof, it is sufficient to show that the function

$$
\frac{1}{2^{*}(1-\alpha)}\left[1+s-(1+s)^{\alpha}\right] s^{m-1}-\frac{1}{m} s^{m}
$$

is positive on $\mathbb{R}^{+}$. Dividing by $s^{m-1}$, this is equivalent to the positiveness of

$$
G(s)=\frac{1}{2^{*}(1-\alpha)}\left[1+s-(1+s)^{\alpha}\right]-\frac{s}{m}
$$

We have $G(0)=0$, and

$$
G^{\prime}(s)=\frac{1}{2^{*}(1-\alpha)}\left[1-\alpha(1+s)^{\alpha-1}\right]-\frac{1}{m}
$$

Since $G^{\prime}(0)=\frac{1}{2^{*}}-\frac{1}{m}$, the assumption $m \geqslant 2^{*}$ yields $G^{\prime}(0) \geqslant 0$. Moreover,

$$
G^{\prime \prime}(s)=\frac{\alpha}{2^{*}}(1+s)^{\alpha-2}>0
$$

so that $G^{\prime}(s)$ is increasing, hence positive. Thus $G$ is increasing, hence positive on $\mathbb{R}^{+}$ and the proof is concluded.
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