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ABSTRACT. – We obtain large deviation upper bounds and central limit theorems for non-
commutative functionals of large Gaussian band matrices and deterministic diagonal matrices
with converging spectral measure. As a consequence, we derive such type of results for the
spectral measure of Gaussian band matrices and Gaussian sample covariance matrices. 2002
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RÉSUMÉ. – Nous obtenons une borne supérieure de grandes déviations et un théorème
central limite pour des fonctionelles non-commutatives de grandes matrices à bande gaussiennes
aléatoires et d’une algèbre de matrices diagonales déterministes dont la mesure spectrale
converge. Ceci nous permet de démontrer une borne supérieure de grandes déviations et un
théorème central limite pour la mesure spectrale de matrices à bandes gaussiennes ainsi que
des matrices de Wishart gaussiennes. 2002 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

During the last decade, the understanding of the asymptotic behaviour of large random
matrices has considerably improved since the pioneer works of Wigner [28], Arnold [1],
Wachter [27], Wishart [29] and Pastur and Marchenko [20]. These papers were mainly
motivated by Quantum Physics and proved convergence of the spectral measure of these
matrices as their size goes to infinity under diverse assumptions on the distribution
of their entries; Wigner [28] studied a randomN × N Hermitian matrix with i.i.d.
complex (or real) entries (except for the symmetry constraint), Wishart [29] (see also
Wachter [27]) introduced theN ×N Hermitian matrixXNX∗

N with XN aN ×M matrix
with i.i.d. complex (or real) entries, Pastur and Marchenko considered band matrices
where the entries are non zero only on some band surrounding the origin and generalized
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sample covariance (or Wishart) matrices of the formXNRX∗
N with XN as above and a

M × M deterministic matrixR with converging spectral distribution (see [23,17,5]). We
send the reader to [2] and [17] for reviews on the subject.

The fluctuations of the spectral measure around its limit for Wigner’s matrix with
Gaussian entries were first obtained by K. Johansson [18] (see also [9]). The fluctuations
of the spectral measure around its expectation were studied under much more general
assumptions over the entries and for most of the models described above (see [22,8,16]
and references therein). However, such statements are weaker than the result obtained
by K. Johansson [18] for the Gaussian ensembles. In this paper, we shall generalize
K. Johansson’s type of results to band matrices and sample covariance matrices with
Gaussian entries and for polynomial test functions.

Large deviations for the law of the spectral measure of Wigner’s matrix with Gaussian
entries were obtained in [3] and for related models in [4] and [13]. There is actually no
clue how to extend these results to non-Gaussian entries. In [14], the authors obtained
concentration inequalities for the spectral measure of the above matrices under various
hypotheses on the distribution of the entries. However, even though this paper provides
concentration on the right scale, there is no hope to deduce complementary lower
bounds. Here, we shall obtain large deviation upper bounds for the deviations of the
spectral measure of Gaussian band matrices, which we hope optimal. This result in
turn provides a large deviation upper bound for the spectral measure of generalized
Gaussian sample covariance matrices, but a full large deviation principle was very
recently obtained in [15] by O. Zeitouni and myself in this restricted context. Observe at
this point that the joint law of the eigenvalues of Gaussian band matrices (or Gaussian
sample covariance matrices) is a priori complicated, being given by aN × N Jacobian
which does not lead to simple formulae since the law of Gaussian band matrices are not
invariant under the action of a group such as the unitary (or orthogonal) group on the
contrary of Wigner’s matrices. In particular, the techniques of [3] are useless here. In the
direction of interests encountered in free probability, deviations of the non-commutative
law of a couple of independent Gaussian Wigner’s matrices were studied in [10] using a
functional approach based on stochastic calculus. We shall follow a similar approach in
this work.

However, the goal of this paper is not only to consider functions of the spectral
measure of large random matrices but more general non-commutative functionals
involving large random matrices and an algebra of deterministic diagonal matrices.
Such functionals were already introduced in [23] where the author obtained law of
large numbers type of statements for the normalized trace of these functionals thanks to
free probability techniques (more precisely the notion of freeness with amalgamation).
As a consequence, D. Shlyakhtenko deduced the convergence of the spectral measure
for Gaussian band matrices. The strategy followed in this paper is intimately related
to the ideas of [23] but we shall push forward the analysis to obtain large deviation
upper bounds and central limit theorems. In particular, we define a good rate function
governing the large deviations of these non-commutative functionals and a self adjoint
positive definite operator defining the covariance of the central limit theorem. Large
deviations results for non-commutative variables were already obtained in [10] and a
central limit theorem in [9] for independent Gaussian Wigner’s matrices. The main
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difference here is that we consider a single random matrix and a deterministic algebra
of diagonal matrices. Some of our statements could be interpreted in terms of free
probability. However, we shall not discuss this aspect in details here.

The paper is organized as follows; we begin with the introduction of our notations
and results. We then introduce Itô’s calculus for band matrices which is the key to all
our proofs. In Section 4, we state and prove a large deviation upper bound. Studying the
minimizer of our rate function, we deduce a law of large numbers theorem in Section 5.
It is supplemented in Section 6 by a central limit theorem. We also describe in the
next section how these results can be interpreted in terms of inhomogeneous sample
covariance matrices.

Throughout this paper, we shall denote by, for two metric spacesA andB, Cp(A, B)

(resp.Cp
b (A, B)) the set of (resp. bounded)p times continuously differentiable functions

from A into B. When A = B, we denote in shortCp
b (A, A) = Cp

b (A). When p = 0,
corresponding to continuous functions, we drop the subscript 0 to simplify the notations.

2. Notations and statement of the results

Hereafter,MN will denote the set ofN × N matrices with complex independent
entries.HN will be the subset ofMN of Hermitian matrices. We setM = ⋃N∈N MN

andH =⋃N∈N HN . tr will denote the natural extension of the trace toM given, for any
A ∈MN , N ∈ N, by tr(A) =∑N

i=1 Aii and trN the normalized trace trN (A) = N−1tr(A)

for A ∈ MN , N ∈ N. We shall consider, forN ∈ N, the random matrix inHN

(XN)ij = (HN)ij ψN(i, j)
1
2 ,

whereHN is a Hermitian matrix with complex Gaussian entries with covarianceN−1

andψN is a non-negative symmetric function on{1, . . . , N}2 which can be decomposed
as

ψN(x, y) =
∫

σ N
τ (x)σ N

τ (y) dp(τ)

with a measurep on a Polish space(�, �) with finite mass, and bounded functions
(σ N

τ , τ ∈ �) on {1, . . . , N} such thatτ → σ N
τ (x) is measurable for the sigma-algebra�

for anyx ∈ {1, . . . , N}. We can assume without loss of generality that the total mass ofp

is one to simplify the notations. We shall assume that, if�N
τ denotes theN × N matrix

with diagonal elements(σ N
τ (i), 1 � i � N).

(H0). –For any(τ1, . . . , τn) ∈ �n, n ∈ N, the joint distribution(in the non-commuta-
tive sense) of (�τ1, . . . , �τn

) converges, i.e., there exists a probability measuremτ1,...,τn

on R so that for every bounded continuous functionf on R,

lim
N→∞

1

N

N∑
i=1

f

(
n∏

j=1

σ N
τj

(i)

)
=
∫

f (x) dmτ1,...,τn
(x). (2.1)

Further, we suppose thatT ≡ supτ∈� supN∈N
supx∈{1,...,N} |σ N

τ (x)| < ∞.
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Following [10], it is convenient to consider, in order to use the powerful tool of
stochastic differential calculus,XN as the value at time one of theHN -valued process

(
XN(t)

)
ij

= (HN(t)
)

ij
ψN(i, j)

1
2 ,

whereHN(t) is the Hermitian Brownian motion which is described on the spaceHN of
Hermitian matrices of dimensionN as the Markov process(HN(t))t∈R+ with values in
HN and independent complex Brownian motions entries so that

E
[
H

i,j
N (t)H

k,l
N (s)

]= t ∧ s

N
δl

iδ
j
k .

More precisely, we can construct the entries{H i,j
N (t), t � 0, (i, j) ∈ {1, . . . , N}} via

independent real valued Brownian motions(βi,j , β ′
k,l)

1�k<l�N
1�i�j�N by

H
k,l
N = 1√

(1+ δk<l)N

(
βk,l + iδk<lβ

′
k,l

)
if k � l.

To take into account the inhomogeneity of the covariance ofXN , we shall, following
D. Shlyakhtenko [23], consider jointly the matrix-valued process(XN(t), t ∈ [0, 1]) and
diagonal matrices. To this end, let us introduce a setD of sequences� of uniformly
bounded converging diagonal matrices�N of HN (hence with real entries) that is
sequences� = (�N)N∈N so that, if(λN

1 , . . . , λN
N) denotes the eigenvalues of�N ,

sup
N∈N

sup
i∈{1,...,N}

|λN
i | < ∞ (2.2)

and 1
N

∑N
i=1 δλN

i
converges asN tends to infinity for the weak topology, i.e., there exists

a probability measurem� on R so that for any functionf ∈ Cb(R),

lim
N→∞

1

N

N∑
i=1

f
(
λN

i

)= ∫ f (x) dm�(x). (2.3)

In the sequel, we write in short

m(�) =
∫

x dm�(x), ∀� ∈D.

We shall consider a sub-algebraD, that is stable by product and sum, ofD containing the
real vector space generated by the identity and the null matrices as well as the sequences

Dψ = {�τ = (�N
τ = (δi=j σ N

τ (i)
)

1�i,j�N

)
N∈N

, τ ∈ �
}
.

We endowD with the norm given, for any�, �̃ ∈ D by

|� − �̃|∞ = sup
N∈N

sup
i∈{1,...,N}

∣∣�N
i − �̃N

i

∣∣
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and assume thatD is separable for this norm.

Examples(2.4). – (a) The first example one should keep in mind is when

σ N
τ (i) = στ

(
i

N

)

with στ ∈ Cb([0, 1],R) for τ ∈ �. In the sequel, we shall denote by�(φ) the sequence

�(φ) ≡
((

�N(φ)
)

ij
= δi=j φ

(
i

N

)
, i, j ∈ {1, . . . , N}

)
N∈N

for φ ∈ Cb([0, 1],R). One can chooseD to be the set

Dc ≡ {�: ∃φ ∈ Cb

([0, 1],R
); � = �(φ)

}
.

Dc is an algebra and is separable for| |∞ since Cb([0, 1],R) is separable for the
uniform norm. (2.3) is fulfilled withm�(φ) = λ[0,1] ◦ φ−1 if λ[0,1] denotes the Lebesgue
measure on[0, 1].

(b) However, the general scheme proposed above may be useful to include the case
where, for instance,

σ N
τ (i) = στ

(
i

N

)
+ 10�i�MN

σ̃τ

(
i

N

)

for some positive real numberMN and bounded continuous functionsστ and σ̃τ . We
assume

lim
N→∞

MN

N
= α.

Denoting, forφ, φ̃ ∈ Cb([0, 1],R), �(φ, φ̃) the sequence

�N(φ, φ̃)ij = δi=j

(
φ

(
i

N

)
+ 1

0� i
N � MN

N

φ̃

(
i

N

))
, i, j ∈ {1, . . . , N}, N ∈ N,

we can chooseD to be the separable algebra

Dd = {�: ∃φ, φ̃ ∈ Cb

([0, 1],R
); � = �(φ, φ̃)

}
.

(2.3) is also easily checked withm�(φ,φ̃) = λ[0,1] ◦φ−1+λ[0,α] ◦ φ̃−1 This second example
will appear naturally when we shall consider generalized Wishart’s matrices.

We shall see an element� of D as a function fromH into H by setting for any
X ∈HN , N ∈ N, �(X) = �N .

In [23], D. Shlyakhtenko considered the random variables

{
trN

(
P
(
XN(1), �N

1 , . . . , �N
n

))
, �1, . . . , �n ∈D, n ∈ N

}
for non-commutative polynomial functionsP of n + 1 variables, and proved their
convergence asN goes to infinity. Because the associated topology inherited for instance



346 A. GUIONNET / Ann. I. H. Poincaré – PR 38 (2002) 341–384

on the spectral measure ofXN is not the weak topology, we shall, as in [10], consider
other test functions than polynomials. Such test functions shall belong to the setE(C) of
functions onH so that for anyN ∈ N, F ∈ E(C) mapsHN into MN . E(R) will be the
subset of Hermitian matrix-valued functions ofE(C). Note that iff is a real function,
we can define the functionF onH so that, ifX ∈ H, X = U ∗DU for a diagonal matrix
D and a unitary matrixU ,

F(X) = U ∗f (D)U, f (D)ij = δi=j f (Dii).

It is straightforward thatF belongs toE(R). In particular, for anyz ∈ C\R, X →
(z − X)−1 is an element ofE(C). We shall be particularly interested in the following
by the complex vector spaceFC(X,D) ⊂ E(C) generated by{

F :H →M; F(X) =
→∏

1�i�n

(zi − αiX)−1�i(X),

(zi)1�i�n ∈ (C\R)n, αi ∈ {0, 1}, �i ∈ D, n ∈ N

}
.

Here,
∏→ denotes the non-commutative product. Observe thatFC(X,D) is an algebra

sinceD is. Further, it contains 0 and 1 sinceD does.FR(X,D) shall denote the real
vector space of the Hermitian matrix-valued functions ofFC(X,D).

We shall prove the following law of large numbers

THEOREM(2.5). – Under(H0), for anyF ∈ FC(X,D), anyt ∈ [0, 1], trN (F (XN(t)))

converges almost surely asN goes to infinity. Its limit, denoted byµ∗
t (F ), is described

in Section5.

In particular, ifψN is as in Examples (2.4) and taking functions ofFC(X,D) which
are products of one Stieltjes functions and one diagonal matrix, we find that, ifψ is the
function on[0, 1]2 given by

ψ(x, y) = lim
N→∞ ψN

([Nx], [Ny]).
COROLLARY (2.6). –Under (H0), for any t ∈ [0, 1], any z in C\R, any φ ∈

Cb([0, 1],R),

N−1
N∑

i=1

φ

(
i

N

)[(
z − XN(t)

)−1]
ii

converges almost surely towardst− 1
2
∫ 1

0 φ(x)k(x, t− 1
2 z) dx where, ifK is the operator in

L2([0, 1]) with kernelψ , k is the unique analytic solution of

k(x, z) = (z − K
(
k(., z)

)
(x)
)−1

so thatzk(x, z) goes to one as|z| goes to infinity for anyx ∈ [0, 1].
See Lemma (5.10) for details.
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Further, by density ofFC(X,D) in the set of non-commutative polynomial functions
and controls of the normalized trace of moments ofXN(t), we shall see that Theo-
rem (2.5) implies that

COROLLARY (2.7). –Under (H0), for any t ∈ [0, 1], any �1, �2, . . . , �n ∈ D, any
non-commutative polynomial functionP of n+1variables,trN (P (XN(t), �N

1 , . . . , �N
n ))

converges almost surely towards a well defined limit denoted byµ∗
t (P ).

Hence, we find again the results of [23] and [20]. This last result is precised
in Section 6 by a central limit theorem which validity requires the following extra
hypotheses.

(H1). –For any� ∈D,

N
(
trN

(
�N
)− m(�)

)
converges asN goes to infinity towards a constantc(�).

Remark that, sinceD must containDψ , this last assumption also applies to(�τ , τ ∈
�). We shall also impose

(H2). –For any �1, . . . , �n ∈ D, any m ∈ N, any non-commutative polynomial
functionP of n + m variables,

sup
τ1,...,τm∈�

sup
N∈N

N
∣∣trN

(
P
(
�N

τ1
, . . . , �N

τm
, �N

1 , . . . , �N
n

))
− m
(
P
(
�τ1, . . . , �τm

, �1, . . . , �n

))∣∣< ∞.

Then, we will show the

THEOREM (2.8). –Under (H0), (H1) and (H2), for any t ∈ [0, 1], any n ∈ N; any
�1, . . . , �n ∈ D, any non-commutative polynomial functionP of n + 1 variables
N(trN (P (XN(t), �N

1 , . . . , �N
n ))−µ∗

t (P )) converges in law asN goes to infinity towards
a (eventually not centered) Gaussian law.

We send the reader to Section 6 for the definition of the mean and the covariance of
the above Gaussian law. Let us give the following

Example(2.9). – We consider again the examples given in (2.4).
(a) In the first example, we consider the case where

σ N
τ (i) = στ

(
i

N

)
.

To obtain a central limit theorem, we shall assume thatστ belongs toC1
b([0, 1],R) for

τ ∈ � and that, if|| ||u is the uniform norm onCb([0, 1],R)

sup
τ∈�

||σ ′
τ ||u < ∞. (2.10)

One can then chooseD to be the set

D′
c = {�(φ), φ ∈ C1

b

([0, 1],R
)}

.



348 A. GUIONNET / Ann. I. H. Poincaré – PR 38 (2002) 341–384

D′
c is clearly an algebra. Further, (H1) is fulfilled since for anyφ ∈ C1

b([0, 1]),

lim
N→∞ N

(
1

N

N∑
i=1

φ

(
i

N

)
−

1∫
0

φ(x) dx

)
= 1

2

(
φ(1) − φ(0)

) := c
(
�(φ)

)
.

Also, observe that for anyτ1, . . . , τm ∈ �, any �1, . . . , �n ∈ D, any non-commutative
polynomial functionP of n + m variables,P (�N

τ1
, . . . , �N

τm
, �N

1 , . . . , �N
n ) = �N(φ) for

someφ ∈ C1
b([0, 1],R) and that

N

∣∣∣∣∣trN

(
�N(φ)

)−
1∫

0

φ(x) dx

∣∣∣∣∣� ‖φ′‖u

shows that hypothesis (H2) is easily derived from (2.10).
(b) In the case where

σ N
τ (i) = στ

(
i

N

)
+ 10�i�MN

σ̃τ

(
i

N

)

for some positive real numberMN and continuously differentiable functionsστ andσ̃τ ,
(H1) and (H2) are also fulfilled providedMN − αN converges towards a constantc(α)

and

sup
τ∈�

‖σ ′
τ‖u < ∞, and sup

τ∈�

‖σ̃ ′
τ‖u < ∞.

(H1) is satisfied withc(�(φ, φ̃)) = 2−1(φ(1) + φ̃(α) − φ(0) − φ̃(0)) + c(α)φ̃(α).

Remark that ifMN is an integer number, the first assumption should only be valid along
subsequences in general. We can chooseD to be

D′
d = {�: � = �(φ, φ̃) for someφ, φ̃ ∈ C1

b

([0, 1],R
)}

.

To state our large deviation upper bound result, we have to be more precise about the
involved topologies and space of measures.

M is furnished with the operator norm; if〈 , 〉N denotes the Euclidean scalar product
in CN , 〈u, v〉N =∑N

i=1 ūivi , and‖ ‖N its associated norm, we define the operator norm
| |∞ by setting, for anyA ∈MN , N ∈ N,

|A|∞ = sup
‖u‖N =1

〈u, |A|u〉N = sup
‖u‖N =1

〈u, AA∗u〉 1
2
N.

Recall that| |∞ is a norm which satisfies the product property

|AB|∞ � |A|∞|B|∞.

M is furnished with the involution∗, extension of the usual involution on eachMN ,
N ∈ N. Also, there is a partial order onH so thatA � B for A, B ∈ HN , N ∈ N, iff
〈u, Au〉N � 〈u, Bu〉N for all u ∈ CN .



A. GUIONNET / Ann. I. H. Poincaré – PR 38 (2002) 341–384 349

We can endowE(C) with the topology inherited from the norm given for any
F ∈ E(C), by

‖F‖∞ = sup
N�1

sup
{∣∣F(A)

∣∣∞: A ∈HN

}
.

It is not hard to check (see [10], Lemma 4.26) that, with (2.2),

LEMMA (2.11). –AnyF ∈ FC(X,D) has finite|| ||∞ norm.

We letFC(X,D) (resp.FR(X,D)) be the completion ofFC(X,D) (resp.FR(X,D))
by the‖ ‖∞ norm.FC(X,D) (resp.FR(X,D)) is a complex (resp. real) Banach space.
Further, they are separable. In fact, sinceD was assumed separable (remark that the
norm defined onD agrees with‖ ‖∞), FC(X,D) is separable for‖ ‖∞ with a basis
given, for instance, by the set of functions of the form

F(X) =
→∏

1�j�n

(i + αj − α′
j X)−1�j (X), X ∈H, �j ∈ BD, αj , α′

j ∈ Q, n ∈ N,

(2.12)
if BD is a basis ofD.

We can now define the set of non-commutative probability measures; letFC(X,D)′
be the algebraic dual ofFC(X,D), that is the space of linear complex-valued forms on
FC(X,D). LetM be the subset ofFC(X,D)′ with real valued restriction toFR(X,D).
M is isomorphic toFR(X,D)′ since for anyµ ∈ M, we can write, with∗ the natural
involution defined by

F ∗(X) = (F(X)
)∗ ∀X ∈H,

µ(F ) = µ

(
F + F ∗

2

)
+ iµ

(
F − F ∗

2i

)
,

where(F + F ∗) and(F − F ∗)/i ∈ FR(X,D). We furnishM with the weak topology
induced byFR(X,D), denoted byFR(X,D)-topology.

We shall now introduce the analogue of the set of probability measures (that is the
notions of boundedness, positivity and mass 1).

For any positive real numbera, we denote byMa the subset ofM of linear formsµ

such that

∀F ∈FC(X,D),
∣∣µ(F)

∣∣� a‖F‖∞. (2.13)

Further, let us consider the following partial order onE(R); If (F, G) ∈ E(R), F � G iff

∀X ∈ H, G(X) � F(X).

We shall say that a linear formµ ∈M is positive iff

∀F ∈FR(X,D) F � 0�⇒ µ(F) � 0.

µ will be said to be tracial if

∀F, G ∈FC(X,D) µ(GF) = µ(FG).



350 A. GUIONNET / Ann. I. H. Poincaré – PR 38 (2002) 341–384

LetM+
a be the subset ofMa of positive tracial linear forms. We can define the notion

of total mass for any linear formµ of M+
a by

mµ = sup
{
µ(F), F ∈FR(X,D), ‖F‖∞ � 1

}= µ(1)

The analogue of the commutative set of probability measures will be the subsetM=
1 of

M+
1 of linear form with total massmµ exactly equal to one.
By a standard diagonalization procedure, it is not hard to check as in the commutative

setting that M=
1 is compact for theFR(X,D)-topology sinceFR(X,D) is separable.

TheFR(X,D)-topology is compatible onM=
1 with the distance

d̄(µ, ν) = |||µ − ν||| ≡∑
p∈N

1

2p

∣∣µ(Fp) − ν(Fp)
∣∣,

where(Fp)p∈N is a basis of uniformly bounded functions ofFR(X,D) as described in
(2.12). Hence,M=

1 is a compact metric space, thus Polish.
Let µ̂

(N)
t be given by

µ̂(N)
t (F ) = trN

(
F
(
XN(t)

)) ∀F ∈ FR(X,D), ∀t ∈ [0, 1].

Then, considering(µ̂(N)
t , 0� t � 1) as a continuousM=

1 -valued process and endowing
the setC([0, 1], M=

1 ) of such processes with the uniform topology on the time variable
and theFR(X,D)-topology onM=

1 , we shall prove that

THEOREM (2.14). –Under (H0), the law of (µ̂
(N)
t , 0 � t � 1) satisfies a large

deviation upper bound in the scaleN2 with good rate functionS described in
Theorem(4.1).

We discuss in Section 4 after Theorem (4.1) the large deviation upper bound obtained
by contraction from Theorem (2.14) for the law ofµ̂

(N)
1 and its relation with the non-

commutative entropy introduced by D. Shlyakhtenko.
Let us make a few remarks about the corollaries of Theorem (2.14) in terms of

standard large deviation principle. Since we discussed this point in details in [10], we
shall here be rather sketchy. To this end, we recall the links ofM=

1 with standard spaces
of probability measures. It is based on the following remark of [10] (see Property 4.32
and Lemma 4.26) that

PROPERTY(2.15). –Let F ∈FR(X,D).
(1) For anyf ∈ Cb(R), f ◦ F belongs toFR(X,D).
(2) The linear functionalµF onCb(R) given by

µF (f ) = µ(f ◦ F)

is a compactly supported probability measure onR for anyµ ∈ M=
1 . Further, the map

µ → µF from M=
1 , furnished with theFR(X,D)-topology, intoP(R), furnished with

the weak topology, is continuous.

As a consequence, the contraction principle and Theorem (2.14) imply
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COROLLARY (2.16). –Let F ∈ FR(X,D). Then, the spectral measure process of
(F (XN(t)), t ∈ [0, 1]) satisfies a large deviation upper bound for the weak topology
in the scaleN2 with good rate functionSF given for anyν ∈ C([0, 1],P(R)) by

SF (ν) = inf
{
S(µ); (µF )t = νt ∀t ∈ [0, 1]}.

Note that at this point, we do not obtain a large deviation upper bound for the spectral
process ofXN itself since F(X) = X does not belong toFR(X,D). To get such
a result, we shall prove in addition a tightness criterium which requires the next
observations. As in [10], we can define a probability measureµX on R so that for any
f ∈ Cb(R), µX(f ) = µ(f (X)). In particular,µX is countably additive and the monotone
convergence theorem holds [21, 1.26]. Hence, we can setµ(X2) = µX(x2). Let, for
A ∈ R+, K=

1 (A) be the closed subset ofM=
1

K=
1 (A) ≡ {µ ∈M=

1 , µX

(
x2)� A

}
and

K=
1 (∞) ≡ ⋃

A∈N

K=
1 (A) = {µ ∈ M=

1 , µX

(
x2)< ∞}.

In Theorem (4.1),̂µ(N) is considered as an element ofC([0, 1],M=
1 ) but we see that all

theµ̂
(N)
t belong toK=

1 (A) with probability as large as we wish on the exponential scale
providedA is large enough (but finite). Also, the processes with entropyS smaller than
someM are shown to have covariance uniformly bounded by some constant depending
onM . This is enough to see that theFR(X,D)-topology will be equivalent in our setting
with the topology obtained by duality of the set

FR(X,D) ≡
{

F ∈ E(R); ∃(Fn)n∈N ∈FR(X,D)N, |F − Fn|(X) � 1

n

(
X2 + 1

)}
,

where|F(X)| =√F(X)2. FR(X,D) contains the canonical processX (approximateX
by X(1 + n−2X2)−1 ∈ FR(X,D)). More precisely, we have the following extension of
Property (2.15):

LEMMA (2.17). –LetF ∈FR(X,D) andµ ∈K=
1 (A) for someA ∈ R+. Then, we can

define

µF (f ) = lim
n→∞ µFn

(f ), f ∈ Cb(R). (2.18)

µF is a probability measure onR. Moreover, the mapµ → µF is continuous from
K=

1 (A) into P(R) for anyA ∈ R+.

The proof is the same as that of Property 4.33 in [10].
As a consequence, using Theorem (4.1) and standard exponential approximations

described in [12], Section 4.2.2 (see the proof of Corollary 4.4 of [10] for details) we
obtain

COROLLARY (2.19). –The conclusions of Corollary(2.16) are valid for anyF ∈
FR(X,D).
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To complete this introduction, we wish to summarize two applications. First, let us
consider the band matrix given by the model studied in this paper with

ψN(i, j) = ψ

(
i

N
,

j

N

)
=
∫

στ

(
i

N

)
στ

(
j

N

)
dp(τ)

for bounded continuous functionsστ . As quoted in Examples (2.4), we can choose
D = Dc. With such a choice, the law of large number statements (2.5), (2.6) as well as the
large deviation upper bounds results (2.14), (2.16) and (2.19) apply. For the central limit
theorem, under the hypothesis of Examples (2.9), we can takeD = D′

c and conclude.
We can also apply our results to the generalized Gaussian Wishart’s matrices given by

W N = Y NT N
(
Y N
)∗

with Y N a N × MN complex Gaussian matrix with independent entries of covariance
1
N

andT N a MN × MN diagonal matrix with non-negative eigenvalues. As in [14], we
observe thatW N is related to band matrices as follows. IfXN is given by

XN =
(

0 Y N(T N)
1
2

(T N)
1
2 (Y N)∗ 0

)
, (2.20)

the spectrum of(XN)2 is given by the spectrum ofWN with multiplicity two up to some
null eigenvalues since

(XN)2 =
(

Y NT N(Y N)∗ 0
0 (T N)

1
2 (Y N)∗Y N(T N)

1
2

)
.

Further,XN has the law of

(
ψN(i, j)

1
2 H N+MN (1)ij

)
1�i,j�N+MN

with, if t1, . . . , tMN
denote the eigenvalues ofT N ,

ψN(i, j) ≡ 1N+1�i�N+MN
11�j�Nti + 1N+1�j�N+MN

11�i�Ntj .

We assume for simplification thatti = t ( i
N+MN

) for some bounded continuous non
negative functiont . Notice thatψN can be written

ψN(i, j) =
∫

σ αN
τ

(
i

N + MN

)
σ αN

τ

(
j

N + MN

)
dp(τ) (2.21)

with p(τ) = δτ=1 − δτ=2 − δτ=3, αN = (N + 1)(N + MN)−1 and, forα ∈ R+, x ∈ [0, 1],
σ α

1 (x) = 1x�α

(
t (x) − 1

)+ 1,

σ α
2 (x) = 1x�αt (x),

σ α
3 (x) = 1− 1x�α.
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Hence, following example (b) given in (2.4), ifN+1
N+MN

converges asN goes to infinity
towards a constantα and if we chooseD to beDd described in Examples (2.4) (b),
the results (2.5), (2.6), (2.14), (2.16) and (2.19) apply toXN . We denote byST the
rate function governing the large deviation of the spectral measure processµ̂(N)

. in
the scale(N + MN)2 coming from Theorem (2.14) with the above specific choice of
measurep and functions(σ α

i )1�i�3. To deduce the same results forWN , observe that, if
�N

3 = �(σ
αN

3 ),

�N
3 (XN)2�N

3 =
(

W N 0
0 0

)
.

It is not hard to see that for anyF ∈FC(X,D),

G(X) = F
(
�3X2�3

) ∈FC(X,D), (2.22)

since for anyz ∈ C\R we can write

(
z − �3X2�3

)−1 = �3
(
z

1
2 + X

)−1(
z

1
2 − X

)−1
�3 + (I − �3)z−1

with any choice of the square rootz
1
2 of z. Hence, ifµT is defined by

µT (F ) = µ
(
F
(
�3X2�3

))
, F ∈FC(X,D),

the mapµ → µT in M=
1 , furnished with theFR(X,D)-topology, is continuous. We can

hence deduce from the contraction principle and Theorem (2.14) the following result.
Set

µ̂
(N)
T ,t (F ) = trN

(
F
(
W N

t

))
, F ∈FC(X,D),

with W N
t constructed asW N but with Brownian motion entries.

COROLLARY (2.23). –Assume that(N + 1)/(N + MN) converges towards a positive
constantα. Then, the law of̂µ(N)

T ,. satisfies a large deviation upper bound in the scale
(N + MN)2 for the FR(X,D)-topology. The good rate function governing this large
deviations upper bound is given by

IT (µ) = inf
{
ST (ν);ν1

(
F
(
�3X2�3

))= µ(F) + ν0
(
(I − �3)F (I − �3)

)
∀F ∈FR(X,D)

}
.

A large deviation upper bound in the weak topology for the law of the spectral measure
of WN can of course be deduced from Corollary (2.23) by the contraction principle.
We then refer to [15] for a full large deviation principle when the eigenvalues ofT N

are uniformly bounded below by a positive constant. The central limit theorem for
polynomial functions ofXN andW N can also be deduced from Theorem (2.8) under
the hypothesis thatN + 1 − α(N + MN) converges as underlined in Examples (2.9).
This hypothesis is needed to insure the convergence of the expectation ofN(trN − µ∗

1)P

but would not be required if we would consider the fluctuations of the spectral measure
around its mean.

The central ingredient to prove the previous theorems is an Itô’s formula for(µ̂
(N)
t , t ∈

[0, 1]). We shall prove it in the next section.
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3. Itô’s calculus

To present the stochastic differential calculus for the processXN , we need first to
define a few differential operators. Most of them can be already encountered in [10]
where the reader can find a more detailed introduction.

3.1. Differential operators

Let us first recall the definition of the non-commutative derivation. It is the linear map
DX from FC(X,D) into E(C) ⊗ E(C) so that for anyF, G ∈ FC(X,D),

lim
ε→0

ε−1(F (X + εG(X)
)− F(X)

)= DXF<G(X)

with the notation(A ⊗ B)<C = ACB and where⊗ denotes the standard tensor product.
DX can be equivalently described by the the non-commutative Leibnitz rule and its
action on basic functionals. The non-commutative Leibnitz rule says that for every
F, G ∈ FC(X,D), anyA ∈H,

DX(FG)(A) = DX(F)(A) × 1⊗ G(A) + F(A) ⊗ 1× DX(G)(A).

Here× denotes the multiplication in the tensor product space so that for anyN ∈ N, any
A, B, C, D ∈ MN , A ⊗ B × C ⊗ D = AC ⊗ BD. Then,DX is uniquely defined if we
set for anyA ∈H, anyz ∈ C\R, anyα ∈ R,

DX

(
1

z − αX

)
(A) = α

1

z − αA
⊗ 1

z − αA

and for any� ∈D,

DX(�)(A) = 0.

Notice that

DX

(
FC(X,D)

)⊂ FC(X,D) ⊗ FC(X,D). (3.1)

We can thus define a second order operatorD2
X from FC(X,D) ⊗ FC(X,D) into

FC(X,D) ⊗ FC(X,D) ⊗ FC(X,D) by

D2
X ≡ 1

2
(DX ⊗ 1+ 1⊗ DX) ◦ DX.

Let, for τ ∈ �, Mτ be the map fromMN ⊗MN ⊗MN into MN ⊗MN for anyN ∈ N

so that for anyA, B, C ∈MN ,

Mτ (A ⊗ B ⊗ C) ≡ �N
τ B ⊗ A�N

τ C

for anyN ∈ N. We set forX ∈H,

(LτF )(X) ≡ Mτ

(
D2

XF(X)
)

(3.2)
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and

(LF)(X) =
∫

(Lτ F )(X) dp(τ). (3.3)

It is also natural to define the derivationDX from FC(X,D) into E(C) so that for any
traceµ ∈M=

1 , anyF, G ∈ FC(X,D),

lim
ε→0

ε−1µ
(
F
(
X + εG(X)

)− F(X)
)= µ

(
DXF × G(X)

)
.

DX is often called the cyclic derivative. It was already noticed in [10] that ifm is the
map fromMN ⊗MN into MN for all N ∈ N, so thatm(A ⊗ B) = BA,

DX = m ◦ DX.

Also, in view of (3.1) and sinceFC(X,D) is an algebra,

DX

(
FC(X,D)

)⊂ FC(X,D). (3.4)

We also setD∗ to be the linear operator onFC(X,D) so that

D∗(F )(X) = (DF(X)
)∗ ∀X ∈H.

Finally, if we let mτ :MN → MN for all N ∈ N be the left-hand side multiplication by
�τ , that is for anyA ∈HN , N ∈ N,

mτ (A) ≡ �N
τ A,

we set

Lτ ≡ 1

2
mτ ⊗ mτ ◦ DX ◦DX.

Then, we define the operator fromFC(X,D) into FC(X,D) ⊗ FC(X,D)

L=
∫

Lτ dp(τ)

that is that for every test functionF ∈ FC(X,D), anyA ∈H,

LF(A) =
∫

(Lτ F )(A) dp(τ).

3.2. Itô’s formula

Let C1([0, 1], FR(X,D)) be the set of time-continuously differentiable functions with
values inFR(X,D) and time derivative inFR(X,D). We next show the

LEMMA (3.5). –
(1) Itô’s formula for the matrix-valued processXN : for every F ∈ C1([0, 1],

FC(X,D)), anyt ∈ [0, 1],
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Ft

(
XN(t)

)= F0
(
XN(0)

)+
t∫

0

trN ⊗ Id
(
L(Fs)

(
XN(s)

))
ds

+
t∫

0

∂sFs

(
XN(s)

)
ds +

t∫
0

DXF
(
XN(s)

)
<dXN(s). (3.6)

(2) Itô’s formula for the measure-valued process: for everyF ∈ C1([0, 1], FR(X,D)),
any t ∈ [0, 1],

Q
(N)
F (t) = trNFt

(
XN(t)

)− trNF0
(
XN(0)

)−
t∫

0

trN

[
∂sFs

(
XN(s)

)]
ds

−
t∫

0

(trN ⊗ trN)
[
LFs

(
XN(s)

)]
ds

is a real-valued martingale with bracket

〈
Q

(N)
F

〉
t
= 1

N2

t∫
0

∫
trN

[
mτ

(
DXFs

(
XN(s)

))
mτ

(
D∗

XFs

(
XN(s)

))]
dp(τ) ds.

Proof. –The proof follows multi-dimensional Itô’s formula. Indeed, considering
Ft(XN) as a function of the entries ofHN , remark that for anyi, j ∈ {1, . . . , N}, and
with (XN)ij = hij ψN(i, j)

1
2 ,

∂hij
Ft(XN) = DXFt(XN)<(∂hij

XN),

and for anyk, l ∈ {1, . . . , N},
∂hkl

∂hij
Ft (XN) = DX ⊗ 1◦ DXFt(XN)<(∂hkl

XN, ∂hij
XN)

+ 1⊗ DX ◦ DXFt(XN)<(∂hij
XN, ∂hkl

XN),

where we have denoted byA ⊗ B ⊗ C<(D, E) = ADBEC. Also, remark that

(∂hij
XN)kl = δij=klψN(i, j)

1
2 . (3.7)

Now, recall that multi-dimensional Itô’s calculus yields, since〈(HN)kl, (HN)ij 〉t =
N−1δkl=ji t ,

dFt

(
XN(t)

)= ∂tFt

(
XN(t)

)
dt +

N∑
i,j=1

∂hij
Ft

(
XN(t)

)(
dXN(t)

)
ij

+ 1

2N

N∑
i,j=1

ψN(i, j)∂hji
∂hij

Ft

(
XN(t)

)
dt. (3.8)

But, according to (3.7), for anyk, l, m, n, o, p ∈ {1, . . . , N}, if we denote by(A ⊗ B ⊗
C)klmnop = AklBmnCop,
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(
1

2N

N∑
i,j=1

ψN(i, j)∂hji
∂hij

Ft (X)

)
kl

= 1

N

N∑
i,j=1

ψN(i, j)
(
D2

XF
)

kijjil

=
∫ (

1

N

N∑
i,j=1

σ N
τ (i)σ N

τ (j)
(
D2

XF
)

kijjil

)
dp(τ)

=
∫ (

trN ⊗ Id
(
LτF (X)

))
kl

dp(τ) (3.9)

giving the first part of the lemma.
For the second part, we need only to take the trace on both sides of (3.6) to obtain

d trN Ft

(
XN(t)

)= trN

(
∂tFt

(
XN(t)

))
dt + trN

(
DXF

(
XN(t)

)
<dXN (t)

)
+
∫

trN ⊗ trN

(
LτF

(
XN(t)

))
dp(τ) dt. (3.10)

The first term in (3.8) gives the martingale term

trN

(
DXFt

(
XN(t)

)
<dXN (t)

)= trN

(
DXFt

(
XN(t)

)
dXN(t)

)
.

For the second term, observe that

trN ⊗ trN

(
Lτ F (X)

)= trN ⊗ trN

(
LτF (X)

)
. (3.11)

Indeed, denoting(F 1
i , F 2

i ) a family of functions inFC(X,D) so thatDXF =∑i F 1
i ⊗

F 2
i , we find that

D2
XF = 1

2

∑
i

∑
j

((
F 1

i

)1
j
⊗ (F 1

i

)2
j
⊗ F 2

i + F 1
i ⊗ (F 2

i

)1
j
⊗ (F 2

i

)2
j

)

so that

Mτ

(
D2

XF
)= 1

2

∑
i

∑
j

(
�τ

(
F 1

i

)2
j
⊗ (F 1

i

)1
j
�τ F 2

i + �τ

(
F 2

i

)1
j
⊗ F 1

i �τ

(
F 2

i

)2
j

)
.

On the other hand,

LτF = 1

2
mτ ⊗ mτ ◦ DX

(∑
i

F 2
i F 1

i

)

= 1

2

∑
i

∑
j

(
�τ

(
F 1

i

)2
j
⊗ �τ F 2

i

(
F 1

i

)1
j
+ �τ

(
F 2

i

)1
j
⊗ �τ

(
F 2

i

)2
j
F 1

i

)
so that taking the trace satisfying

trN

(
�τ

(
F 2

i

)2
j
F 1

i

)= trN

(
F 1

i �τ

(
F 2

i

)2
j

)
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gives (3.11). Hence,

Q
(N)
F (t) = trN

(
DXFt

(
XN(t)

)
dXN(t)

)
is a martingale. Its bracket is easily computed by

〈
(dXN )ij , (dXN)kl

〉
t
= δij=lkN−1ψN(i, j) dt.

The fact that the martingale is real valued is clear since, asFt ∈ FR(X,D),

trN (Ft ) = trN (F ∗
t ) = trN (Ft )

since trN is invariant by transposition. ✷
4. Large deviation upper bound

We shall prove a large deviation upper bound for non-commutative functionals of the
process of(XN(t))t∈[0,1] in this section. The rate function for these deviations is defined
as follows. First, we define the empty stateδ0 to be the element ofK=

1 (∞) so that for
anyF ∈ FR(X,D), F(X) =∏→

1�i�n(zi − αiX)−1�i ,

δ0(F ) = m
(
F(0)

)
,

wherem(F(0)) is defined by (2.3) sinceF(0) =∏1�i�n z−1
i �i ∈D by construction. We

let Cs([0, 1],M=
1 ) be the subset ofC([0, 1],M=

1 ) of continuousM=
1 -valued processes

µ so thatµ0 = δ0 and for any� ∈ D, anyt ∈ [0, 1],
µt(�) = δ0(�).

Then,S is defined by

S(µ) =
{+∞ if µ /∈ Cs([0, 1],M=

1 ),
sup0�s�t�1 Ss,t(µ) otherwise,

with, if for F, G ∈ C1([0, 1],FR(X,D)), we define for any times 0� s � t � 1, any
µ ∈ C([0, 1],M=

1 ),

Ss,t (F, µ) = µt(Ft ) − µs(Fs) −
t∫

s

µu(∂uFu) du −
t∫

s

µu(LFu) du,

〈〈F, G〉〉s,t
µ =

t∫
s

∫
µu

(
mτ (DXFu)mτ (D∗

XGu)
)
dp(τ) du,

Ss,t (µ) = sup
F∈C1([0,1],FR(X,D))

(
Ss,t(F, µ) − 1

2
〈〈F, F 〉〉s,t

µ

)
.
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Let us denote bŷµ(N)
t the linear map onFC(X,D) so that for anyF ∈FC(X,D), any

t ∈ [0, 1],
µ̂(N)

t (F ) = trN

(
F
(
XN(t)

))
.

We infer thatµ̂(N) belongs toC([0, 1],M1=). We shall prove in this section that

THEOREM (4.1). –The law ofµ̂(N) ∈ C([0, 1],M1=) satisfies a large deviation upper
bound in the scaleN2 with good rate functionS, that is

(1) S is a non-negative function with compact level sets for theFR(X,D)-topology.
Further, for anyM > 0, there exists aA > 0 so that

EM = {S � M} ⊂ C
([0, 1],K=

1 (A)
)
.

(2)

lim sup
A→∞

lim sup
N→∞

1

N2
logP

(
µ̂(N) ∈ C

([0, 1],K=
1 (A)

)c)= −∞.

(3) For any closed subsetF of C([0, 1],M 1
=),

lim sup
N→∞

1

N2
logP

(
µ̂(N) ∈ F

)
� − inf

F
S.

In particular, since the applicationµ ∈ C([0, 1],M1=) → µ1 ∈M1= is continuous, we
deduce from the contraction principle that

COROLLARY (4.2). –µ̂
(N)
1 satisfies a large deviation upper bound in the scaleN2

with good rate function given forµ ∈M1= by

S1(µ) = inf
{
S(ν); ν ∈ C

([0, 1],M1
=
)
: ν1 = µ

}
.

It is natural that the above infimum should be achieved at the limit processµb obtained
by conditioning the entries at time 1. It satisfies the differential equation

∂tµ
b
t (F ) = −µb

t ⊗ µb
t (LF) + µb

t

(
X

t
DXF

)
.

µb
t can also be constructed as the law oftA + Xt(1−t ) where(Xs, s ∈ [0, 1]) is the limit

of (XN(s), s ∈ [0, 1]) andA has lawµ1 and is free from(XN(s), s ∈ [0, 1]). We then
deduce an upper bound forS1 given by

S1(µ) � S
(
µb
)
�

1∫
0

u−1J
(
µ̃b

u

)
du

with J the Fisher’s information given, if||F ||2µ := ∫ µ(mτ (F )mτ (F ∗)) dp(τ), by

J (µ) = sup
F∈FR(X,D)

{
2µ ⊗ µ(LF) − µ(XDXF) − 1

2
‖DXF‖2

µ

}
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andµ̃b
u the image ofµb

u by the homothety of ratiou− 1
2 . By a translation on the function

F , we find

J (µ) = sup
F∈FR(X,D)

{
µ⊗µ

(∫
dp(τ)mτ ⊗mτ DX ◦DXF

)
− 1

2
‖DXF‖2

µ

}
+ 1

2
µ
(
X2)−1.

Thus, J (µ) is finite iff µ(X2) < ∞ and, by Riesz’s theorem, if there existsH ∈
DX(FR(X,D))

||.||µ so that for allF ∈DX(FR(X,D))

µ ⊗ µ
(∫

dp(τ)�τ ⊗ �τ × DXF
)

=
∫

µ
(
mτ (F )mτ (H ∗)

)
dp(τ),

and then

J (µ) = 1

2
‖H‖2

µ + 1

2
µ
(
X2)− 1.

Thus, the natural Fisher entropy is here given in terms of the image by the adjoint of
DX of

∫
dp(τ)�τ ⊗ �τ (compare with Wigner’s matrices where one takes the image of

1⊗ 1 by the same adjoint (see [25])). This Fisher’s entropy is related to that defined by
D. Shlyakhtenko [24].

The proof of this theorem follows the usual scheme; we first study the rate functionS

and prove that it is a good rate function. We then show thatµ̂(N) is exponentially tight
and provide then a weak large deviation upper bound.

4.1. Study of the rate function

LEMMA (4.3). –S is a non-negative function which has compact level sets for the
FR(X,D)-topology. Further, for anyM > 0, there exists aA > 0 so that

EM = {S � M} ⊂ C
([0, 1],K=

1 (A)
)
. (4.4)

Proof. –First notice thatS is non-negative since, forµ with S(µ) < ∞, we have

S(µ) = sup
0�s�t�1

sup
F∈C1([0,1],FR(X,D))

(
Ss,t(F, µ) − 1

2
〈〈F, F 〉〉s,t

µ

)

= sup
0�s�t�1

sup
F∈C1([0,1],FR(X,D))

sup
λ∈R

(
λSs,t(F, µ) − λ2

2
〈〈F, F 〉〉s,t

µ

)

= 1

2
sup

0�s�t�1
sup

F∈C1([0,1],FR(X,D))

(Ss,t (F, µ))2

〈〈F, F 〉〉s,t
µ

is nonnegative asSs,t(F, µ), 〈〈F, F 〉〉s,t
µ ∈ R × R+. Further, for anyF ∈ C1([0, 1],

FR(X,D)), µ → Ss,t(F, µ) is continuous by the stability properties of (3.1)–(3.4).
For the same reason,µ → 〈〈F, F 〉〉s,t

µ is continuous and henceS0,1, as a supremum
of continuous functions, is lower semi-continuous that is has closed level sets. Since
M=

1 is compact, the precompact subsets ofC1([0, 1],M1=) can be included in compact
sets of the formK = ⋂n∈N K′

nwith K′
n = {ν ∈ C([0, 1], M=

1 ) | the function(u →
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νu(Fn)) belongs toK ′
n} if (K ′

n)n∈N a sequence of compact subsets ofCb([0, 1],R) and
(Fn)n∈N a basis ofFR(X,D). In view of Arzéla–Ascoli theorem, the compact subsetsK ′
of C([0, 1],R) are such that there exists a finite constantC > 0, a familyεn of positive
real numbersεn, εn → 0 asn goes to infinity, a family of positive real numbersδn such
that

K ′ =
{

f ∈ Cb

([0, 1],R
)
,‖f ‖u � C, sup

|t−s|�δn

∣∣f (t) − f (s)
∣∣� εn, ∀n ∈ N

}
.

Hence, to prove that the level setsEM can be included into someK, we need to show
that for everyF ∈ FR(X,D), and everym > 0, there existsδM

m (F ) so that

∀ν ∈ EM, sup
|t−s|�δM

m (F )

∣∣νt (F ) − νs(F )
∣∣� 1

m
.

Since by definition we have for allF ∈ FR(X,D), for anyν ∈ EM ,

Ss,t(ν, F )2 � 2S0,1(ν)〈〈F, F 〉〉s,t
ν � 2M〈〈F, F 〉〉s,t

ν

we deduce

∣∣νt(F ) − νs(F )
∣∣�
∣∣∣∣∣

t∫
s

νu ⊗ νu(LF) du

∣∣∣∣∣+
√

2M〈〈F, F 〉〉s,t
ν .

By definition of FR(X,D), (3.1)–(3.4) and Lemma (2.11), all the functions appearing
in the above right-hand side are uniformly bounded for|| ||∞ so that we conclude that
there exists a finite constantCM(F) such that

∣∣νt (F ) − νs(F )
∣∣� CM(F)

(√|t − s| + |t − s|).
Finally, to prove (4.4), we take

F(X) = X2

1+ εX2
= X

i + √
εX

X

−i + √
εX

∈ FR(X,D)

and computeDXF(X) = 2X(1+ εX2)−2, resulting with

LF(X, X) =
∫

�τ ⊗ (�τ

(
1+ εX2)−2)

dp(τ)

+
∫

�τ X ⊗ �τ × DX

(
1+ εX2)−2

dp(τ).

(4.5)

Further,X ⊗ 1DX(1+ εX2)−2 is given by

ε
∑

n=0,1; p=1,2

((
1+ εX2)−p

Xn
)⊗ ((1+ εX2)−3+p

X1−n
)
, (4.6)
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and therefore is easily checked to be the sum of tensor product of bounded operators
with norm bounded above independently ofε. As a consequence,LF can be uniformly
bounded in the tensor product space, independently ofε.

Hence, there exists a finite constantC so that ifµ ∈ EM , for all t ∈ [0, 1],

µt(F ) � M + C +
t∫

0

µs

((
�τ

2X

(1+ εX2)2

)2)
ds.

It is not hard to verify that by the trace and positivity properties ofµs , Cauchy–
Schwartz’s inequality type statements are valid and that∀F, G ∈FR(X,D), F � 0,

µs(GF) � ‖G‖∞µs(F ).

Hence, we compute

µs

((
�τ

2X

(1+ εX2)2

)2)
� 4‖�τ‖2

∞µs

((
X

(1+ εX2)2

)2)
� 4‖�τ ‖2

∞µs(F )

so that we conclude, since the operator norm of�τ is uniformly bounded byT by
assumption (H0), that

µt(F ) � (C + M) + 4T 2

t∫
0

µs(F ) ds

and hence by Gronwall’s lemma

sup
t∈[0,1]

µt(F ) � (C + M)e4T 2
.

We can now letε ↓ 0 and conclude that supt∈[0,1] µ(X2
t ) � (T 2 + M)e4T 2

which proves
the second point of the lemma.✷
4.2. Exponential tightness

LEMMA (4.7). –There exists compact subsetsKL, L ∈ N, of C([0, 1],M=
1 ) so that

lim sup
N→∞

1

N2
logP

(
µ̂(N) ∈Kc

L

)
� −L.

The proof follows the description of the precompact setsC([0, 1],M=
1 ) given in the

last part and is given in details in [10] in a slightly different context. We shall not detail
it here. Further,

LEMMA (4.8). –

lim sup
A→∞

lim sup
N→∞

1

N2
logP

(
µ̂(N) ∈ C

([0, 1],KA

)c)= −∞.
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Proof. –This amounts to prove that

lim sup
A→∞

lim sup
N→∞

1

N2
logP

(
sup

t∈[0,1]
µ̂(N)

t

(
X2)� A

)
= −∞.

But

sup
t∈[0,1]

µ̂(N)
t

(
X2)= sup

t∈[0,1]
1

N

N∑
i,j=1

ψN(i, j)
∣∣HN(t)i,j

∣∣2

� 1

N2

N∑
i,j=1

ψN(i, j) sup
t∈[0,1]

((
βi,j

t

)2 + (β̃i,j
t

)2)
.

Since ψN is uniformly bounded and Désiré-André reflection principle ensures that
supt∈[0,1](β

i,j
t )2 has some finite exponential moments, we find anα > 0 and a finite

constantCα so that

P
[
eαN2 supt∈[0,1] µ̂

(N)
t (X2)

]
� CN2

α

which, thanks to Chebyshev’s inequality, allows us to conclude.✷
4.3. Weak large deviation upper bound

In view of Lemma (4.7), we can get a large deviation upper bound by means of a weak
large deviation upper bound which is an easy consequence of

LEMMA (4.9). –

lim sup
δ↓0

lim sup
N→∞

1

N2
logP

(
D
(
ν, µ̂(N)

)
< δ
)
� −S(ν) (4.10)

for anyν ∈ C([0, 1],M=
1 ).

Proof. –Note that, at time 0,

µ̂
(N)
0 (F ) = trN

(
F(0)

)
converges, asF(0) ∈ D, towardsm(F(0)) by (H0). Thus, for anyη > 0, for N large
enoughd(µ̂

(N)
0 , δ0) � δ. Hence, withµ̂(N)

t (F ) = µ̂
(N)
0 (F ) for anyF ∈D, we deduce that

lim sup
δ↓0

lim sup
N→∞

1

N2
ln P
(
µ̂(N) ∈ Bδ(ν)

)= −∞

if ν /∈ Cs([0, 1],M=
1 ). Therefore, we shall assume hereafter thatν ∈ Cs([0, 1],M=

1 ). We
shall follow the ideas developed in [19]. To this end, we define a family of positives
super-martingales{ζ (N)

F , F ∈ C1([0, 1], FR(X,D))}, equal to 1 att = 0, thanks to
Lemma (3.5):

ζ
(N)
F (t) = exp

(
N2Q

(N)
F (t) − N4

2

〈
Q

(N)
F

〉
t

)
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= exp
(

N2
(

S0,t
(
µ̂(N), F

)− 1

2
〈〈F, F 〉〉0,t

µ̂(N)

))
.

Let ν ∈ C([0, 1],M=
1 ) and F ∈ C([0, 1], FR(X,D)); then for any 0� s � t � 1, if

ζ
(N)
F (t, s) = ζ

(N)
F (t)ζ

(N)
F (s)−1,

P
(
µ̂(N) ∈ B(ν, δ)

)= E

[
1µ̂(N)∈B(ν,δ)

ζ
(N)
F (t, s)

ζ
(N)
F (t, s)

]

� sup
ν ′∈B(ν,δ)

exp
(

−N2
(

Ss,t (ν′, F ) − 1

2
〈〈F, F 〉〉s,t

ν ′

))

= exp
(

−N2 inf
ν ′∈B(ν,δ)

(
Ss,t (ν′, F ) − 1

2
〈〈F, F 〉〉s,t

ν ′

))
,

where we have usedE[ζ (N)
F (t, s)] ≡ 1. Notice that ifF belongs toC1([0, 1], FR(X,D)),

the function ν′ → S0,1(ν′, F ) − 1
2〈〈F, F 〉〉0,1

ν ′ is continuous. Thus, for any function
F ∈ C1([0, 1], FR(X,D))

lim sup
δ↓0

lim sup
N→∞

1

N2
lnP
(
µ̂(N) ∈ B(ν, δ)

)
� −
(

S0,1(ν, F ) − 1

2
〈〈F, F 〉〉0,1

ν

)
.

We conclude by taking the supremum overF that

lim sup
δ↓0

lim sup
N→∞

1

N2
lnP
(
µ̂(N) ∈ B(ν, δ)

)
� −S(ν). ✷

5. Law of large numbers

According to the large deviation upper bound of the previous section, we know that
µ̂(N), as an element ofC([0, 1],M=

1 ), concentrates almost surely towards the minimizers
of S. In this section, we prove thatS admits a unique minimizer and study it. We then
deduce a law of large numbers theorem for bounded test functions which we strengthen
in a second time to include polynomial functions.

5.1. Study of the minimizers ofS

SinceS is a good rate function, it achieves its minimum value, which is zero. Its
minimizers are hence characterized as theµ ∈ Cs([0, 1],M=

1 ) satisfying

S0,1(µ, F ) = 0 (5.1)

for all test functionsF . We shall prove that

LEMMA (5.2). – (5.1)admits a unique solutionµ∗ ∈ Cs([0, 1],M1=).

To prove Lemma (5.2), we first show that the minimizers have finite moments and
provide bounds for them;
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LEMMA (5.3). –There exists a finite constantC so that ifµ minimizesS,

sup
t∈[0,1]

µt

(
X2n
)
� n!Cn, ∀n ∈ N.

In particular, as a standard probability measure,µt is defined by its moments.

Proof. –Set, forε > 0, F(X) = X2

1+εX2 . Following (4.5), we have

DXF n(X) = 2nF n−1(X)
X

(1+ εX2)2

and

DX ◦DXF n(X) = 4n
∑

ξ=0,1

n−2∑
k=0

F k(X)
Xξ

(1+ εX2)
⊗ X1−ξ

(1+ εX2)
F n−2−k(X)

X

(1+ εX2)2

+ 2nF n−1(X) ⊗ 1× DX ◦DXF(X). (5.4)

Noticing that‖�τ ‖∞ � T and for anyk ∈ N,

µ

(
F k X

(1+ εX2)

)
� µ

(
F k X2 + 1

2(1+ εX2)

)
� 1

2

(
µ
(
F k
)+ µ

(
F k+1)),

and recalling from (4.6) thatDX ◦ DXF is uniformly bounded in the tensor product
space, we find a finite constantC so that for anyµ ∈M=

1 ,

µ ⊗ µ
(
LF n

)
� Cn

n−2∑
k=0

µ
(
F k+1 + F k

)
µ
(
F n−k−1 + F n−k−2).

Hence, ifµ satisfies (5.1), andmn(t) ≡ supε∈[0,1] sup0�k�n µt(F
k), we have

mn(t) � 1+ (4n2C
) t∫

0

mn−1(s)2 ds,

so that withmn = supt∈[0,1] mn(t) � 1,

mn �
(
4n2C + 1

)
m2

n−1 �
n∏

p=1

(
4p2C + 1

)2n−p

.

Hence,

µ
(
X2n
)= lim

ε↓0
µ

[(
X2

1+ εX2

)n]

exists and is finite for alln. We can therefore extend (5.1) by talkingF to be polynomial.
We then get the easier formula
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∂tµt

( →∏
1�i�n

�iX

)
=

n∑
k=1

n−k−1∑
l=0

∫
dp(τ)µt

(
�τ

→∏
k+1�i�k+l

�iX�k+l+1

)

× µt

(
�τ

→∏
k+l+2�i�n

�iX

→∏
1�i�k−1

�iX�k

)

+
n∑

k=1

k−1∑
l=1

∫
dp(τ)µt

(
�τ

→∏
k+1�i�n

�iX

→∏
1�i�l

�iX�l

)

× µt

(
�τ

→∏
l+1�i�k−1

�iX�k

)

for any(�1, . . . , �n) ∈D. By induction overn, we deduce thatµt(
∏→

1�i�n �iX) = 0 if
n is odd for every�i ∈D. Taking�i = 1, we get ifn is even,

∂tµt

(
Xn
)
� T 2n

n−2/2∑
k=0

µt

(
X2k
)
µt

(
Xn−2k−2). (5.5)

Let

un(t) = 1

n!µt

(
X2n
)
.

Then, (5.6) implies

∂tun(t) � T 2
n−1∑
k=0

(
Ck

n−1

)−1
uk(t)un−1−k(t). (5.6)

with Ck
n = (n!/k!(n − k)!). Observe thatc = supn∈N

∑n−1
k=0(Ck

n−1)−1 < ∞ so that by
induction we see that there existsC < ∞ (C � cT 2) such that

sup
t∈[0,1]

un(t) � Cn

which finishes the proof of the lemma.✷
We are now in position to prove Lemma (5.2):

Proof of Lemma(5.2). – Finally, the moments ofµt are uniquely determined since, if
µ, ν are two solutions,

�k(t) = sup
n�k

sup
�∈D,‖�‖∞�1

∣∣∣∣∣νt

( →∏
1�i�n

�iX

)
− µt

( →∏
1�i�n

�iX

)∣∣∣∣∣,
we have by the above equation

�k(t) � 2k2
√

k!Ck T 2

t∫
0

�k−1(s) ds � 2k2
√

k!CkT 2

t∫
0

�k(s) ds
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which, by Gronwall’s lemma implies�k(t) = 0. In view of Lemma (5.3), this is enough
to guarantee directly that for anyξ1, . . . , ξn ∈ C, z1, . . . , zi ∈ C

µt

( →∏
1�i�n

�ie
ξi (X−zi)

)

is uniquely defined (check that the expansion indeed converges) and then by integration
over theξk ’s when$(zk) %= 0 (with sgn($(zk))ξk ∈ (−∞, 0]), that µt(F ) are uniquely
determined forF ∈ FC(X,D), insuring the uniqueness ofµt as an element ofM=

1 for
any t ∈ [0, 1]. ✷

Let us notice that(µ∗
t , t ∈ [0, 1]) satisfies a scaling property

LEMMA (5.7). –For any t ∈ [0, 1], if for F ∈ FC(X,D), F t(X) = F(
√

tX),

µ∗
t (F ) = µ∗

1

(
F t
)
. (5.8)

Proof. –Indeed,L, as a second order differential operator onX, satisfies for any
F ∈ FC(X,D),

LF t(X) = t (LF)
(√

tX
)
. (5.9)

Hence, sinceµ∗
t is uniquely characterized by (5.1), we have for anyt ∈ [0, 1], λ ∈

(0, t−1], for any functionF ∈ FC(X,D)

µ∗
λt (F ) = δ0(F ) +

λt∫
0

µ∗
s ⊗ µ∗

s (LF) ds

= δ0(F ) +
t∫

0

µ∗
λs ⊗ µ∗

λs(λLF) ds

= δ0(F ) +
t∫

0

µ∗
λs ⊗ µ∗

λs

((
LF λ

)(√
λ

−1
X
))

ds

Thus,(µλ
t , t ∈ [0, 1]) given by

µλ
t (F ) = µ∗

λt

(
F
(√

λ
−1

X
))

, F ∈ FC(X,D)

satisfies

µλ
t (F ) = δ0(F ) +

t∫
0

µλ
s ⊗ µλ

s (LF) ds.

Since we have seen in the previous section that this equation characterizedµ∗, we deduce
thatµλ

t = µ∗
t for t ∈ [0, 1]. Takingλ = t−1

0 for t0 ∈ [0, 1], we deduceµ1(F (
√

t0
−1

X)) =
µt0(F ) or equivalently (5.8). ✷



368 A. GUIONNET / Ann. I. H. Poincaré – PR 38 (2002) 341–384

In the setting of Examples (2.4) (a) or (b) we can more precisely identify the limit law
of the spectral measure of(XN(t), t ∈ [0, 1]). In fact, let

ψ(x, y) = lim
N→∞ ψN

([Nx], [Ny])
and denote byK the operator inL2([0, 1]) with kernelψ . Then

LEMMA (5.10). –Letk : [0, 1]×C\R → C be the unique analytic solution of the non-
linear equation

k(x, z) = (z − K
(
k(., z)

)
(x)
)−1

so that zk(x, z) goes to one as|z| goes to infinity for anyx ∈ [0, 1]. Then, for any
φ ∈ Cb([0, 1],R), anyt ∈ [0, 1],

µ∗
t

(
�(φ)(z − X)−1)= 1√

t

1∫
0

φ(x)k

(
x,

z√
t

)
dx.

This result is analogous to that found in [23] and [11].

Proof. –Note first that by (5.1),

∂tµ
∗
t

(
�(φ)(z − X)−1)

= −1

2
∂z

∫
dp(τ)µ∗

t

(
�(φστ )(z − X)−1)µ∗

t

(
�(στ)(z − X)−1). (5.11)

Further, according to Lemma (5.7),

µ∗
t

(
�(φ)(z − X)−1)= µ∗

1

(
�(φ)

(
z − √

tX
)−1)

= √
t
−1

µ∗
1

(
�(φ)

(√
t
−1

z − X
)−1)

(5.12)

so that we get by derivation overt ∈ [0, 1],

∂tµ
∗
t

(
�(φ)(z − X)−1)= − 1

2t
µ∗

t

(
�(φ)(z − X)−1)− z

2t
∂zµ

∗
t

(
�(φ)(z − X)−1). (5.13)

(5.11) and (5.13) result with

∂z

(
zµ∗

t

(
�(φ)(z−X)−1))= t∂z

(∫
dp(τ)µ∗

t

(
�(φστ)(z−X)−1)µ∗

t

(
�(στ )(z−X)−1)).

Noting that lim|z|→∞ zµ∗
t (�(φ)(z − X)−1) = δ0(�(φ)), we get by integration overz,

zµ∗
t

(
�(φ)(z − X)−1)= δ0

(
�(φ)

)+ t

∫
dp(τ)µ∗

t

(
�(φστ)(z − X)−1)

× µ∗
t

(
�(στ )(z − X)−1). (5.14)

Now, observe that for anyt ∈ [0, 1] andz ∈ C\R, φ → µ∗
t (�(φ)(z − X)−1) is a linear

bounded map onL2([0, 1]) since, by Cauchy–Schwartz’s inequality

∣∣µ∗
t

(
�(φ)(z − X)−1)∣∣� ∣∣$(z)

∣∣−1
δ0
(
�(φ)2) 1

2 = ∣∣$(z)
∣∣−1|φ|L2([0,1]).
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Hence, Riesz’s theorem shows that there existskt(., z) ∈ L2([0, 1]) such that for any
φ ∈ L∞([0, 1])

µ∗
t

(
�(φ)(z − X)−1)=

1∫
0

φ(x)kt (x, z) dx. (5.15)

We deduce from (5.12) that for almost allx ∈ [0, 1],

kt (x, z) = √
t
−1

k1
(
x,

√
t
−1

z
)

(5.16)

and from (5.14) that for anyφ ∈ L2([0, 1]),
1∫

0

dxφ(x)
(
zk1(x, z) − k1(x, z)K

(
k1(., z)

)
(x)
)

dx =
1∫

0

φ(x) dx

so that for almost allx ∈ [0, 1],

k1(x, z) = (z − K
(
k(., z)

)
(x)k(x, z)

)−1
. (5.17)

(5.15) and (5.17) give Lemma (5.10).✷
5.2. Law of large numbers

As a direct consequence of Lemma (5.2),

LEMMA (5.18). –For any F ∈ FC(X,D), (trN (F (XN(t))))t∈[0,1] converges almost
surely towards(µ∗

t (F ))t∈[0,1].

We can also improve the law of large numbers stated in Lemma (5.18) by enlarging the
set of test functions. Indeed, denotingPC(X,D) the set of non-commutative polynomial
functions ofX and elements ofD, we have

LEMMA (5.19). –For any polynomial functionP of PC(X,D), (µ̂
(N)
t (P ))t∈[0,1]

converges inL∞−(P) = ⋂q∈N Lq(P) towards (µ∗
t (P ))t∈[0,1]. In other words, for any

q ∈ N,

lim
N→∞ sup

t∈[0,1]
E
[∣∣µ̂(N)

t (P ) − µ∗
t (P )

∣∣q]= 0.

Proof. –We can of course restrict ourselves to

P (X) =
→∏

1�i�n

X�i(X)

for (�i)1�i�n ∈D since the�i ’s can be identically equal to identity. Set, forε > 0,

Pε(X) = (i)n
→∏

1�i�n

X

i + εX
�i(X) ∈ FC(X,D).
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Then, for anyt ∈ [0, 1],
∣∣trN

(
Pε

(
XN(t)

))− trN

(
P
(
XN(t)

))∣∣� εn

( ∏
1�i�n

‖�i‖∞
)

trN

[
XN(t)2n

] 1
2 . (5.20)

Note that

E
[
trN

[
XN(t)2n

]]= 1

N

∑
γ ∈I

E

[ ∏
bi∈γ

XN
bi

(t)

]
(5.21)

with I the set of connected bondsb = (i, j) in {1, . . . , N}2 of length 2n so thatbi+1 & bi

if

b & b′ ↔ b = (i, j), b′ = (j, k), i, j, k ∈ {1, . . . , N}3

andb2n & b1. In the right-hand side of (5.21), only the contoursγ so that ifb = (i, j) ∈
γ , b∗ = (j, i) ∈ γ with equal degree contribute, so that

E
[
trN

[
XN(t)2n

]]= 1

N

∑
γ ∈I

E

[ ∏
b,b∗∈γ

XN
b (t)XN

b∗(t)

]
. (5.22)

But, with b = (i, j),

XN
b (t)XN

b∗(t) = ψN(i, j)H N
b (t)H N

b∗(t)

so that, sinceH N
b (t)H N

b∗(t) � 0 for anyb ∈ {1, . . . , N}, we deduce from (5.22) that

E
[
trN

[
XN(t)2n

]]
� T nE

[
trN

[
HN(t)2n

]]
. (5.23)

It is well known (see, for instance, [22], Theorem 2) that for anyn ∈ N,

sup
N∈N

sup
t∈[0,1]

E
[
trN

[
HN(t)2n

]]
< ∞

so that (5.23) results with, for anyn ∈ N,

sup
N∈N

sup
t∈[0,1]

E
[
trN

[
XN(t)2n

]]
< ∞. (5.24)

With (5.20), we find, for anyq ∈ N, a finite constantC(P, q) so that

sup
N∈N

sup
t∈[0,1]

E
[∣∣trN

(
Pε

(
XN(t)

))− trN

(
P
(
XN(t)

))∣∣q]� C(P, q)εq . (5.25)

Recalling by the previous proof that

lim
ε↓0

sup
t∈[0,1]

∣∣µ∗
t (Pε) − µ∗

t (P )
∣∣= 0
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and by Lemma (5.18) for anyε > 0 (sincePε is uniformly bounded so that dominated
convergence theorem applies)

lim
N→∞ E

[
sup

t∈[0,1]

∣∣trN

(
Pε

(
XN(t)

))− µ∗
t

(
Pε

(
XN(t)

))∣∣q]= 0

we deduce from (5.25) that for anyq ∈ N,

lim
N→∞ sup

t∈[0,1]
E
[∣∣trN

(
P
(
XN(t)

))− µ∗
t

(
P
(
XN(t)

))∣∣q]= 0. ✷

6. Central limit theorem

In this section, we shall assume thatD satisfies additionally the hypotheses (H1)
and (H2) of Section 2. We shall then study the fluctuations ofµ̂

(N)
t (P ) for t ∈

[0, 1] and P ∈ PC(X,D). This is equivalent, by the scaling property to study the
fluctuations of{µ̂(N)

1 (P ), P ∈ PC(X,D)}. This result is slightly less powerful than
what T. Cabanal-Duvillard proved in [9], where fluctuations on path space for non-
commutative functionals of independent Hermitian Brownian motions were obtained.
However, to our point of view, the exhibited covariance functions are simpler here and
the generalization to path space somehow not so much motivated.

To describe the mean and the covariance of the limiting Gaussian variables, we shall
introduce the following operators onPC(X,D).

We first letX.∂X be the differential operator inPC(X,D) given by

X.∂XP = DXP <X = ∂tP (tX)|t=1.

As a counter part, we letI be given by

I(P )(X) =
1∫

0

P (
√

uX) du.

We define second order operators by

LM = (µ∗
1 ◦ I ⊗ I + I ⊗ µ∗

1 ◦ I) ◦L
and

J = X.∂X − 2µ∗
1 ⊗ I ◦ L.

Let PR(X,D) be the subset ofPC(X,D) of Hermitian-valued polynomial functions.
We recall that according to Lemma (5.3), anyP ∈ PR(X,D) belongs toL2(µ∗

1). We
shall prove that

THEOREM (6.1). –
(1) I + J, as an operator fromPR(X,D) into PR(X,D), is symmetric and invertible.

Further, (I + J)−1 is a non-negative operator fromPR(X,D) into PR(X,D), e.g., for
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anyP ∈ PR(X,D), 〈
P, (I + J)−1P

〉
L2(µ∗

1)
� 0.

Further, if we set(A ⊗ B)t = B ⊗ A and forQ ∈ PR(X,D), DXQt(X) = (DXQ(X))t

for all X ∈H, we have the more explicit formula for allP, Q ∈ PR(X,D),

µ∗
1(P JQ) =

∫
µ∗

1 ◦ mτ ⊗ µ∗
1 ◦ mτ

(
DXQ × (DXP )t

)
dp(τ).

(2) If (H1) and (H2) are verified, for anyP ∈ PR(X,D), N(µ̂
(N)
1 (P ) − µ∗

1(P ))

converges in law towards a Gaussian variable with covariance

C(P ) =
∫

µ∗
1

(
mτ (DXP )(I + J)−1mτ (DXP )

)
dp(τ)

and mean

M(P ) = c0
(
eLM

P (0)
)
.

Before going any further, let us detail the above result in the classical Wigner’s case.

Remark(6.2). – In the Wigner’s case where�τ ≡ 1 andP is a polynomial function of
X only, note that we find the result originally due to K. Johansson [18] and in this form
in [9]. Note first that in this casec0 ≡ 0 and the asymptotic Gaussian law is centered.
Moreover,µ∗

1 is the semicircle lawπ−1
√

4− x2 dx andL can be seen as the operator
from P [X] into P [X, Y ] given by

Lf (x, y) = (y − x)−1
(

f ′(y) − f (y) − f (x)

y − x

)
.

But, if P V denotes the principal value, the Hilbert transform

H(µ∗
1)(y) = P V

∫
(y − x)−1 dµ∗

1(x)

is well known to be equal toH(µ∗
1)(y) = 2−1y on the supportN∗

1 of µ∗
1. Thus, we obtain

on N∗
1 that, for anyf ∈ C1

b(R),

J(f )(x) = xf ′(x) − 2
∫

dµ∗
1(y)(x − y)−1

(
f ′(x) − f (y) − f (x)

y − x

)

= 2P V

∫
dµ∗

1(y)
f (x) − f (y)

(y − x)2

= −f (x) − 2P V

∫
f (y)

(x − y)2
dµ∗

1(y). (6.3)

In the last line, we usedP V
∫

(y −x)−2 dµ∗
1(x) = −2−1 which can be obtained by formal

derivation from the definition of the Hilbert transform of the semi-circular law. It can
look at first false because it states that the integral of a non-negative quantity is negative,
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but one should be careful that we have to take the principal value and actually justify
these equalities by going back to the definition of principal values.

From the second formula in (6.3) it is clear thatJ is a symmetric non-negative
operator inL2(µ∗

1) with

µ∗
1(f Jg) =

∫
dµ∗

1(x) dµ∗
1(y)

(
f (x) − f (y)

x − y

)(
g(x) − g(y)

x − y

)

giving the identification ofJ of Theorem (6.1) (1) sinceDXf can be seen as the
symmetric function of two variables

DXf (x, y) = f (x) − f (y)

x − y
.

Further, from the last formula in (6.3), we obtain that

(I + J)(f )(x) = −2P V

∫
f (y)

(x − y)2
dµ∗

1(y)

so that if we denote byK the symmetric operator inL2(µ∗
1) given by

K(f ) =
∫

log|x − y|−1f (y) dµ∗
1(y),

we find forx ∈ N∗
1,

(I + J)(f )(x) = −2∂xK
(
(p∗

1f )′/p∗
1

)
(x)

with µ∗
1(dx) = p∗

1(x) dx. Observe that(p∗
1f )′/p∗

1 = ∂∗
x f with ∂∗

x the dual of the
derivative∂x in L2(µ∗

1). Hence,(I + J) is a definite positive symmetric operator in
L2(µ∗

1) and, for any continuously differentiable functionf ,

C(P ) = µ∗
1

(
P ′(I + J)−1P ′)= 1

2
µ∗

1

(
P K−1P

)
.

More generally, we can consider the fluctuations of the trace of polynomial functions
of X + �, with X a Gaussian Wigner matrix as above and� = �(φ) a diagonal matrix
satisfying the hypotheses of Example (2.9). We setµ = m�(φ) and chooseD = {�(φ)}.
Then, it is well known thatµ∗

1 is the joint law ofX with semi-circular lawσ andD with
law µ, D free fromX. We setA to be the algebra generated byX + D andν∗ ∈ P(R),
ν∗ = µ∗

1|A, the free convolution ofµ and σ . In this case, observe that iff, g are two
polynomial functions ofX + D,

µ∗
1(f X.∂Xg) = µ∗

1

(
f E[X|X + D].∂Xg

)= ν∗(f E[X|X + D].∂Xg
)
. (6.4)

Now, it is well known by Voiculescu (see [26], Corollary 3.9) that

E
[
X|X + D

]
(x) = P V

∫
(x − y)−1 dν∗.
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Thus, we can proceed as above to see that, for anyf, g ∈ A,

µ∗
1(f Jg) =

∫
dν∗(x) dν∗(y)

(
f (x) − f (y)

x − y

)(
g(x) − g(y)

x − y

)

yielding again Theorem (6.1) (1). However, becausJA %⊂ A, C(P ) = µ∗
1(P ′(1 +

J)−1P ′) %= 1
2ν∗(P K−1P ) with Kf (x) = ∫ log |x − y|−1f (y) dν∗(y), in general.

The proof of Theorem (6.1) follows two steps; we first show thatN(µ̂
(N)
1 (P )−µ∗

1(P ))

converges in law towards a centered Gaussian variable and then identifies the covariance
of this Gaussian law.

6.1. A central limit theorem

Since Itô’s calculus is again the basis of our approach, let us first quote that we can
extendL andL to PC(X,D) by saying thatDX satisfies the non-commutative Leibnitz
rule onPC(X,D) and that for anyA ∈H

DXX(A) = 1⊗ 1, DX� = 0⊗ 0, ∀� ∈D,

We can extend naturally Lemma (3.5) by

LEMMA (6.5). –For anyF ∈ C1([0, 1], PR(X,D)), the statements of Lemma(3.5) are
true.

Let us define, fors ∈ [0, 1], the differential operatorLs on PR(X,D) given by

Ls = (µ∗
s ⊗ 1+ 1⊗ µ∗

s )L. (6.6)

Note thatLs reduces by one the degree of any polynomial functionP ∈ PR(X,D) as a
function of (X,D), and of two as a function ofX. Hence, for any polynomial function
P ∈ PR(X,D), anyt ∈ [0, 1], we can define

Pt(X) = e
∫ 1

t
Ls ds

P (X) ∈ C1([0, 1], PR(X,D)
)

(6.7)

as the unique solution of the differential equation

∂tPt (X) = −LtPt (X), P1 = P.

We shall prove that

LEMMA (6.8). –Under hypotheses(H1) and(H2), for anyP ∈ PR(X,D), N(µ̂
(N)
1 (P )

− µ∗
1(P )) converges in law towards a Gaussian variable with covariance

C̃(P ) =
1∫

0

∫
µ∗

t

[
mτ (DXPt )mτ (D∗

XPt )
]
dp(τ) dt

and meanM(P ) = c(P0(0)).
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In the next section we shall show that̃C(P ) coincides with C(P ) defined in
Theorem (6.1). Note that, by definition ofLM , we already havec(eLM

(P )(0)) =
c(P0(0)).

Proof of Lemma(6.8). – Let us first notice that (5.1) implies that

∂tµ
∗
t (Pt) = µ∗

t (∂tPt ) + µ∗
t ⊗ µ∗

t (LPt) = −µ∗
t ⊗ µ∗

t (LPt)

so that Lemma (6.5) gives

dN
(
µ̂(N)

t − µ∗
t

)
(Pt ) = N

(
µ̂(N)

t − µ∗
t

)⊗ (µ̂(N)
t − µ∗

t

)
(LPt) dt + N dQ

(N)
P (t) (6.9)

with (NQ
(N)
P (t))t∈[0,1] a real-valued martingale with bracket

〈
NQ

(N)
P

〉
t
=

t∫
0

∫
trN

[
mτ

(
DXPs

(
XN(s)

))
mτ

(
D∗

XPs

(
XN(s)

))]
dp(τ) ds. (6.10)

To show that the first term in the r.h.s. of (6.9) goes to zero inL∞− asN goes to infinity,
we shall prove by induction that

LEMMA (6.11). –For anyn ∈ N, anyP1, . . . , Pn ∈ PC(X,D),

sup
t∈[0,1]

sup
τ1,...,τn∈�

sup
N∈N

E

[(
N
(
µ̂(N)

t − µ∗
t

)( →∏
1�i�n

�τi
Pi

))q]
< ∞. (6.12)

Proof. –Let |P | be the degree of a polynomial functionP that is, if

P (X) =
M∑

k=1

βk

( →∏
1�i�nk

�k
i X

)
�

nk+1
i ,

for somenk ∈ N, �k
i ∈ D\{0}, βk ∈ R,

|P | ≡ max
k∈{1,...,M} nk.

We let P M
C

(X,D) be the polynomial functions with degree less or equal toM . For
P ∈ P 0

C
(X,D), P ∈ D and (6.12) is fulfilled under (H2). LetM be an integer number.

Assume now that (6.12) has been proved for any any choice ofn ∈ N, n � M , and any
P1, . . . , Pn ∈ PC(X,D) so that

∑n
i=1 |Pi | � M . TakeP1, . . . , Pn ∈ PC(X,D) so that

P = Pτ =
→∏

1�i�n

�τi
Pi

has degreeM + 1. By Lemma (6.5), we find that
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N
(
µ̂(N)

t − µ∗
t

)
(P ) = N

(
µ̂

(N)
0 − µ∗

0

)
(P ) +

t∫
0

(
N
(
µ̂(N)

s − µ∗
s

))⊗ µ̂(N)
s (LP ) ds

+
t∫

0

µ∗
s ⊗ (N(µ̂(N)

s − µ∗
s

))
(LP ) ds + NQ

(N)
P (t)

with a martingale(NQ
(N)
P (u), 0� u � 1) with bracket

〈
NQ

(N)
P

〉
u
=

u∫
0

∫
trN

[
mτ

(
DXP

(
XN(s)

))
mτ

(
D∗

XP
(
XN(s)

))]
dp(τ) ds. (6.13)

Therefore, by Jensen’s inequality, for anyq ∈ 2N, anyt ∈ [0, 1], we obtain

E
[(

N
(
µ̂(N)

t − µ∗
t

)
(P )
)q]� 4qE

[(
N
(
µ̂

(N)
0 − µ∗

0

)
(P )
)q]

+ 4q

t∫
0

E
[(

N
(
µ̂(N)

s − µ∗
s

)⊗ µ̂(N)
s (LP )

)q]
ds

+ 4q

t∫
0

E
[(

µ∗
s ⊗ (N(µ̂(N)

s − µ∗
s

)
(LP )

)q)]
ds

+ 4qE
[(

NQ
(N)
P (t)

)q]
. (6.14)

Notice that sincePi(0) ∈D for i ∈ {1, . . . , n}, (H2) implies that

sup
τ1,...,τn∈�

sup
N∈N

E

[(
N
(
µ̂

(N)
0 − µ∗

0

)( ∏
1�i�n

�τi
Pi(0)

))q]
< ∞ (6.15)

for anyP1, . . . , Pn ∈ PR(X,D).
Moreover, observe that
(i) For anyP in P M

C
(X,D), M ∈ N, LP ∈ P M−1

C
(X,D) ⊗ P M−1

C
(X,D).

(ii) From the uniform bound hypothesis (H0) on the operator norm of(�τ )τ∈�

and (2.2), we find that for anyP1, . . . , Pn ∈ PC(X,D), anyq ∈ 2N,

sup
τ1,...,τn∈�

sup
t∈[0,1]

sup
N∈N

E
[(

µ̂(N)
t (Pτ )

)q]
< ∞. (6.16)

From these two points and our induction hypothesis (with the uniform property with
respect to theτ ’s in �), we infer that

sup
τ1,...,τn∈�

sup
N∈N

1∫
0

E
[(

N
(
µ̂(N)

s − µ∗
s

)⊗ µ̂(N)
s (LPτ )

)q]
< ∞
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as well as

sup
τ1,...,τn∈�

sup
N∈N

1∫
0

E
[(

N
(
µ̂(N)

s − µ∗
s

)⊗ µ∗
s (LPτ )

)q]
< ∞. (6.17)

(iii) The third term in (6.14) can be bounded by Burkholder–Davis–Gundy’s
inequality which asserts that there exists for anyq ∈ 2N a finite constantcq so that

E
[

sup
0�s�t

(
NQ

(N)
P (s)

)q]� cqE
[〈

NQ
(N)
Pτ

〉 q
2
t

]

� cq

t∫
0

∫
E
[
trN

[
mτ

(
DXPτ

(
XN(s)

))
mτ

(
D∗

XPτ

(
XN(s)

))] q
2
]
dp(τ) ds,

where we have used in the last line (6.13). By remark (ii) above, we deduce

sup
s∈[0,1]

sup
τ1,...,τn∈�

sup
N∈N

E
[
trN

[
mτ

(
DXPτ

(
XN(s)

))
mτ

(
D∗

XPτ

(
XN(s)

))] q
2
]

< ∞

and hence

sup
τ∈�

sup
τ1,...,τn∈�

sup
N∈N

E
[

sup
0�s�t

(
NQ

(N)
Pτ

(s)
)q]

< ∞. (6.18)

Plugging (6.15), (6.17), (6.18) into (6.14) boundE[(N(µ̂
(N)
t − µ∗

t )(�τ Pτ ))q] uniformly
in t ∈ [0, 1], τ1, . . . , τn ∈ � andN ∈ N and thus completes the proof of the lemma.✷

We can now finish the proof of Lemma (6.8). Following (6.9), for anyP ∈ P (X,D),

N
(
µ̂

(N)
1 − µ∗

1

)
(P ) = N

(
µ̂

(N)
0 − µ∗

0

)
(P0) + RN(P ) + NQ

(N)
P (1), (6.19)

where RN(P ) is some reminder term. Indeed, observe thatPs is for any s ∈ [0, 1]
a polynomial function with coefficients uniformly bounded in time according to
Lemma (5.3). The same observation holds forLPs which coefficients on the monomial
basis ofPC(X,D) ⊗ PC(X,D) can be uniformly bounded in time. As a consequence,
Lemma (6.11) implies that for anyq ∈ 2N,

sup
N∈N

NqE
[∣∣RN(P )

∣∣q]< ∞. (6.20)

In particular,RN(P ) converges almost surely towards zero by Borel–Cantelli’s lemma.
Recall now thatP0(0) belongs toD so that,

lim
N→∞ N

(
µ̂

(N)
0 − µ∗

0

)
(P0) = c

(
P0(0)

)
. (6.21)

Turning to the study of the last term in the r.h.s. of (6.19), recall that we have defined
(NQ

(N)
P (t), t ∈ [0, 1]), as a martingal with bracket defined in (6.10). Again, by the above

remarks on the structure ofPs and Lemma (5.19), we see that〈NQ
(N)
P 〉t , for t ∈ [0, 1],
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converges inL∞− (and in particular in probability) towards

C̃t (P ) =
t∫

0

∫
µ∗

s

[
mτ (DXPs)mτ (D∗

XPs)
]
dp(τ) ds.

Note thatC̃t (P ) is bounded as a consequence of Lemma (5.3). This classically implies
that NQ

(N)
P (1) converges in law towards a centered Gaussian process with covariance

C̃(P ). Indeed, takingλ ∈ R, we know that,(NQ
(N)
P (t), t ∈ [0, 1]) being a local

martingale,(exp{iλNQ
(N)
P (t)}, t ∈ [0, 1]) is a semi-martingale and fort ∈ [0, 1],

E
[
exp
{
iλNQ

(N)
P (t)

}]
e

λ2
2 C̃t (P )

= 1− λ2

2

t∫
0

∫
E

[
exp
{

iλNQ
(N)
P (s) + λ2

2
C̃s(P )

}((
µ̂(N)

s − µ∗
s

)

× [mτ (DXPs)mτ (D∗
XPs)

])]
dp(τ)ds.

By Lemma (5.19), the last term in the above right-hand side goes to zero asN goes

to infinity. Thus, for anyλ ∈ R, limN→∞ E[exp{iλNQ
(N)
P (1)}] = e− λ2

2 C̃1(P ), that is
NQ

(N)
P (1) converges in law towards a centered Gaussian variable with covariance

C̃(P ) = C̃1(P ). This result with (6.21) and (6.20) gives Lemma (6.8).✷
6.2. Study of the covariance

In this last section, we give a more explicit formula for the covariances driving the
previous central limit theorems. The first step of which is to study the operatorJ

introduced in Theorem (6.1).

6.2.1. Study of some operators inL2(µ∗
1)

We shall in this paragraph obtain the following identities.

LEMMA (6.22). –
(1) For anyP, Q ∈ PC(X,D),

µ∗
1

(
QDX ◦ (µ∗

1 ⊗ I + I ⊗ µ∗
1) ◦L(P )

)= µ∗
1

(
Qµ∗

1 ⊗ I ◦ L ◦DX(P )
)
. (6.23)

(2) For anyP, Q ∈ PC(X,D),

µ∗
1

(
P

(
µ∗

1 ⊗ I ◦ L − 1

2
X.∂X

)
Q

)
= −1

2

∫
µ∗

1 ◦ mτ ⊗ µ∗
1 ◦ mτ

(
DXQ × (DXP )t

)
dp(τ).

(3) J = X.∂X − 2µ∗
1 ⊗ I ◦ L is a symmetric operator fromPR(X,D) into PR(X,D).

I + J : PR(X,D) → PR(X,D) is invertible. Its inverse(I + J)−1 : PR(X,D) →
PR(X,D) is symmetric non-negative for the scalar product〈. , .〉L2(µ∗

1), e.g., for any
polynomial functionsP, Q ∈ PR(X,D),〈
P, (I + J)−1Q

〉
L2(µ∗

1)
= 〈Q, (I + J)−1P

〉
L2(µ∗

1)
, and

〈
P, (I + J)−1P

〉
L2(µ∗

1)
� 0.
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Proof. –Unfortunately, we could not prove this lemma directly from Eq. (5.1) defining
the minimumµ∗

1. Instead, we shall go back to properties of the Hermitian Brownian
motion and deduce it by taking the largeN limit.

To prove the first point, let us takeP ∈ PC(X,D), and consider the derivatives of trN ⊗
trN ◦L(P (XN)) with respect to the entries of the self adjoint matrixXN = (xij )1�i,j�N

with xij = (1/
√

2N)ψN(i, j)1/2(hij + √−1h̃ij ) when i < j . We first observe that for
anyi, j ∈ {1, . . . , N}, with (�ij )kl = δkl=ij ,

∂xij
tr
(
P (XN)

)= tr
(
DP (XN)<�ij

)= (DXP (XN)
)

ji
. (6.24)

Now, recall that from (3.9) and (3.11),

trN ⊗ trNL(P )(XN) = 1

2N

N∑
i,j=1

ψN(i, j)∂hji
∂hij

trN (P )(XN) (6.25)

implying with (6.24), that since∂xij
commutes with∂hkl

, for any i, j ∈ {1, . . . , N}, any
P ∈ PC(X,D),

∂xij
trN ⊗ trNL(P ) = 1

2N

N∑
k,l=1

ψN(k, l)∂hkl
∂hlk

(DXP )(XN)ji. (6.26)

SinceLP ∈ PC(X,D) ⊗ PC(X,D), (6.24) gives

∂xij
trN ⊗ trNL(P ) = ((DX ⊗ trN + trN ⊗DX)

(
L(P )

))
ji

. (6.27)

Further, by (3.11),

1

2N

N∑
k,l=1

ψN(k, l)∂hkl
∂hlk

(DXP )(XN)ji = (trN ⊗ I ◦ L(DXP )(XN)
)

ji

proving with (6.26) and (6.27) that

(DX ⊗ trN + trN ⊗DX)
(
L(P )

)
(XN) = trN ⊗ I ◦ L(DXP )(XN).

As a consequence, for anyQ ∈ PC(X,D), we obtain

E
[
trN

[
Q
(
XN(1)

)
(DX ⊗ trN + trN ⊗DX)

(
L(P )

)(
XN(1)

)]]
= E
[
trN

[
Q
(
XN(1)

)
trN ⊗ I ◦ L(DXP )

(
XN(1)

)]]
.

Hence, using the law of large numbers Theorem (5.19), we obtain at the largeN limit
Lemma (6.22) (1).

To prove the second part of the lemma, we recall first that the Ornstein–Uhlenbeck
process

dyt = 1√
2N

dβ(t) − 1

2
yt dt (6.28)
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with initial distribution γN , the centered Gaussian law with covariance(2N)−1, is
stationary. We letXOU

N be the matrix-valued process constructed asXN but with, instead
of independent Brownian motions

(
1√
2N

βi,j ,
1√
2N

β ′
k,l

)1�k<l�N

1�i<j�N

and
(

1√
N

βi,i

)
1�i�N

,

independent copies(yi,j , y′
k,l)

1�k<l�N
1�i<j�N and (

√
2yi,i )1�i�N of the Ornstein–Uhlenbeck

process (6.28). Note that for any timet ∈ [0, 1], XOU
N (t) has the same law thatXN(1).

Let LN be the infinitesimal generator of(yi,j , y′
k,l)

1�k<l�N
1�i�j�N ,

LN = 1

4N

∑
i�j

(
(1+ 1i=j )∂y2

ij
+ 1i %=j ∂(y ′

ij
)2

)− 1

2

∑
i�j

(
yij ∂yij

+ 1i %=j y′
ij ∂y ′

ij

)
.

It is well known that LN is a symmetric operator inL2(γ ⊗N2

N ) and that, for any
f, g :RN2 → R,

γ ⊗N2

N

(
f (−LN)(g)

)= 1

4N

∑
i�j

γ ⊗N2

N

(
(1+ 1i=j )∂yij

f ∂yij
g + 1i %=j ∂y ′

ij
f ∂y ′

ij
g
)
. (6.29)

Now, one can check as in (3.11) that for anyP ∈ PC(X,D), LNP = (trN ⊗ IL −
1
2X.∂X)P. Hence, (6.29) implies that for anyP, Q ∈ PC(X,D),

γ ⊗N2

N

(
trN

(
Q(XN)

(
trN ⊗ IL − 1

2
X.∂X

)
P (XN)

))

= γ ⊗N2

N

(
trN

(
Q(XN)LNP (XN)

))= γ ⊗N2

N

(
trN

(
P (XN)LNQ(XN)

))
= γ ⊗N2

N

(
trN

(
P (XN)

(
trN ⊗ IL − 1

2
X.∂X

)
Q(XN)

))
.

Thus, applying again Lemma (5.19) sinceXN has, underγ ⊗N2

N the same law thatXN(1),
we find

µ∗
1

(
Q

(
µ∗

1 ⊗ IL − 1

2
X.∂X

)
P

)
= µ∗

1

(
P

(
µ∗

1 ⊗ IL − 1

2
X.∂X

)
Q

)

that is the symmetry of the operator(µ∗
1 ⊗ IL − 1

2X.∂X) in PC(X,D). We can also find
another definition of this symmetric operator thanks again to (6.29) which gives

γ ⊗N2

N

(
trN

(
Q(XN)LNP (XN)

))
= −1

4N2

N∑
l,k=1

∑
i�j

γ ⊗N2

N

(
(1+ 1i=j )∂yij

(
Q(XN)

)
lk

∂yij

(
P (XN)

)
kl

+ 1i %=j ∂y ′
ij

(
Q(XN)

)
lk

∂y ′
ij

(
P (XN)

)
kl

)
.

Now observe that, if(�ij )kl = δij=kl(ψN(i, j))
1
2 ,
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∂yij

(
Q(XN)

)
lk

= (DXQ<(�ij + �∗
ij )
)

lk
if i < j,

∂yii

(
Q(XN)

)
lk

= (DXQ<�ii)lk,

∂y ′
ij

(
Q(XN)

)
lk

= (DXQ<
(√−1�ij − √−1�∗

ij

))
lk

if i < j,

yielding

γ ⊗N2

N

(
trN

(
Q(XN)LNP (XN)

))
= − 1

2N2

N∑
l,k=1

N∑
i,j=1

ψN(i, j)γ ⊗N2

N

(
(DXQ<�ij )lk(DXP <�ji)kl

)

= − 1

2N2

∫
γ ⊗N2

N

(
trN ◦ mτ ⊗ trN ◦ mτ

(
DXQ(XN) × DXP t(XN)

))
dp(τ).

Now, we can again use Lemma (5.19) to take the limitN → ∞ and conclude that

µ∗
1

(
Q

(
µ∗

1 ⊗ IL − 1

2
X.∂X

)
P

)
= −1

2

∫
µ∗

1 ◦ mτ ⊗ µ∗
1 ◦ mτ

(
DXQ × (DXP )∗)dp(τ)

(6.30)
which achieves the proof of the lemma.

For the last point of the lemma, let us first recall thatJ(PC(X,D)) ⊂ PC(X,D).
Further, ifP ∈ PR(X,D), (J(P )(X))∗ = J(P )(X) because

• X.∂XP = limε↓0 ε−1(P (1+ε)2 − P ) = limε↓0 ε−1(P (1+ε)2 − P )∗ = (X.∂XP )∗.
• Similarly, L(P ) = (L(P ))∗ if (A ⊗ B)∗ = B∗ ⊗ A∗ from which one sees that

(µ∗
1 ⊗ I ◦ L(P )(X))∗ = µ∗

1 ⊗ I ◦ L(P )(X).

Moreover, if we define formally(I + J)−1 ≡∑n�0(−J)n, then (I + J)−1 is well
defined onPC(X,D) since for anyP ∈ PC(X,D), for n large enough,JnP ≡ 0. Further,
it is not hard to check that for anyP ∈ PC(X,D), (I + J)(I + J)−1P = (I + J)−1(I +
J)P = P, implying that I + J is invertible with inverse(I + J)−1 : PR(X,D) →
PR(X,D). Clearly, the symmetry ofJ : PR(X,D) → PR(X,D) implies that of(I +
J)−1. Finally, for any polynomial functionP ∈ PR(X,D), if we let Q = (I + J)−1P ∈
PR(X,D), 〈

P, (I + J)−1P
〉

L2(µ∗
1)

= 〈(I + J)−1Q, Q
〉

L2(µ∗
1)

� 0

since by (2),〈JQ, Q〉L2(µ∗
1) � 0 for any Q ∈ PR(X,D). The proof of the lemma is

complete. ✷
6.2.2. Identification of the covariance

Hereafter, a polynomial functionQ ∈ PR(X,D) will be fixed and we shall denote by

Qs(X) = e
∫ 1

s
Lu du

Q. Set, for anys ∈ [0, 1], anyτ ∈ �,

N(s, τ) = µ∗
s

[
mτ (DXQs)mτ (D∗

XQs)
]
.



382 A. GUIONNET / Ann. I. H. Poincaré – PR 38 (2002) 341–384

Note first that by Lemma (5.7), for anys ∈ [0, 1], anyτ ∈ �,

N(s, τ) = µ∗
1

[
mτ

(
(DXQs)

(√
sX
))

mτ

(
(D∗

XQs)
(√

sX
))]

. (6.31)

Further, sinceDX is a derivative,(DXP s)(X) = √
s(DXP )s(X). Thus, (6.31) reads

N(s, τ) = 1

s
µ∗

1

[
mτ

((
DXQs

s

))
mτ

((
D∗

XQs
s

))]
. (6.32)

Now, by definition ofX.∂X,

∂sQ
s
s(X) =

(
−Ls + 1

2s
X.∂X

)
Qs

(√
sX
)
. (6.33)

But, sinceL is a second order operator, for anys ∈ [0, 1], L(P s) = s(L(P ))s , we find
(LsP )s = s−1L1(P

s). Thus, we deduce from (6.33) that

∂sQ
s
s(X) = s−1

(
−L1 + 1

2
X.∂X

)(
Qs

s

)
(X)

so that, for anys > 0,

Qs
s(X) = elog(s)(−L1+ 1

2X.∂X)(Q)(X). (6.34)

Remark that we can compute the commutator ofX.∂X andDX since

DX ◦ X.∂XP = lim
ε→0

ε−1DX

(
P (1+ε)2 − P

)
= lim

ε→0
ε−1((1+ ε)(DXP )(1+ε)2 −DXP

)
= (X.∂X ◦DX +DX)P.

Thus,

DX ◦
(

−L1 + 1

2
X.∂X

)
=
(

−L̃1 + 1

2
X.∂X + 1

2
I

)
◦DX (6.35)

with

L̃1 = 1

2
DX ◦ (µ∗

1 ⊗ 1+ 1⊗ µ∗
1)

∫
dp(τ)mτ ⊗ mτ DX.

Now, as an operator onPC(X,D), we observed in Lemma (6.22) (1) that

J = −2µ∗
1 ⊗ IL + X.∂X = −2L̃1 + X.∂X. (6.36)

Plugging (6.34), (6.35) and (6.36) in (6.32) yields, with the observation thatmτ

commutes withJ,

N(s, τ) = 1

s
µ∗

1

[
e

1
2 log(s)(I+J)mτ (DXQ)e

1
2 log(s)(I+J)mτ (DXQ)

]
. (6.37)
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Hence, we find that, sinceI + J is symmetric definite positive,

C̃(Q) =
1∫

0

∫
N(s, τ) dp(τ) ds

=
1∫

0

1

s

∫
µ∗

1

[
e

1
2 log(s)(I+J)mτ (DXQ)e

1
2 log(s)(I+J)mτ (DXQ)

]
dp(τ) ds

=
∞∫

0

∫
µ∗

1

[
e−u(I+J)

(
mτ (DXQ)

)
mτ (DXQ)

]
dp(τ) du

=
∫

µ∗
1

(
mτ (DXQ)(I + J)−1(mτ (DXQ)

))
dp(τ)

which is by definitionC(Q). Here, one can check that the last line agrees with our
definition of (I + J)−1 =∑n�0(−J)n by expending the exponential inJ (yielding
only a finite sum) and integrating the polynomial function inu.
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