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EFFECTIVE QUASIMORPHISMS ON RIGHT-ANGLED
ARTIN GROUPS

by Talia FERNÓS, Max FORESTER & Jing TAO (*)

Abstract. — We construct families of quasimorphisms on many groups acting
on CAT(0) cube complexes. These quasimorphisms have a uniformly bounded de-
fect of 12, and they “see” all elements that act hyperbolically on the cube complex.
We deduce that all such elements have stable commutator length at least 1/24.

The group actions for which these results apply include the standard actions of
right-angled Artin groups on their associated CAT(0) cube complexes. In particu-
lar, every non-trivial element of a right-angled Artin group has stable commutator
length at least 1/24.

These results make use of some new tools that we develop for the study of group
actions on CAT(0) cube complexes: the essential characteristic set and equivariant
Euclidean embeddings.
Résumé. — Nous construisons des nouvelles familles de quasi-morphismes sur

de nombreux groupes agissant sur des complexes cubiques CAT(0). Ces quasi-
morphismes ont leur défaut majoré par 12, et sont suffisamment nombreux pour
« voir » tous les éléments qui agissent de manière hyperbolique sur le complexe
cubique. Nous déduisons que la longueur stable des commutateurs de tous ces
éléments est minorée par 1/24.

Les actions pour lesquelles ces résultats sont vérifiés comprennent l’action stan-
dard d’un groupe d’Artin à angles droits sur son complexe cubique associé. En
particulier, la longueur stable des commutateurs de tout élément non trivial d’un
groupe d’Artin à angles droits est minorée par 1/24.

Ces résultats reposent sur de nouveaux outils que nous développons pour étudier
les actions de groupes sur des complexes cubiques CAT(0) : l’ensemble caractéris-
tique essentiel et les plongements euclidiens équivariants.
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1. Introduction

In this paper, we construct quasimorphisms on groups that admit ac-
tions on CAT(0) cube complexes. Our emphasis is on finding quasimor-
phisms that are both efficient and effective. By “efficient” we mean that
the quasimorphisms have low defect. By “effective” we mean that the quasi-
morphisms take non-zero values on specified elements of the group. These
two qualities, taken together, allow one to establish lower bounds for stable
commutator length (scl) in the group.
According to Bavard Duality [1], if ϕ is a homogeneous quasimorphism of

defect at most D and ϕ(g) > 1, then scl(g) > 1/2D. Thus, for the strongest
bound on scl, one needs to find effective quasimorphisms with the smallest
possible defect.

The quasimorphisms we define have similarities with the “non-over-
lapping” counting quasimorphisms of Epstein and Fujiwara [15], which
in turn are a variation of the Brooks counting quasimorphisms on free
groups [6]. If X is a CAT(0) cube complex, there is a notion of a tightly
nested segment of half-spaces in X. If G acts on X non-transversely (see
Definition 4.1), then for each tightly nested segment γ there is an asso-
ciated counting quasimorphism ϕγ . This function counts non-overlapping
copies (or G–translates) of γ and γ inside characteristic subcomplexes of
elements of G. Using the median property of CAT(0) cube complexes, we
show that ϕγ has defect at most 6, and therefore its homogenization ϕ̂γ
has defect at most 12. (Note that this bound is independent of both the
length of γ and the dimension of X.)
We now have a large supply of efficient quasimorphisms, but it is by no

means clear that any of them are non-trivial. Our main task, given an ele-
ment g ∈ G, is to find a tightly nested segment γ such that ϕ̂γ(g) > 1. This
will only be possible for suitable elements g; for instance, if g is conjugate
to g−1, then scl(g) = 0 and every homogeneous quasimorphism vanishes
on g.
For our main result we consider cube complexes with group actions

that have properties in common with the standard actions of right an-
gled Artin groups on their associated CAT(0) cube complexes. These are
called RAAG-like actions; see Section 7 and Definition 7.1. Our main theo-
rem is that for such actions, the desired segments γ can be found for every
hyperbolic element g. Using Bavard Duality, we obtain:

Theorem A. — Let X be a CAT(0) cube complex with a RAAG-like
action by G. Then scl(g) > 1/24 for every hyperbolic element g ∈ G.

ANNALES DE L’INSTITUT FOURIER
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Since the standard action of a right-angled Artin group on its associated
CAT(0) cube complex is RAAG-like, with all non-trivial elements acting
hyperbolically, the following corollary is immediate.

Corollary B. — Let G be a right-angled Artin group. Then scl(g) >
1/24 for every nontrivial g ∈ G.

What is perhaps surprising about this result is that there is a uniform
gap for scl, independent of the dimension of X. Note that in Theorem A
we do not assume that X is either finite-dimensional or locally finite; thus
Corollary B applies to right-angled Artin groups defined over arbitrary
simplicial graphs.
The defining properties of RAAG-like actions arose naturally while work-

ing out the arguments in this paper. It turns out, however, that RAAG-like
actions are closely related to the special cube complexes of Haglund and
Wise [19]. That is, if G acts freely onX, then the action is RAAG-like if and
only if the quotient complex X/G is special. See Section 7 and Remark 7.4
for the precise correspondence between these notions.

Corollary C. — Let G be the fundamental group of a special cube
complex. Then scl(g) > 1/24 for every non-trivial g ∈ G.

This follows from Theorem A since the action of G on the universal
cover is RAAG-like, with every non-trivial element acting hyerbolically.
Alternatively, it follows from Corollary B and monotonicity, since every
such group embeds into a right-angled Artin group.

Related results

There are other gap theorems for stable commutator length in the litera-
ture, though in some cases the emphasis is on the existence of a gap, rather
than its size. The first such result was Duncan and Howie’s theorem [14]
that every non-trivial element of a free group has stable commutator length
at least 1/2. In [12] it was shown that in Baumslag–Solitar groups, stable
commutator length is either zero or at least 1/12. A different result in [12]
states that if G acts on a tree, then scl(g) > 1/12 for every “well-aligned”
element g ∈ G. There are also gap theorems for stable commutator length
in hyperbolic groups [8, 17] and in mapping class groups (and their finite-
index subgroups) [3], where existence of a gap is established. In these cases
it is also determined which elements of the group have positive scl. In [8],
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the size of the gap in the case of a hyperbolic group is estimated, in terms
of the number of generators and the hyperbolicity constant.
In [21, Corollary 6.13], it was shown that every finitely generated right-

angled Artin groupG embeds into the Torelli subgroup of the mapping class
group of a surface. Since scl is positive on the Torelli group [3], monotonicity
implies that every non-trivial element of G has positive scl. However, the
lower bounds obtained in this way are neither explicit nor uniform. For
instance, the genus of the surface needed in [21] grows with the number of
generators of G, and this affects the bounds arising in [3] (which go to zero
as the genus grows).
There are numerous results on the existence of homogeneous quasimor-

phisms on groups, where the purpose is to show that the group has non-zero
second bounded cohomology. Let Q̃H(G) denote the space of homogeneous
quasimorphisms on G, modulo homomorphisms. Then Q̃H(G) is a subspace
of H2

b (G;R). In [15] it was shown that Q̃H(G) is infinite-dimensional for
any hyperbolic group G. Recent results in this direction, involving both
wider classes of groups and more general coefficient modules, include [20]
and [2]. If G is a non-abelian right-angled Artin group then Q̃H(G) is
infinite-dimensional (via a retraction onto a free subgroup). The quasimor-
phisms defined in this paper include an infinite collection that is linearly
independent in Q̃H(G); see Proposition 4.7. These appear to be different
from the quasimorphisms one obtains via retractions.
We have mentioned that the median property of CAT(0) cube complexes

is used to control the defect of our quasimorphisms. The use of medians
in this context originated in [10], where they are used to define a bounded
cohomology class (the median class) which has good functorial properties.
This class is defined, and is non-trivial, whenever one has a non-elementary
group action on a finite-dimensional CAT(0) cube complex. One conse-
quence, among many others, is that H2

b (G;M) is non-trivial for any such
group, for a suitably defined coefficient module M .

Our upper bound of 12 for the defect of the quasimorphisms φ̂γ can
actually be lowered to 6 in the special case when the CAT(0) cube com-
plex is 1–dimensional; see Remark 4.6. This statement then coincides with
Theorem 6.6 of [12], and thus we obtain a new proof of the latter result.

Methods

The fundamental result upon which most of our arguments depend is the
existence of equivariant Euclidean embeddings, proved in Proposition 5.4.

ANNALES DE L’INSTITUT FOURIER
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To state this result, we first note that every element g ∈ G has a minimal
subcomplex Mg ⊆ X, and if g is hyperbolic then this subcomplex admits a
〈g〉–invariant product decompositionMg

∼= M ess
g ×Xfix

g . The action of g on
Xfix
g is trivial and every edge in M ess

g is on a combinatorial axis for g. We
call M ess

g the essential minimal set for g. Furthermore, we show that M ess
g

is always a finite-dimensional CAT(0) cube complex. However, M ess
g is not

always a convex subcomplex of X. We denote by Xess
g its convex hull in X

and refer to Xess
g as the essential characteristic set for g. The subcomplex

Xess
g is in general much more complicated than M ess

g and can have infinite
dimension. In Section 3, we give a complete characterization of when Xess

g

is finite-dimensional and when Xess
g and M ess

g are the same.
Proposition 5.4 states that under suitable assumptions there is a 〈g〉–

equivariant embedding of Xess
g into Rd, where d = dimXess

g . That is, there
is an embedding of cube complexes Xess

g ↪→ Rd such that the action of
〈g〉 on Xess

g extends to an action on Rd (preserving its standard cubing).
Furthermore, the embedding induces a bijection between the half-spaces of
Xess
g and those of Rd.
It is well known that any interval in a CAT(0) cube complex admits

an embedding into Rd for some d. This result is proved using Dilworth’s
theorem on partially ordered sets of finite width; see [5] for details. What
is new in our result is the equivariance. In order to prove it, we first state
and prove an equivariant version of Dilworth’s theorem, Lemma 5.3.
An important aspect of the equivariant Euclidean embedding is that it

provides a geometric framework for understanding the fine structure of
the set of half-spaces of Xess

g , considered as a partially ordered set. This
set becomes identified with the set of half-spaces of Rd, and the partial
ordering from Xess

g is determined by the knowledge of which cubes in Rd
are occupied by Xess

g (cf. Remark 6.1). Tools such as the Quadrant Lemma
and the Elbow Lemma (see Section 6) can be used to retrieve information
about the partial ordering. These tools become available once Xess

g has
been embedded into Rd.

An outline of the paper

In Section 2 we present background on several topics, including quasi-
morphisms and stable commutator length, CAT(0) cube complexes, and
right-angled Artin groups.

TOME 69 (2019), FASCICULE 4
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In Section 3 we define the essential minimal set and the essential charac-
teristic set, and establish their properties. We determine when they agree,
and when the latter has finite dimension.

In Section 4 we define non-transverse actions. For such actions we also
define the quasimorphisms ψγ and ϕγ and establish the bounds on de-
fect, using medians. We construct an infinite linearly independent set in
Q̃H(AΓ), for any non-abelian right-angled Artin group AΓ.
In Section 5 we prove the equivariant Dilworth theorem, and apply it

to prove the existence of equivariant Euclidean embeddings of essential
characteristic sets.

In Section 6 we introduce quadrants and prove two basic results, the
Quadrant Lemma and the Elbow Lemma. These are the primary tools
used for studying the essential characteristic set Xess

g once it has been
equivariantly embedded into Rd.

In Section 7 we discuss RAAG-like actions on CAT(0) cube complexes.
In Sections 8 and 9 we carry out the rather intricate arguments needed

to show that ϕ̂γ(g) > 1 for the appropriate choice of γ. Essentially all of
the effort in these sections is devoted to showing that Xess

g contains no
G–translate of γ.

2. Preliminaries

In this section we establish notation and background for the rest of the
paper. We start with the topics of quasimorphisms and stable commutator
length. For more detail see [7]. Then we give some background on CAT(0)
cube complexes, focusing on the structure of their half spaces and their
median structure. More information on these topics can be found in [11,
18, 23, 24, 25]. The section concludes with a brief overview of right-angled
Artin groups and properties of their associated CAT(0) cube complexes.
These properties lead to the notion of RAAG-like actions, to be defined in
Section 7.

Notation. — Throughout the paper we use the symbols “⊂” and “⊃” to
denote strict inclusion only.

Quasimorphisms and stable commutator length

Let G be any group. A map ϕ : G→ R is a quasimorphism on G if there
is a constant D > 0 such that for all g, h ∈ G,

|ϕ(gh)− ϕ(g)− ϕ(h)| 6 D.

ANNALES DE L’INSTITUT FOURIER
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The smallest D that satisfies the inequality above is called the defect of ϕ.
It is immediate that a quasimorphism is a homomorphism if and only if its
defect is 0.

A quasimorphism ϕ is homogeneous if ϕ(gn) = nϕ(g) for all g ∈ G and
n ∈ Z. Given any quasimorphism ϕ, its homogenization ϕ̂ is defined by

ϕ̂(g) = lim
n→∞

ϕ(gn)
n

.

It is straightforward to check ϕ̂ is a homogeneous quasimorphism. Its defect
can be estimated as follows:

Lemma 2.1. — If ϕ is a quasimorphism of defect at most D, then its
homogenization has defect at most 2D.

Two maps ϕ,ψ : G → R are uniformly close if there exists D > 0 such
that |ϕ(g)−ψ(g)| 6 D for all g ∈ G. It is easy to check that any map uni-
formly close to a quasimorphism is a quasimorphism. Further, the following
statement holds:

Lemma 2.2. — If ϕ is uniformly close to a quasimorphism ψ, then
ϕ̂ = ψ̂.

Proof. — By assumption, there exists D > 0 such that |ϕ(g)−ψ(g)| 6 D
for all g ∈ G. Then

|ϕ̂(g)− ψ̂(g)| =
∣∣∣∣ lim
n→∞

ϕ(gn)
n
− lim
n→∞

ψ(gn)
n

∣∣∣∣
= lim
n→∞

|ϕ(gn)− ψ(gn)|
n

6 lim
n→∞

D

n
= 0. �

Now denote by [G,G] the commutator subgroup of G. Given an element
g ∈ [G,G], the commutator length cl(g) of g is the minimal number of com-
mutators whose product equals g. The commutator length of the identity
element is 0. For any g ∈ [G,G], the stable commutator length of g is

scl(g) = lim
n→∞

cl(gn)
n

.

Note that scl(gn) = n scl(g) for all n ∈ Z and g ∈ G. This formula al-
lows one to define scl for elements that are only virtually in [G,G]. By
convention, scl(g) =∞ if no power of g lies in [G,G].

The relationship between stable commutator length and quasimorphisms
on G is expressed by Bavard duality [1]. We state the easier direction below:

TOME 69 (2019), FASCICULE 4
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Lemma 2.3 (Easy direction of Bavard Duality). — For any g ∈ [G,G],
if ϕ is a homogeneous quasimorphism on G with defect at most D, then

scl(g) > ϕ(g)
2D .

CAT(0) cube complexes

A cube of dimension d is an isometric copy of [0, 1]d with the standard
Euclidean metric. A face of a cube is obtained by fixing any number of
coordinates to be 0 or 1. This is naturally a cube of the appropriate di-
mension. A midcube is the subset of the cube obtained by fixing one of the
coordinates to be 1/2.

A cube complex X is a space obtained from a collection of cubes with
some faces identified via isometries. The dimension of X is the dimension
of a maximal dimensional cube if it exists; otherwise the dimension of X is
infinite. We equip X with the path metric induced by the Euclidean metric
on each cube. By Gromov’s link condition, X is non-positively curved if
and only if the link of every vertex of X is a flag complex. A cube complex
X is CAT(0) if and only if it is non-positively curved and simply connected.

Let X be a CAT(0) cube complex. By an edge path of length n we will
mean a sequence of vertices x0, . . . , xn, such that adjacent vertices xi and
xi+1 are joined by an edge of X. If p = x0, . . . , xn and q = y0, . . . , ym are
two edge paths with xn = y0, then their concatenation is the edge path
p · q = x0, · · · , xn, y1, · · · ym.
We will ignore the CAT(0) metric on X and consider the combinatorial

metric on its vertex set, which measures distance d(x, y) between two ver-
tices x and y as the minimal length of an edge path joining them. An edge
path from x to y is a geodesic if it has length d(x, y). An infinite sequence
of vertices in X is a geodesic if every finite consecutive subsequence is a
geodesic.
A hyperplane in X is a connected subset whose intersection with each

cube of X is either empty or is a midcube. This set always divides X into
two disjoint components. The closure of a component is called a half-space
H of X. The closure of the other component is denoted by H. We denote
by ∂H the boundary hyperplane of H and note that ∂H = ∂H.
A subcomplex C ⊆ X is convex if every geodesic in X between two of

its vertices is contained entirely in C. If Y ⊆ X is any subcomplex, the
convex hull C(Y ) of Y is the smallest convex subcomplex containing Y .

ANNALES DE L’INSTITUT FOURIER
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Equivalently, it is the largest subcomplex of X that is contained in the
intersection of all half-spaces containing Y .
For any vertices x, y ∈ X, we will denote by C(x, y) the convex hull

C ({x, y}).
A hyperplane ∂H is dual to an edge (or vice versa) if ∂H intersects the

edge. A half-space H is dual to an edge if ∂H is. A cube C is dual to a
hyperplane ∂H if C contains an edge dual to ∂H. The neighborhood of
∂H is the union N(∂H) of all cubes dual to ∂H. By [18, Theorem 2.12],
N(∂H) is convex. Further, there is a an involution on N(∂H) that fixes
∂H pointwise and swaps the endpoints of each edge dual to ∂H (in fact,
N(∂H) ∼= ∂H × [0, 1]).
Let H (X) be the collection of half-spaces of X. This is partially ordered

by inclusion. We say two half-spaces are nested if they are linearly ordered;
they are tightly nested if they are nested and there is no third half-space
that lies properly between them. The map H (X)→H (X) sending H to
H is an order-reversing involution.

Two half-spaces H,H ′ of X are transverse, denoted by H t H ′, if all
four intersections

H ∩H ′, H ∩H ′, H ∩H, H ∩H ′,

are non-empty. When this happens, then there is a cube C in X such
that ∂H ∩ C and ∂H ′ ∩ C are different midcubes of C. More generally, if
H1, . . . ,Hn are pairwise transverse, then there is a cube C in X of dimen-
sion n such that ∂H1 ∩ C, . . . , ∂Hn ∩ C are the n midcubes of C.

Given two vertices x, y ∈ X, the interval between x and y is

[x, y] = {H ∈H : y ∈ H,x ∈ H}.

Two distinct half-spaces H,H ′ ∈ [x, y] are always either nested or trans-
verse. The interval [y, x] is exactly the set of half spaces {H : H ∈ [x, y]}.

An oriented edge e = (x, y) is an edge whose vertices x, y have been des-
ignated as initial and terminal respectively. Given an edge path x0, . . . , xn,
each edge (xi, xi+1) receives an induced orientation with xi initial and xi+1
terminal. For any oriented edge e = (x, y), the half space dual to e is the
unique half-space in the interval [x, y]; it is dual to e considered as an
unoriented edge, and it contains y but not x.
An edge path is a geodesic if and only if it crosses no hyperplane twice.

Two geodesics from x to y determine the same set of half-spaces [x, y], and
every half-space H ∈ [x, y] is dual to some edge on every geodesic from
x to y. Therefore, the combinatorial distance d(x, y) is the same as the
cardinality of [x, y]. See [25, Theorem 4.13] for more details.
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Ultrafilters

Suppose σ is a function assigning to each hyperplane h in X a half-space
H with ∂H = h. Then σ is an ultrafilter if σ(h) and σ(h′) have non-trivial
intersection for every pair of hyperplanes h, h′. An alternative viewpoint
is to simply specify the image of σ, as a subset of H (X) that contains
exactly one half-space from each pair {H,H}, such that no two elements
are disjoint. For this reason, σ is sometimes called an ultrafilter “on H (X)”.

For each vertex v of X there is a principal ultrafilter of v, defined by
choosing σ(h) to be the half-space with boundary h containing v. Neigh-
boring vertices define principal ultrafilters that differ on a single hyperplane
(the one that is dual to the edge separating the vertices). Conversely, if two
principal ultrafilters differ on a single hyperplane, then the corresponding
vertices bound an edge, dual to that hyperplane. Since X is connected, any
two principal ultrafilters will differ on finitely many hyperplanes. Indeed,
the number of such hyperplanes is precisely the distance between the two
vertices.
The principal ultrafilters admit an intrinsic characterization: an ultra-

filter σ on H (X) is principal if and only if it satisfies the descending
chain condition: whenever {hi} is a sequence of hyperplanes such that
σ(hi) ⊇ σ(hi+1) for all i, the sequence is eventually constant. It follows
that if an ultrafilter differs from a principal one on finitely many hyper-
planes, it will also be principal.
Knowledge of the principal ultrafilters on H (X) completely determines

X as a CAT(0) cube complex. The Sageev construction is the name for
the process of building a cube complex from its partially ordered set of
half-spaces. The 1–skeleton of X is determined from principal ultrafilters
as already described, and cubes are added whenever their 1–skeleta are
present [25].
More generally, let H be any partially ordered set with an order-reversing

free involution H 7→ H, such that every interval is finite. The Sageev con-
struction yields a CAT(0) cube complex X(H ) whose half-spaces corre-
spond to H as a partially ordered set with involution [24]. It is often
convenient to think of vertices of X as principal ultrafilters, and to identify
X with the result of the Sageev construction performed on H (X).

Medians

Given three vertices x, y, z ∈ X, there is a unique vertex m = m(x, y, z)
called the median such that [a, b] = [a,m] ∪ [m, b] for all pairs {a, b} ⊂

ANNALES DE L’INSTITUT FOURIER
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{x, y, z}. For completeness we sketch the proof, since the standard refer-
ence [24] is unpublished.

As an ultrafilter, m is defined by simply assigning to each hyperplane
the half-space which contains either two or three of the vertices {x, y, z}.
Two such half-spaces cannot be disjoint, so this rule does indeed define an
ultrafilter. This ultrafilter is principal (i.e. it defines a vertex) because it
differs from the principal ultrafilter of x on finitely many hyperplanes: if H
is chosen by m and x 6∈ H, then y, z ∈ H; hence H ∈ [x, y] ∩ [x, z], a finite
set. Finally, given a, b ∈ {x, y, z}, every half-space containing a and b also
contains m, by definition. Thus, no hyperplane can separate m from a and
b, and therefore [a, b] = [a,m] ∪ [m, b].

A vertex z lies on a geodesic edge path from x to y if and only if z =
m(x, z, y). Therefore, z ∈ C(x, y) if and only z = m(x, z, y).

Segments

By a segment γ of length n we will mean a chain of half-spaces H1 ⊃
H2 ⊃ · · · ⊃ Hn such that Hi and Hi+1 are tightly nested for all i =
1, . . . , n− 1. The inverse of γ is the segment γ: Hn ⊃ Hn−1 ⊃ · · · ⊃ H1.

Let γ and γ′ be segments. We write γ > γ′ if every half-space in γ

contains every half-space in γ′. We say that γ and γ′ are nested if either
γ > γ′ or γ′ > γ.

Definition 2.4. — Two segments γ and γ′ are said to overlap if either
γ ∩ γ′ 6= ∅ or there exist H ∈ γ and H ′ ∈ γ′ with H t H ′. Otherwise, they
are non-overlapping.

Lemma 2.5. — Suppose γ1 and γ2 are non-overlapping segments that
are contained in [x, y]. Then γ1 and γ2 are nested.

Proof. — As mentioned above, any two half-spaces in [x, y] are either
nested or transverse. Therefore, since γ1 and γ2 are non-overlapping, their
union is linearly ordered by inclusion. The result follows, since each γi is a
segment. �

Right-angled Artin groups

Let Γ be a simplicial graph (i.e. a simplicial complex of dimension at
most 1), with vertex set V (Γ) and edge set E(Γ). The right-angled Artin
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group AΓ is defined to be the group with generating set V (Γ) and relations
{[v, w] : {v, w} ∈ E(Γ)}. That is, two generators commute if and only if
they bound an edge in Γ, and there are no other defining relations.

There is a naturally defined non-positively curved cube complex which is
a K(AΓ, 1) complex, obtained as a union of tori corresponding to complete
subgraphs of Γ (see Davis [13, 11.6], for example). The universal cover XΓ
is a CAT(0) cube complex with a free action by AΓ. The oriented edges of
XΓ can be labeled by the generators of AΓ and their inverses in a natural
way: each such edge is a lift of a loop representing that generator (or its
inverse).
This labeling has the property that two oriented edges are in the same

AΓ–orbit if and only if their labels agree. Also, the oriented edges that are
dual to any given half-space will always have the same label, so the label
may be assigned to the half-space itself. Half-spaces in the same AΓ–orbit
will have the same label.
The half-space labels lead to several useful observations. Each 2–cell of

XΓ is a square whose boundary is labeled by a commutator [v, w], with
v 6= w. It follows that no two half-spaces with the same label can be
transverse inXΓ. Since no label equals its inverse, AΓ acts without inversion
on XΓ. Some additional properties of XΓ related to the edge-labeling will
be discussed in Section 7.

3. Automorphisms and characteristic sets

In this section we discuss automorphisms of CAT(0) cube complexes and
their characteristic sets. We define the essential characteristic set and the
essential minimal set of a hyperbolic automorphism, and we determine the
structures of these sets. The latter set is always finite-dimensional, whereas
the former is a subcomplex which plays an essential role throughout the
paper. Toward the end of the section, we characterize when these sets
agree (Proposition 3.17) and when the essential characteristic set is finite-
dimensional (Corollary 3.19).

Basic notions

Following Haglund [18], an automorphism g of a CAT(0) cube complex
X acts with inversion if there is a half-space H such that g(H) = H. When
this occurs, g stabilizes the hyperplane ∂H. For any automorphism g of X,
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the action of g on the cubical subdivision of X is always without inversion.
Note, however, that for some of our results, we will not be free to perform
this modification; see Remark 7.2.
For an automorphism g of X, the translation distance of g is `g =

minx∈X d(x, gx), where x ranges over the vertices of X. If g and all of
its powers act without inversion, we say that g is hyperbolic if `g > 0 and
elliptic otherwise. Haglund showed that when g is hyperbolic, there is an
infinite combinatorial geodesic in X that is preserved by g, on which g

acts as a translation of magnitude `g. Any such geodesic will be called a
combinatorial axis for g. It has a natural orientation, relative to which the
translation by g is in the forward direction. Note that g and g−1 have the
same combinatorial axes, but they determine opposite orientations.
Haglund also showed that any two combinatorial axes for g cross the

same hyperplanes, in the same directions. That is, the set of half-spaces
that are dual to oriented edges in any axis is independent of the choice of
axis. We define the positive half-space axis of g:

A+
g =

{
H ∈H (X) : H is dual to a positively oriented edge

in a combinatorial axis for g

}
.

We also define the negative half-space axis A−g = {H : H ∈ A+
g }; note

that A−g = A+
g−1 . The full half-space axis is Ag = A+

g tA−g .
If L is a combinatorial axis for g, then for every H ∈ A+

g , the intersection
L∩H is a ray containing the attracting end of L (since L crosses ∂H exactly
once). Note also that gH 6= H for all H ∈ Ag, for otherwise g would fix
the unique edge of L dual to H, contradicting hyperbolicity of g.
Remark 3.1. — For any distinct half-spaces H,H ′ ∈ A+

g , either H t H ′,
H ⊂ H ′, or H ′ ⊂ H. The only other possibilities are that H ′ ⊂ H or
H ⊂ H ′, but these imply that either H ∩H ′ or H ∩H ′ is empty. But every
combinatorial axis for g meets both of these sets in an infinite ray.
Remark 3.2. — For any H ∈ A+

g and n > 0, if H and gnH are not
transverse, then H ⊃ gnH. To see this, let L be any oriented combinatorial
axis for g. Let e = (x, y) be the oriented edge on L dual to H. Then e lies
on a geodesic edge path from x to gnx. In other words, H ∈ [x, gnx], and
so gnx ∈ H. Since x /∈ H, gnx /∈ gnH. It follows that H ⊃ gnH (rather
than H ⊂ gnH).

Let G be a group acting on X by automorphisms. We will always assume
(here and for the rest of the paper) that all elements of G act without
inversion. Under this assumption, Haglund showed that every element g ∈
G is either elliptic or hyperbolic.
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The minimal set, the characteristic set, and their product
decompositions

Definition 3.3. — For any g ∈ G, the minimal set of g is the full sub-
complexMg ⊆ X generated by the vertices of X that realize the translation
distance of g.
Since g and all of its powers act without inversion, there are two types of

behavior for Mg. If g is elliptic then Mg is the subcomplex of fixed points
of g. If g is hyperbolic then Mg is the smallest full subcomplex containing
all combinatorial axes for g. It is non-empty, and every vertex of Mg is on
a combinatorial axis, by [18, Corollary 6.2].
Next we define three more sets of half-spaces when g ∈ G is hyperbolic:

Sg = {H ∈H : H contains every combinatorial axis of g}
= {H ∈H : H contains Mg},

Sg = {H ∈H : H 6∈ Ag and H contains no combinatorial axis of g}

= {H ∈H : H ∈ Sg},
Tg = {H ∈H : H 6∈ Ag and ∂H separates two combinatorial axes of g}.

Recall that the half-spaces not in Ag are exactly those whose boundary
hyperplanes do not cross any axis. Thus the aforementioned sets define a
partition of H (X):

H (X) = Ag t Sg t Sg t Tg.
Remark 3.4. — For any group Γ acting on X, Caprace and Sageev have

defined a decomposition of H (X) into Γ–essential, Γ–half-essential, and
Γ–trivial half-spaces [9]. It can be shown that when Γ = 〈g〉 (with g hy-
perbolic), these three collections of half-spaces coincide with Ag, (Sg ∪Sg),
and Tg, respectively.

Using this perspective, some of the results below can be derived from
results in [9] and [10]. Specifically, Lemma 3.7 is observed in Remark 3.4
of [9], and Lemma 3.8 can be derived from Lemma 2.6 of [10] (see also [16,
Remark 2.11]).

For completeness, we include elementary proofs of these results, using
the definitions of Ag, Sg, Sg, and Tg given above.
Lemma 3.5. — Suppose g ∈ G is hyperbolic. If H ∈ Ag and K ∈ Tg

then H t K.
Proof. — Let L, L′ be combinatorial axes of g such that L ⊂ K and

L′ ⊂ K. Every axis meets both H and H. Thus all four intersections
K ∩H, K ∩H, K ∩H, and K ∩H are non-empty. �
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Definition 3.6. — If g ∈ G is hyperbolic, the characteristic set of
g is the convex hull of Mg, denoted Xg. Equivalently, Xg is the largest
subcomplex of X contained in

⋂
H∈Sg

H.

The collections of half-spaces Ag and Tg define CAT(0) cube complexes
Xess
g = X(Ag) and Xell

g = X(Tg) by the Sageev construction, called the
essential characteristic set and the elliptic factor respectively.

Lemma 3.7. — Suppose g ∈ G is hyperbolic. Then there is a 〈g〉–
equivariant isomorphism of cube complexes Xg

∼= Xess
g ×Xell

g .

Proof. — First note that since Ag t Tg, there is an isomorphism Xess
g ×

Xell
g
∼= X(Ag ∪ Tg), by [9, Lemma 2.5]. We shall define an embedding

X(Ag ∪ Tg) ↪→ X and show that its image is Xg.
The map is defined by extending each principal ultrafilter on Ag∪Tg to an

ultrafilter on H (X) by including every half-space in Sg. These half-spaces
have non-trivial intersection with every half-space in Ag∪Tg, and also with
each other, so this rule does indeed define an ultrafilter. Moreover, no half-
space in Sg is contained in any half-space of Ag ∪Tg, and Sg itself contains
no descending chains: for each H ∈ Sg, ∂H is separated from Mg by only
finitely many hyperplanes. Therefore the descending chain condition is still
satisfied. Thus, each vertex of X(Ag ∪ Tg) is mapped to a vertex of X. It
is clear that adjacent vertices map to adjacent vertices, so the map is an
embedding of cube complexes.
Next, the vertices of Xg are exactly the vertices whose principal ultra-

filters include all half-spaces of Sg. These are exactly the vertices in the
image of our map, so this image is Xg.
Equivariance holds because the 〈g〉–actions on X(Ag), X(Tg), and X =

X(H (X)) are all simultaneously induced by the action of 〈g〉 on the half-
spaces of X. �

The next result concerns crossing of half-spaces of Ag. Namely, two such
half-spaces cross in Xess

g if and only if they cross in X:

Lemma 3.8. — Suppose g ∈ G is hyperbolic. If H,H ′ ∈ Ag and H t H ′
in X, then H t H ′ in Xess

g . That is, there is a square S ⊂ Xess
g containing

edges e, e′ that are dual to H and H ′ respectively.

Proof. — Recall that Xess
g = X(Ag). We may embed Xess

g as a convex
subcomplex of X in such a way that the induced map on half-spaces Ag →
H (X) is inclusion; this follows from Lemma 3.7, by choosing a vertex
v ∈ Xell

g and identifying Xess
g with Xess

g × {v} in Xg.
There is a combinatorial retraction X → Xess

g defined in terms of ul-
trafilters by restriction: each principal ultrafilter on H (X) is sent to its
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intersection with Ag. The resulting ultrafilter still satisfies the descending
chain condition, and therefore defines a vertex in Xess

g . Two adjacent ver-
tices of X will either map to adjacent vertices or to the same vertex. This
map extends to cubes, and each cube maps to a cube in Xess

g by a coordi-
nate projection. More specifically, an edge in X is collapsed if and only if
its dual half-spaces are not in Ag. It follows that if a square in X is dual
to two half-spaces in A+

g , then its image in Xess
g is also a square, dual to

the same two half-spaces. Thus, if H,H ′ ∈ A+
g are transverse in X, they

are transverse in Xess
g . �

Next we continue to examine the structure of Xg.

Lemma 3.9. — Suppose g ∈ G is hyperbolic. Then g acts as an elliptic
automorphism of Xell

g .

Proof. — If not, any axis L of g acting on Xg = Xess
g ×Xell

g would project
onto an axis in Xell

g , and L would then cross a hyperplane bounding a half-
space in Tg. However, no axis of g crosses such a hyperplane. �

Accordingly, there is a non-empty subcomplex Xfix
g ⊆ Xell

g consisting of
the fixed points of the 〈g〉–action on Xell

g . It is a subcomplex because 〈g〉
acts without inversion.

Lemma 3.10. — Suppose g ∈ G is hyperbolic. Then there is a 〈g〉–
invariant subcomplex M ess

g ⊆ Xess
g such that Mg = M ess

g ×Xfix
g under the

identification of Xg with Xess
g ×Xell

g .

The subcomplex M ess
g is called the essential minimal set for g.

Proof. — If x is a vertex of Mg then no half-space of Tg separates x
from gx, since x and gx are on a combinatorial axis. Thus the principal
ultrafilters at x and at gx agree on half-spaces in Tg. That is, g fixes the
second coordinate of x in Xess

g ×Xell
g . Therefore Mg ⊆ Xess

g ×Xfix
g .

Let M ess
g be the projection of Mg onto the first factor of Xess

g × Xell
g ,

so Mg ⊆ M ess
g ×Xfix

g . Since 〈g〉 acts trivially on Xfix
g , any two vertices of

M ess
g × Xfix

g with the same first coordinate are moved the same distance
by g. It follows that every vertex of M ess

g ×Xfix
g is moved distance `g, and

hence is in Mg. Since Mg is the full subcomplex spanned by its vertices, we
have Mg = M ess

g ×Xfix
g . Further, 〈g〉–invariance of M ess

g is clear, because
both Mg and its product structure are 〈g〉–invariant. �

Lemma 3.11. — Suppose g ∈ G is hyperbolic. Let e be an edge of Mg

which projects to an edge in the factor M ess
g . Then e is on a combinatorial

axis of g.

ANNALES DE L’INSTITUT FOURIER



EFFECTIVE QUASIMORPHISMS ON RAAGS 1591

Proof. — We prove the contrapositive. Let e = (x, y) where x and y

are vertices of Mg. If e is not on any combinatorial axis, then y is not
on any geodesic from x to gx, so y 6= m(x, y, gx). There must be a half-
space containing y but not x or gx. The half-space H dual to e is the only
possibility, since [x, y] = {H}.
Similarly, x is not on any geodesic from y to gy, so there must be a half-

space containing x but not y or gy. This can only be H, since [y, x] = {H}.
Thus ∂H separates gx from gy, and hence is dual to ge; therefore g∂H =

∂H. Since g is not an inversion, we have that gH = H. Thus H 6∈ Ag and
e does not project to an edge in M ess

g . �

Relationship between Xess
g and Mess

g

The convex hull ofM ess
g ⊆ Xess

g is Xess
g . To see this, note that every edge

of M ess
g is dual to a half-space of Xess

g , by Lemma 3.11; and conversely,
every half-space in A+

g is dual to an edge in an axis, and hence to an edge
in M ess

g . Hence no half-space of Xess
g contains M ess

g , and therefore C(M ess
g )

is the intersection of the empty set of half-spaces of Xess
g .

In this section, we will establish the basic structure of M ess
g and address

when M ess
g and Xess

g are the same.

Definition 3.12. — Let C be any cube in Xess
g and let A be the set

of elements in A+
g dual to the edges of C. Let x, y be the two vertices of

C such that A = [x, y]. We will call x the minimal vertex of C and y the
maximal vertex of C.

Lemma 3.13. — Let C × {v} be a cube in M ess
g × {v} ⊆ M ess

g × Xfix
g

with minimal and maximal vertices x and y. Then [x, y] ⊆ [x, gx]. Thus,
y lies on some combinatorial axis of g containing x. This axis lies inside
M ess
g × {v}.

Proof. — Let e = (x, z) be any oriented edge in C × {v} with initial
vertex x, and let H ∈ [x, y] be the half-space dual to e. Since C ⊂ M ess

g ,
the edge e lies on a combinatorial axis of g. In particular, the vertex z lies
on a geodesic edge path from x to gx. Since this geodesic can cross ∂H only
once, gx ∈ H. In other words, H ∈ [x, gx]. This is true for every H ∈ [x, y],
so [x, y] ⊆ [x, gx]. For the last conclusion, let α be the concatenation of
geodesic edge paths from x to y and from y to gx. Then α does not cross
any hyperplane twice, since such a hyperplane would separate y from x

and gx. The concatenation of α and its g–translates is a combinatorial axis
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containing x and y. The axis lies in M ess
g × {v} by 〈g〉–invariance of the

product decomposition M ess
g ×Xfix

g . �

We now show that M ess
g is always finite-dimensional.

Lemma 3.14. — Suppose g ∈ G is hyperbolic. Then M ess
g is finite-

dimensional, with dimension bounded by the translation distance `g of g.

Proof. — Recall that the distance d(x, y) between two vertices is the
same as the cardinality of [x, y]. Thus, for any x ∈ M ess

g , the cardinality
of [x, gx] is the same as the translation distance `g. Let C be any cube
in M ess

g , let v be any vertex of Xfix
g , and let x and y be the minimal and

maximal vertices of C×{v} inM ess
g ×Xfix

g . The dimension of C is the same
as the cardinality of [x, y]. By Lemma 3.13, we always have [x, y] ⊆ [x, gx],
so the dimension of C is bounded by `g. This is true for all C in M ess

g ,
whence the result. �

Our goal now is to relateM ess
g and Xess

g . It turns out that Xess
g may have

infinite dimension. An easy example showing that M ess
g and Xess

g can have
different dimensions is the glide reflection in R2 defined by

g(x, y) = (y + 1, x).

Then g has translation length 1, so M ess
g is 1–dimensional by Lemma 3.14,

but Xess
g = R2. See Figure 3.1.

Figure 3.1. A glide reflection g with a unique combinatorial axis. We
have dim(M ess

g ) = 1 and dim(Xess
g ) = 2.

This example can be promoted to one in which Xess
g has infinite di-

mension. Consider RZ with its standard integer cubing. Fix the origin
o = (0, 0, . . . ) and consider the subcomplex X ⊂ RZ generated by the
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vertices in RZ having at most finitely many non-zero coordinates. Then X
is an infinite-dimensional CAT(0) cube complex. Given x ∈ X, let xi de-
note its i–th coordinate. Let g : X → X be defined by g(x)0 = x1 + 1 and
g(x)j = xj+1 for all other j. Again, g has translation length 1, and M ess

g

is 1–dimensional, consisting of a single combinatorial axis with vertices
{gn(o)}.

Letting H = [o, go], the set of half-spaces {H, gH, . . . , gd−1H} are pair-
wise transverse, and the d–dimensional cube C they cross in is contained in
M ess
gd . In particular, since `gd = d, we see that M ess

gd has dimension exactly
d. Now Xess

g is infinite-dimensional, sinceM ess
gd ⊂ Xess

gd = Xess
g for all d > 0.

Note that in this example, g has a combinatorial axis in X, but it has no
CAT(0) axis; see [4, Example II.8.28].
The above discussion leads to the next definition.

Definition 3.15. — If g ∈ G is hyperbolic, we say that 〈g〉 acts non-
transversely on Xess

g if, for every H ∈ Ag, H and gH are not transverse in
Xess
g . Note that this occurs if and only if H and gH are not transverse in

X, by Lemma 3.8.

Note that while the inclusion M ess
g ↪→ Xess

g induces a bijection on their
sets of half-spaces, the partial orderings induced by inclusion on these two
sets may be very different; equality holds if and only if M ess

g = Xess
g . In the

following, we will establish some criteria for a square in Xess
g to not be in

M ess
g .

Lemma 3.16. — Suppose g ∈ G is hyperbolic. Then:
(1) If H and gH are transverse in Xess

g , then any square in which they
cross cannot be contained in M ess

g .
(2) Let e and e′ be edges in M ess

g with dual half-spaces H,H ′ ∈ A+
g .

If e and e′ bound a square in Xess
g which is not contained in M ess

g ,
then either gH = H ′ or gH ′ = H.

Proof. — Let S be a square in Xess
g in which H and gH cross. Let x be

the minimal vertex of S. If S lies in M ess
g , then by Lemma 3.13, H and gH

are in [x, gx], which is a contradiction. This shows (1).
For (2), let S be the square in Xess

g bounded by e and e′. Let x and y be
respectively the minimal and maximal vertices of S. Let z be the vertex at
which e and e′ are incident. We claim that z is distinct from x and y. Since
the union of e and e′ contains three corners of S, exactly one corner of S, the
one opposite z, is not contained inM ess

g . If z = x, then y must be the corner
not in M ess

g . But in this case, both half-spaces H and H ′ are contained in
[x, gx], by Lemma 3.11, so y = m(x, y, gx). This means that y lies on a
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combinatorial axis for g, so y is inM ess
g , a contradiction. Similarly, if z = y,

then x = m(g−1y, x, y), so x ∈ M ess
g , again a contradiction. Therefore

x, y, and z are distinct and lie in M ess
g . Now, without loss of generality,

assume that [x, z] = H and [z, y] = H ′. Note that z = m(x, z, gx) and
y = m(z, y, gz). Since S is not contained in M ess

g , H ′ /∈ [x, gx]. On the
other hand, H ′ ∈ [z, gz]. Since [z, gz] = [z, gx] ∪ [gx, gz], we must have
H ′ = [gx, gz] = gH. �

Proposition 3.17. — Suppose g ∈ G is hyperbolic. Then M ess
g = Xess

g

if and only if 〈g〉 acts non-transversely on Xess
g .

Proof. — If H t gH for some H ∈ A+
g , then, by Lemma 3.16(1), any

square in Xess
g in which they cross cannot lie in M ess

g . Therefore, M ess
g =

Xess
g implies that 〈g〉 acts non-transversely on Xess

g .
Now suppose 〈g〉 acts non-transversely on Xess

g . We claim that for any
edge e = (x, y) in Xess

g , if x ∈ M ess
g then y ∈ M ess

g . To see this, let H =
[x, y]. Replacing g by g−1 if necessary, we may assume that H ∈ A+

g .
If y /∈ M ess

g , then y 6= m(x, y, gx). In particular, H /∈ [x, gx]. But H
must be contained in [gnx, gn+1x] for some n ∈ Z, and for this n we have
g−nH ∈ [x, gx]. Note that n > 0, since x 6∈ H. Because 〈g〉 acts non-
transversely, g−nH and H cannot be transverse, and so g−nH ⊃ H. Since
x /∈ g−nH and H is the only half space separating x and y, we must have
y /∈ g−nH. But this contradicts the fact that y ∈ H. This finishes the proof
of the claim.
To finish the argument, it suffices to observe that the 1–skeleton of Xess

g

is connected, and therefore every vertex of Xess
g is in M ess

g . �

Remark 3.18. — If 〈g〉 acts non-transversely on Xess
g , then M ess

gn = M ess
g

for all n > 1, because Xess
gn = Xess

g . The latter equality holds because any
axis for g is an axis for gn, and therefore Agn = Ag.

Corollary 3.19. — Suppose g ∈ G is hyperbolic. The following state-
ments are equivalent.

(1) There is an integer k > 0 such that 〈gk〉 acts non-transversely on
Xess
g .

(2) Xess
g = M ess

gk for some k > 0.
(3) Xess

g is finite-dimensional.

Proof. — First we show that (1) =⇒ (2). Suppose that gk acts non-
transversely on Xess

g . Since Xess
g = Xess

gk , gk also acts non-transversely on
Xess
gk . By Proposition 3.17, M ess

gk = Xess
gk .

The implication (2) =⇒ (3) follows from Lemma 3.14.
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Now we show that (3) =⇒ (1). Suppose Xess
g has dimension d. For every

H ∈ A+
g , we claim that H ⊃ gnH for some n satisfying 0 < n 6 d. Since

Xess
g has dimension d, the half-spaces

H, gH, g2H, . . . , gdH

cannot all be pairwise transverse. Thus there exist i, j with 0 6 i < j 6 d

such that giH ⊃ gjH, or equivalently, H ⊃ gj−iH. Finally, taking k = d!,
we have that n | k whenever 0 < n 6 d, and therefore H ⊃ gkH for all
H ∈ A+

g . Thus 〈gk〉 acts non-transversely on Xess
g . �

Even thoughM ess
g is not always a convex subspace of X, it is still always

CAT(0), which we show next. The proof will make use of Lemma 3.16(2).

Proposition 3.20. — Suppose g ∈ G is hyperbolic. Then the cube
complex M ess

g is CAT(0).

Proof. — Denote by H the set of half-spaces Ag with partial order in-
duced by M ess

g . That is: H,H ′ ∈ H are incomparable (or transverse) if
and only if there is a square in M ess

g in which they cross, and H > H ′

if and only if H ∩M ess
g ⊇ H ′ ∩M ess

g . Apply the Sageev construction to
H to obtain a CAT(0) cube complex X(H ). There is a natural injective
map f : M ess

g → X(H ) defined by sending every vertex in M ess
g to its

associated principal ultrafilter on H . This map identifies H with the set
of half-spaces of X(H ). Let Y be the image of M ess

g . We now proceed to
show that Y = X(H ), which will imply that M ess

g is CAT(0).
We claim that for any edge e = (y, y′) in X(H ), if y ∈ Y then y′ ∈ Y .

The result follows, since the 1–skeleton of X(H ) is connected. To prove
the claim, let H ∈ H be the half-space dual to e. Replacing g by g−1

if necessary, we may assume that H ∈ H +. Let x ∈ M ess
g be such that

f(x) = y. Since H must appear in every axis of g passing through x and
x /∈ H, there exists a geodesic path x = x0, . . . , xn+1 = x′ in M ess

g such
that H = [xn, xn+1]. If n = 0, then f(x1) = y′ and we are done. Now
suppose that n > 0. Let Hi = [xi, xi+1] for each i. If Hi ⊃ H for some
i < n, then since x /∈ Hi, f(x) = y /∈ Hi. But y′ ∈ H, and hence y′ ∈ Hi,
but this is impossible as y and y′ are separated by exactly one half-space
H. Thus Hi t H for i = 0, . . . , n− 1. We claim now that for each i, there
is a square Si in which Hi and H cross, and xi is the minimal vertex of
Si. Let ei = (xi, xi+1) for each i. By assumption, en−1 and en are dual to
two transverse half-space Hn−1 and Hn. If they do not bound a square in
M ess
g , then by Lemma 3.16, gHn−1 = Hn and there is no square in M ess

g

in which Hn−1 and Hn can cross. This contradicts that Hn−1 and Hn are
transverse in M ess

g , so en−1 and en must bound a square Sn−1 in M ess
g .

TOME 69 (2019), FASCICULE 4



1596 Talia FERNÓS, Max FORESTER & Jing TAO

By the same reasoning, the edge e′ parallel to en in Sn−1 and en−2 bound
Sn−2, in which xn−2 is the minimal vertex. Repeating in this way, we find
the square S0, with minimal vertex x0 and in which H0 and H cross. In S0
there is an edge (x0, v) dual to H, and f(v) = y′. �

The following proposition will be used in the next section.

Proposition 3.21. — Suppose g ∈ G is hyperbolic, and that 〈g〉 acts
non-transversely on Xess

g . Let C be a cube in Xess
g of maximal dimension,

A the set of half-spaces in A+
g dual to C, and o the minimal vertex of C.

Then the following statements hold.

(1) For every pair of half-spacesH,H ′ ∈A, eitherH t gH ′ orH ⊃ gH ′.
(2) K ∈ [o, go] if and only if there exist H,H ′ ∈ A such that H ⊇ K ⊃

gH ′.
(3) For every K ∈ A+

g , there exist r, s ∈ Z and H,H ′ ∈ A such that
grH ⊃ K ⊃ gsH ′.

Proof. — Since Xess
g = M ess

g (by Proposition 3.17), there is an axis L for
g containing o. It follows that o 6∈ gH ′, because o 6∈ H ′ (the unique edge
e in L dual to H ′ separates o from ge). Let o+ be the maximal vertex of
C. By Lemma 3.13, o+ is on a geodesic from o to go. Suppose H and gH ′
are not transverse. Then o+ /∈ gH ′, because all half-spaces in [o, o+] are
transverse. Now o+ ∈ H − gH ′, showing that H 6⊂ gH ′. Thus H ⊃ gH ′

and (1) holds.
For statement (2), note that A ⊆ [o, go], again by Lemma 3.13. If H ⊇

K ⊃ gH ′ for some H,H ′ ∈ A, then o /∈ K and go ∈ K, and therefore
K ∈ [o, go]. On the other hand, both C and gC have maximal dimension,
so for every K ∈ [o, go], there exist H,H ′ ∈ A such that H and gH ′ are
comparable (or equal) to K. Because A ⊂ [o, go] and gA ∩ [o, go] = ∅, we
must have H ⊇ K ⊃ gH ′.

Finally, for (3), we observe that

A+
g =

⋃
n∈Z

[gno, gn+1o].

Suppose K ∈ [gno, gn+1o]. Applying (2) to g−nK, there exist H,H ′ ∈ A
such that gnH ⊇ K ⊃ gn+1H ′. Since 〈g〉 acts non-transversely, we also
have gn−1H ⊃ gnH. The conclusion follows. �
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4. Non-transverse actions and efficient quasimorphisms

Here we give a general construction of a large family of quasimorphisms
on groups acting on CAT(0) cube complexes. For the construction to suc-
ceed (i.e. to achieve bounded defect) we require one assumption.

Definition 4.1. — Let X be a CAT(0) cube complex with an action by
G. The action is non-transverse if it is without inversion and also satisfies:
there do not exist H ∈H (X), g ∈ G with H t gH.

This definition agrees with the earlier Definition 3.15 in the case of 〈g〉
acting on Xess

g . First, such an action is always without inversion. Also, if
H ∈ Ag and H and gH are not transverse, then H and gH are nested by
Remark 3.1; hence H and gkH are not transverse for any k.

Let X be a CAT(0) cube complex with a non-transverse action by G. Let
γ be a segment in X, and consider the set Gγ = {gγ : g ∈ G}; elements of
this set are called copies of γ. Define the map cγ : X2 → Z which assigns
to each pair (x, y) the maximal cardinality of a pairwise non-overlapping
collection of copies of γ in [x, y].

Define

(4.1) ωγ(x, y) = cγ(x, y)− cγ(x, y).

Observe that ωγ(y, x) = −ωγ(x, y) and ωγ(gx, gy) = ωγ(x, y) for all g ∈ G.

Lemma 4.2. — If the action is non-transverse, then for all x, y, z ∈ X
with y = m(x, y, z), there is a bound

|ωγ(x, z)− ωγ(x, y)− ωγ(y, z)| 6 2.

Proof. — By definition,

|ωγ(x, z)− ωγ(x, y)− ωγ(y, z)|

=
∣∣∣(cγ(x, z)− cγ(x, y)− cγ(y, z)

)
−
(
cγ(x, z)− cγ(x, y)− cγ(y, z)

)∣∣∣ .
It will suffice to show that

cγ(x, z) 6 cγ(x, y) + cγ(y, z) + 1(4.2)

and

cγ(x, y) + cγ(y, z) 6 cγ(x, z) + 1,(4.3)

together with analogous statements for γ.
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Let {g1γ, . . . , gnγ} be a collection of non-overlapping copies of γ in [x, z]
of cardinality n = cγ(x, z). By Lemma 2.5 these copies are pairwise nested,
and hence up to re-indexing we can assume that

(4.4) g1γ > · · · > gnγ.

If gkγ 6∈ [x, y] ∪ [y, z] for some k, then y separates two half-spaces in gkγ.
It follows from (4.4) that giγ ⊆ [x, y] for every i < k and giγ ⊆ [y, z] for
every i > k. Thus cγ(x, y) + cγ(y, z) > n− 1, proving (4.2).
Now let k = cγ(x, y) and ` = cγ(y, z). Let A = {g1γ, . . . , gkγ} be a non-

overlapping collection of copies of γ in [x, y] and B = {gk+1γ, . . . , gk+`γ} a
non-overlapping collection of copies in [y, z]. As above, by Lemma 2.5, we
may re-index A and B to arrange that

g1γ > · · · > gkγ and gk+1γ > · · · > gk+`γ.

We claim that giγ and gjγ (with i < j) cannot overlap unless i = k and
j = k+1. Discarding gkγ, then obtain a non-overlapping collection in [x, z]
of cardinality k + `− 1, proving (4.3).

To prove the claim, suppose that giγ ∈ A and gjγ ∈ B overlap. Then
there are half-spaces H,H ′ ∈ γ such that giH t gjH

′ in X. If i < k

then gkH
′ t gjH ′, because giH ⊃ gkH

′ and y ∈ gkH ′ − gjH ′. However,
this contradicts the assumption of a non-transverse action. Hence i = k.
Similarly, if j > k + 1 then giH t gk+1H because gk+1H ⊃ gjH

′ and
y ∈ giH − gk+1H. Again, this contradicts non-transversality of the action,
and therefore j = k+ 1. This proves the claim, and equation (4.3). Finally,
note that the analogues of (4.2) and (4.3) for γ are entirely similar. �

Next define δωγ(x, y, z) = ωγ(x, y) + ωγ(y, z) + ωγ(z, x).

Lemma 4.3. — If the action is non-transverse, then for all x, y, z ∈ X
there is a bound |δωγ(x, y, z)| 6 6.

Proof. — Let m = m(x, y, z). By the previous lemma,

|ωγ(a, b)− ωγ(a,m)− ωγ(m, b)| 6 2,
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where a, b ∈ {x, y, z} are distinct. Then

|δωγ(x, y, z)| = |ωγ(x, y) + ωγ(y, z) + ωγ(z, x)
+ ωγ(x,m)− ωγ(x,m) + ωγ(y,m)
− ωγ(y,m) + ωγ(z,m)− ωγ(z,m)|

6 |ωγ(x, y)− ωγ(x,m)− ωγ(m, y)|
+ |ωγ(y, z)− ωγ(y,m)− ωγ(m, z)|
+ |ωγ(z, x)− ωγ(z,m)− ωγ(m,x)|
6 6. �

At this point we are ready to define quasimorphisms associated to γ. We
will define two functions, ψγ and ϕγ , which produce the same homogeneous
quasimorphism ψ̂γ = ϕ̂γ . The second function ϕγ has the definition we want
to use, but ψγ is needed to establish the bound on defect.
Fix a base vertex xO ∈ X and define ψγ : G→ R by

(4.5) ψγ(g) = ωγ(xO, gxO).

Next, for each g ∈ G choose a vertex xg ∈ Xg. Define ϕγ : G→ R by

(4.6) ϕγ(g) = ωγ(xg, gxg).

Lemma 4.4. — If the action is non-transverse, then ψγ is a quasimor-
phism of defect at most 6.

Proof. — For any g1, g2 ∈ G we have

|ψγ(g1g2)− ψγ(g1)− ψγ(g2)|
= |ωγ(xO, g1g2xO)− ωγ(xO, g1xO)− ωγ(xO, g2xO)|
= |ωγ(xO, g1g2xO) + ωγ(g1xO, xO) + ωγ(g2xO, xO)|
= |ωγ(xO, g1g2xO) + ωγ(g1xO, xO) + ωγ(g1g2xO, g1xO)|
= |δωγ(xO, g1g2xO, g1xO)|
6 6,

by Lemma 4.3. �

Lemma 4.5. — If the action is non-transverse, then ψγ−ϕγ is uniformly
bounded. Hence ϕγ is a quasimorphism, ϕ̂γ = ψ̂γ , and ϕ̂γ has defect at
most 12.
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Proof. — For any g ∈ G we have

|ψγ(g)− ϕγ(g)|
= |ωγ(xO, gxO)− ωγ(xg, gxg) + ωγ(gxO, xg)− ωγ(gxO, xg)|
= |ωγ(xO, gxO) + ωγ(gxO, xg)− (ωγ(gxO, xg) + ωγ(xg, gxg))

+ ωγ(xg, xO)− ωγ(xg, xO)|
6 |ωγ(xO, gxO) + ωγ(gxO, xg) + ωγ(xg, xO)|

+ |ωγ(gxO, xg) + ωγ(xg, gxg) + ωγ(xg, xO)|
= |δωγ(xO, gxO, xg)|+ |δωγ(gxO, xg, gxg)|
6 12,

by Lemma 4.3. This shows that ψγ − ϕγ is uniformly bounded. The other
conclusions follow immediately from Lemma 2.2 and Lemma 2.1. �

Note that the equality ϕ̂γ = ψ̂γ also implies that this quasimorphism is
independent of the choices of basepoints used to define ϕγ and ψγ .

Remark 4.6. — The bounds in the preceding lemmas can be improved
by a factor of 2 in the special case where X is a 1–dimensional CAT(0)
cube complex (that is, a simplicial tree). In this case, half-spaces are never
transverse, so two segments overlap if and only if they have non-empty
intersection. We obtain an improvement in equation (4.3), which becomes
instead

(4.3′) cγ(x, y) + cγ(y, z) 6 cγ(x, z)

since there is no need to discard gkγ from the collection of segments in
[x, z]. This leads to the bounds

|ωγ(x, z)− ωγ(x, y)− ωγ(y, z)| 6 1

in Lemma 4.2, |δωγ(x, y, z)| 6 3 in Lemma 4.3, and a defect of at most 6
in Lemma 4.5. Thus we have a new proof of Theorem 6.6 of [12], which is
the statement that these quasimorphisms have defect at most 6.
At this point, one could enhance Theorem A to say that scl(g) > 1/12

when X is a tree, but this already follows from Theorem 6.9 of [12].

Bounded cohomology of right-angled Artin groups

Recall that for any group G, we denote by Q̃H(G) the space of homoge-
neous quasimorphisms on G, modulo homomorphisms. It is a subspace of
the second bounded cohomology H2

b (G;R).
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If G is a non-abelian right-angled Artin group, then there is a retraction
onto a non-abelian free subgroup H, which induces injections H2

b (H;R) ↪→
H2
b (G;R) and Q̃H(H) ↪→ Q̃H(G). Therefore the spaces H2

b (G;R) and
Q̃H(G) are infinite-dimensional (we thank the referee for suggesting this
viewpoint). The next result provides another way of seeing this, using the
quasimorphisms ϕ̂γ . We note that the quasimorphisms obtained below ap-
pear to be quite different from those arising via the retraction to H, even
though their restrictions to H agree.

Proposition 4.7. — Let G = AΓ be a non-abelian right-angled Artin
group, and X the natural cube complex on which G acts. Then there is
an infinite family {γi} of segments in H (X) such that the homogeneous
quasimorphisms {ϕ̂γi

} are linearly independent in Q̃H(G).

Proof. — Let a, b be standard generators of G which generate a free sub-
group H < G. We shall show that every “non-overlapping” Brooks quasi-
morphism on H is the restriction of a quasimorphism ϕ̂γ for some γ. By [22,
Proposition 5.1] there is an infinite linearly independent family of Brooks
quasimorphisms in Q̃H(H), and their extensions will be independent in
Q̃H(G).

If w is a reduced word in a, b, the non-overlapping Brooks quasimor-
phism B̂w : 〈a, b〉 → R is the homogenization of the quasimorphism Bw =
Cw − Cw, where Cw(g) is the maximal number of disjoint subwords of g
(considered as a reduced word) which equal w. In the 1–skeleton of X there
is an edge path labeled by the word w, starting at a vertex x and ending at
y. Because a and b do not commute, no two half-spaces dual to this segment
can cross. Thus [x, y] is a segment, which we denote by γ(w). Modulo the
G–action on X, γ(w) is uniquely determined by w.
We claim that Bw(g) = ϕγ(w)(g) for every g ∈ H, and therefore B̂w

is the restriction of ϕ̂γ(w) to H. If an element g ∈ H is considered as a
reduced word, it has a combinatorial axis in X which is labeled by g∞.
The half-spaces dual to this axis never cross, and so the partial ordering
on A+

g is a linear ordering. Thus Xess
g is one-dimensional and the axis is an

embedded copy of Xess
g in Xg ⊂ X. Let xg be a vertex on this axis at the

beginning of the word g; this is the basepoint for the definition of ϕγ(w)(g).
Now segments in [xg, gxg] correspond bijectively with subwords of g via
the labelling, and so Bw(g) = ϕγ(w)(g). �
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5. Dilworth’s theorem and equivariant embeddings

Let P be a partially ordered set. A chain in P is a subset that is linearly
ordered. A chain is maximal if it is not properly contained in another chain.
An antichain in P is a subset such that no two elements are comparable
to each other. The width of P is the maximal cardinality of an antichain
(which may be ∞).

Lemma 5.1 (Dilworth’s theorem). — Let P be a partially ordered set. If
P has width d <∞ then there is a partition of P into d chains. Furthermore,
there is such a partition such that one of the chains is maximal.

This first conclusion is the traditional statement of the theorem. The
second claim can be proved using Hausdorff’s maximal principle.

The partition of P into chains provided by the theorem will be called a
Dilworth partition.

Definition 5.2. — Let P be a partially ordered set that admits an
order-preserving free action by an infinite cyclic group 〈g〉. Let A be an
antichain in P . We say A is 〈g〉–descending if ga 6> a′ for all a, a′ ∈ A. We
say that A spans P if for each p ∈ P there exist a, a′ ∈ A and r, s ∈ Z such
that gra > p > gsa′.

We further define the subsets

[A, gA] = {p ∈ P : x > p > y for some x, y ∈ (A ∪ gA)},

which equals

{p ∈ P : x > p > y for some x ∈ A, y ∈ gA}

if A is 〈g〉–descending, and

[A, gA) = [A, gA]− gA, (A, gA] = [A, gA]−A.

Lemma 5.3 (Equivariant Dilworth theorem). — Let P be a partially
ordered set of width d < ∞ with an order-preserving free action by an
infinite cyclic group 〈g〉. Suppose further that there is an antichain A of
cardinality d that is both 〈g〉–descending and spans P . Then there is a
〈g〉–invariant partition of P into d chains whose intersection with [A, gA]
is a Dilworth partition which includes a maximal chain in [A, gA].

Proof. — Apply Lemma 5.1 to the partially ordered set [A, gA] to obtain
a partition by chains [A, gA] = Q1 ∪ · · · ∪Qd, with Q1 maximal in [A, gA].
Each Qi contains exactly one element of A and one of gA, since these
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are antichains of cardinality d. We claim that these are the maximal and
minimal elements, respectively, of Qi.
Suppose the unique element a of A ∩Qi is not maximal in Qi. If p ∈ Qi

satisfies p > a then, since p ∈ (A, gA], we must have x > p for some
x ∈ A. Then x > p > a, contradicting that A is an antichain. By a similar
argument, the unique element of gA ∩Qi is minimal in Qi.

Now label the elements of A and define a permutation σ as follows: ai
is the maximal element of Qi and gaσ(i) is the minimal element of Qi, for
i = 1, . . . , d. Define the sets

Pi =
⋃
k∈Z

gkQσk(i)

for each i. Note that for each k, the element gkaσk(i) is both the minimum
of gk−1Qσk−1(i) and the maximum of gkQσk(i). Hence Pi is a chain, being
a concatenation of chains. Since 〈g〉 acts freely on P , the chains Pi are
disjoint. Their union is the set

⋃
k∈Z g

k[A, gA]. It is immediate that gPσ(i) =
Pi, so the partition of

⋃
k∈Z g

k[A, gA] by the chains Pi is preserved by g.
It remains to show that this set is all of P .
Given p ∈ P , let a, a′, r, s be given such that gra > p > gsa′. First

we claim that s > r. If not, then r > s. Writing a = ai we have grai <
gr−1aσ−1(i) < · · · < gsaσs−r(i), whence gsa′ < gsaσs−r(i), a contradiction
since gsA is an antichain.
Next we show that p ∈

⋃
k∈Z g

k[A, gA], by induction on s − r. Clearly
we may assume that p 6∈

⋃
k∈Z g

kA. If s − r = 1 then we already have
p ∈ gr[A, gA]. If s − r > 1 then consider the (maximal) antichain gr+1A.
It contains an element gr+1a′′ which is comparable to p, by maximality.
Then either gra > p > gr+1a′′ or gr+1a′′ > p > gsa′, and in either case the
induction hypothesis yields the conclusion that p ∈

⋃
k∈Z g

k[A, gA]. �

Equivariant Euclidean embeddings

Let Rd be equipped with its standard integer cubing. Given a coordinate
i and an integer n, we define:

Hi
n = {(x1, . . . , xd) ∈ Rd : xi > n+ 1/2}.

Note that Hi
n and Hj

m are transverse in Rd if and only if i 6= j. We also
define H i = {Hi

n : n ∈ Z}, and set

H +(Rd) = H 1 t · · · tH d.
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The set of half-spaces of Rd is H (Rd) = H +(Rd) t H −(Rd), where
H −(Rd) = {H : H ∈H +(Rd)}.

Proposition 5.4. — Let g ∈ G be hyperbolic and suppose 〈g〉 acts non-
transversely on Xess

g . Let C be a cube in Xess
g of dimension d = dim(Xess

g )
and let A be the set of elements of A+

g dual to the edges of C. Then
there exist a 〈g〉–action on Rd and a 〈g〉–equivariant isometric embedding
φ : Xess

g ↪→ Rd satisfying the following properties:
(1) φ(C) = [0, 1]d ⊂ Rd.
(2) The induced map φ∗ : Ag →H (Rd) is a bijection, with φ∗(A+

g ) =
H +(Rd).

(3) The set [A, gA] ∩ φ−1
∗ (H 1) is tightly nested in Xess

g .
(4) [A, gA) = [o, go], where o is the minimal vertex of C.

By property (2), we can henceforth identify elements ofA+
g with their cor-

responding half-spaces in H +(Rd) and we shall denote the corresponding
decomposition as A+

g = H 1t· · ·tH d. By property (3), every subsegment
of [A, gA]∩H 1 is tightly nested in A+

g . We will call γ = [A, gA)∩H 1 the
taut segment of the embedding; [A, gA] ∩H 1 the extended taut segment;
and the map φ a taut 〈g〉–equivariant embedding of Xess

g into Rd.
Proof of Proposition 5.4. — Let P = A+

g be partially ordered by inclu-
sion; note that this partial ordering is preserved by 〈g〉. It has width d since
Xess
g has dimension d, and A is an antichain of cardinality d. By Proposi-

tion 3.21(1), A is 〈g〉–descending. By Proposition 3.21(3), A spans P . We
also have that [A, gA) = [o, go], by Proposition 3.21(2), and therefore (4)
holds.
Now apply Lemma 5.3 to P to obtain a 〈g〉–invariant partition of P

into d chains P1, . . . , Pd. Without loss of generality, we may assume that
P1 ∩ [A, gA] is a maximal chain in [A, gA]. Note that each chain Pi is
bi-infinite, since 〈g〉 acts freely on it.

For each i, let Ki be the unique element of Pi ∩ A. There is an order-
preserving bijection Pi →H i induced by sending Ki to Hi

0. The resulting
bijection A+

g → H +(Rd) extends to a bijection φ∗ : Ag → H (Rd) in an
obvious way.
We now define an isometric embedding φ : Xess

g ↪→ Rd whose induced
map on half-spaces is φ∗. For any x ∈ Rd, denote by xi its i–th coordinate.
Let v ∈ Xess

g be any vertex. For each i, let K ∈ Pi be the largest element
such that v /∈ K. Define φ(x)i = n, where φ∗(K) = Hi

n. This defines an
embedding of the vertices of Xess

g into Rd. Two vertices v and w in Xess
g

bound an oriented edge (v, w) dual toK ∈ Pi if and only if φ(w)i = φ(v)i+1
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and φ(w)j = φ(v)j for all j 6= i. Therefore φ extends to an embedding of
the 1–skeleton of Xess

g , and hence extends to all of Xess
g . It is immediate

that φ induces the same map on half-spaces as φ∗, so property (2) holds.
By construction, o is mapped to the origin and the vertex of C opposite o
is mapped to (1, . . . , 1), so (1) holds.
By 〈g〉–invariance of the partition, there is a permutation σ such that

gPσ(i) = Pi. For each i let ni = φ(g(o))i. That is, ni is the shift given by
the bijection g : Pσ(i) → Pi, relative to the basepoints Kσ(i) and Ki. Then,
for every vertex v ∈ Xess

g , we have

φ(g(v))i = φ(v)σ(i) + ni.

This allows us to define an action of 〈g〉 on Rd: for every x ∈ Rd let
g(x)i = xσ(i) + ni. By construction, φ is 〈g〉–equivariant.
For property (3), note that [A, gA] ∩ φ−1

∗ (H 1) = P1 ∩ [A, gA]. Suppose
K ′ ⊃ K ⊃ K ′′ for some K ∈ A+

g and K ′,K ′′ ∈ P1 ∩ [A, gA]. There is
a unique i ∈ Z such that K ∈ [giA, gi+1A). If i < 0, then K ⊃ H for
some H ∈ A, which contradicts K ′ ⊃ K. If i > 0, then gH ⊃ K for some
H ∈ A. But gH ⊃ K contradicts K ⊃ K ′′, so K ∈ [A, gA]. By maximality,
K ∈ P1 ∩ [A, gA]. This shows that P1 ∩ [A, gA] is tightly nested. �

An example

Let AΓ be the right-angled Artin group with Γ the pentagon graph:

AΓ = 〈a, b, c, d, e | [a, b] = [b, c] = [c, d] = [d, e] = [e, a] = 1〉.

The element g = abcde is hyperbolic, and part of its essential characteristic
setXess

g is shown in Figure 5.1. The figure also demonstrates the equivariant
embedding Xess

g ↪→ R2. The action of g on R2 (extending the natural
action on Xess

g ) is by a glide reflection whose axis is a diagonal line through
the center of the figure. The AΓ–invariant labeling of the edges of Xess

g

by generators of AΓ is also shown. For this particular choice of g, the
essential characteristic set has the property that the equivariant embedding
Xess
g ↪→ R2 is unique, up to a change of coordinates in R2 by a cubical

automorphism. The action on R2 is always by a glide reflection, for this
g. Other elements have characteristic sets that may embed in more than
one way, with g acting on R2 either as a translation or a glide reflection
(depending on the embedding).
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Figure 5.1. The subcomplex Xess
g embedded in R2 for the element

g = abcde in the pentagon RAAG. The extended action of g on R2 is
by a glide reflection. The three blue half-spaces (with labels a, c, e)
are taken to the three red half-spaces.

The staircase

Our goal in the rest of the paper will be to associate to each hyperbolic
element g a segment γ such that ϕ̂γ(g) > 1. Bavard Duality then will allow
us to conclude that scl(g) > 1/24. Here we illustrate one of the difficulties
in finding such segments.
Consider R2 with its standard integer cubing, and let X be the subcom-

plex obtained by removing all vertices (x, y) ∈ Z2 with y < x − 1 (see
Figure 5.2). We will refer to X as the staircase.

Let G = 〈g〉, where g is the restriction of the translation (x, y) 7→ (x +
2, y + 2) to X. Note that X = Xg = Xess

g . Let xg = (0, 0). Consider the
two half-spaces

H1 = {(x, y) ∈ X : y > 1/2} and H2 = {(x, y) ∈ X : x > 3/2}

shown in blue on the left hand side of Figure 5.2. The set γ = {H1, H2} is
a segment in [xg, gxg] (recall that this means γ is tightly nested). For any
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xg

g xg

g 2xg

xg

g xg

g 2xg

Figure 5.2. Some tightly nested pairs in the staircase: {H1, H2} in
blue, g{H1, H2} in red.

positive integer n, gnH1 and H2 are transverse, so γ and gnγ overlap. It
follows that cγ(gn) = 1 for all n, which means that ϕ̂γ(g) 6 0.
A better choice of segment γ ⊂ [xg, gxg] is shown on the right hand side of

Figure 5.2. The half-spaceH1 has been replaced by {(x, y) ∈ X : x > 1/2}.
In this case, γ and gγ do not overlap, and in fact cγ(gn) = n for all
positive n.
This example indicates that from the point of view of an equivariant

Euclidean embedding, one should choose a segment γ which lies in a single
coordinate direction in Rd to ensure that cγ(gn) grows linearly with n.
(Keeping cγ(gn) bounded is a much more serious hurdle to be dealt with in
Sections 8 and 9.) It is for this reason that we required one of the chains in
the Dilworth partition to be maximal in Lemma 5.3, leading to property (3)
in Proposition 5.4. This property ensures that in at least one coordinate
direction of Rd, consecutive half-spaces in Rd are tightly nested in Xess

g ,
and therefore define segments in Xess

g .

6. Quadrants

In this section we present two basic tools for working with equivariant
Euclidean embeddings: the Quadrant Lemma and the Elbow Lemma. They
are useful in determining which cubes in Rd are occupied by Xess

g . Let xi
and xj be coordinates of Rd. We will denote by pij : Rd → R2 the projection
of Rd onto the xixj–coordinate plane.
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Consider a 〈g〉–equivariant embedding Xess
g ↪→ Rd, where d = dimXess

g .
Recall that via this embedding we identify elements of A+

g with their cor-
responding half-spaces H + in H (Rd). We will generally suppress the em-
bedding itself and will treat Xess

g as a subcomplex of Rd.

Remarks 6.1.
(a). — Recall from Lemma 3.8 that if H,H ′ ∈ A+

g then H and H ′ are
transverse in X if and only if they are transverse in Xess

g . When this occurs,
they will also be transverse in Rd, but not conversely.
(b). — Expressing these two half-spaces as Hi

n and Hj
m, the subcomplex

pij(Xess
g ) of R2 contains the square [n, n+ 1]× [m,m+ 1] if and only if Hi

n

and Hj
m are transverse in Xess

g . To see this, note that the latter occurs if
and only if ∂Hi

n and ∂Hj
m cross in some square in Xess

g ⊆ Rd. If they cross
in the square S, then the image of S in R2 is a cube which is dual to both
Hi
n and Hj

m, which must be the square [n, n+ 1]× [m,m+ 1].
(c). — If H,H ′ ∈ A+

g then H and H ′ are (tightly) nested in X if and
only if they are (tightly) nested in Xess

g . If they are nested in Rd then they
are nested in Xess

g , but not conversely. There is no a priori relation between
being tightly nested in X and being tightly nested in Rd. Half-spaces H
and H ′ may be tightly nested in X and not tightly nested in Rd, and vice
versa.

Definition 6.2. — A quadrant in Rd is an open set of the form

{(x1, . . . , xd) : xi < n and xj > m}

where i 6= j and m,n ∈ Z. Often, one of the coordinates xi or xj will
be designated as the horizontal coordinate. If xi is horizontal, then the
quadrant above is called a northwest quadrant, and if xj is horizontal, it
is called a southeast quadrant.

Lemma 6.3 (Quadrant Lemma). — Let Hi
n, H

j
m ∈ H + be half-spaces

with i 6= j and suppose xi is horizontal. Then one of the following holds:

(1) Hi
n and Hj

m are transverse in Xess
g ;

(2) Hi
n ⊃ Hj

m in Xess
g and Xess

g is disjoint from the northwest quadrant
{xi < n+ 1, xj > m};

(3) Hi
n ⊂ Hj

m in Xess
g and Xess

g is disjoint from the southeast quadrant
{xi > n, xj < m+ 1}.

The quadrant in case 2 or 3 that is disjoint from Xess
g will be called the

quadrant generated by Hi
n and Hj

m.
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Put another way, if pij(Xess
g ) does not contain the square [n, n + 1] ×

[m,m + 1], then it does not meet the quadrant generated by that square;
see Figure 6.1.

Whenever H ∈ H i, K ∈ H j are nested in Xess
g with i 6= j, denote by

Q(H,K) the quadrant generated by this pair of half-spaces. By definition,
it is always disjoint from Xess

g .
Proof. — If the first alternative does not hold, then the corresponding

half-spaces in Xess
g are nested, by Remark 3.1. That is, one of Hi

n ∩Xess
g ,

Hj
m ∩Xess

g contains the other. Suppose Hi
n ∩Xess

g contains Hj
m ∩Xess

g . If a
vertex v = (v1, . . . , vd) of Xess

g satisfies vj > m+ 1 then v ∈ Hj
m ∩Xess

g , so
v ∈ Hi

n. Hence vi > n + 1, showing that v 6∈ {xi 6 n, xj > m + 1}. Thus
the second alternative holds. Similarly, if Hj

m ∩ Xess
g contains Hi

n ∩ Xess
g ,

then the third alternative holds. �

Figure 6.1. The Quadrant Lemma: if Xess
g avoids the interior of a

square, it also avoids a northwest or southeast quadrant.
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Lemma 6.4. — Suppose H ∈H i and K,K ′ ∈ A+
g −H i are such that

K,K ′ are tightly nested and the pairs H,K and H,K ′ are nested in Xess
g .

Let xi be horizontal. Then the quadrants Q(H,K) and Q(H,K ′) both face
northwest or both face southeast.

Proof. — Suppose without loss of generality that K ⊂ K ′. If Q(H,K)
faces northwest and Q(H,K ′) faces southeast, then K ⊂ H and H ⊂ K ′

by the Quadrant Lemma. Now H violates the assumption that K,K ′ are
tightly nested. If Q(H,K ′) faces northwest and Q(H,K) faces southeast,
then K ′ ⊂ H and H ⊂ K. Hence K ′ ⊂ K, a contradiction. �

Lemma 6.5 (Elbow Lemma). — Suppose Hi
n ⊂ Hj

m are tightly nested
in Xess

g where i 6= j. Then the edges {n}× [m,m+1] and [n, n+1]×{m+1}
are contained in pij(Xess

g ).

The two edges form an “elbow” at the corner of the quadrant Q(Hi
n, H

j
m)

= {xi > n, xj < m+ 1} (and Xess
g avoids this quadrant, by the Quadrant

Lemma).
Proof. — Designate xi as the horizontal coordinate. We consider the edge

{n} × [m,m+ 1] (the other case being entirely similar).
If the square [n − 1, n] × [m,m + 1] is in pij(Xess

g ), then so is the edge
{n} × [m,m + 1] and we are done. If not, then the half-spaces Hi

n−1 and
Hj
m are nested in Xess

g . We cannot have Hi
n−1 ⊂ Hj

m in Xess
g , because

Hi
n ⊂ Hi

n−1 andHi
n, H

j
m are tightly nested. Therefore,Hj

m ⊂ Hi
n−1 inXess

g .
By the Quadrant Lemma, the northwest quadrant generated by the square
[n− 1, n]× [m,m+ 1] is disjoint from pij(Xess

g ). Similarly, since Hi
n ⊂ Hj

m,
the southeast quadrant generated by the square [n, n + 1] × [m,m + 1] is
also disjoint from pij(Xess

g ). The edge {n} × [m,m + 1] now provides the
only passage across the strip R × [m,m + 1]. It must be in pij(Xess

g ), or
Xess
g could not contain an axis. �

Remark 6.6. — The Quadrant Lemma and the Elbow Lemma do not use
the fact the embedding Xess

g ↪→ Rd is equivariant. These results hold (with
Xess
g replaced with Y ) whenever Y is a convex subcomplex of a CAT(0)

cube complex X and there is a Euclidean embedding Y ↪→ Rd that induces
a bijection between H (Y ) and H (Rd).

7. RAAG-like actions on cube complexes

Recall from Section 2 that every right-angled Artin group AΓ acts on
a CAT(0) cube complex XΓ, and that the oriented edges of XΓ admit an
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AΓ–invariant labeling by the generators and their inverses. Also, there is
an induced AΓ–invariant labeling of the half-spaces of XΓ.

As noted earlier, properties of the half-space labeling lead to many useful
observations about XΓ and its AΓ–action. The definition below is based on
some of these properties of XΓ.

Definition 7.1. — Let X be a CAT(0) cube complex with an action
by G. The action is RAAG-like if it is without inversion and also satisfies:

(1) there do not exist H ∈H (X), g ∈ G with H t gH,
(2) there do not exist tightly nested H,H ′ ∈ H (X), g ∈ G with H t

gH ′,
(3) there do not existH ∈H (X), g ∈ G withH and gH tightly nested.

When the G–action on X is understood, we may simply say that X is
RAAG-like.

Remark 7.2. — If one has a G–action on X with an inversion, it is cus-
tomary to perform a cubical subdivision to obtain an action without inver-
sion. We note here that the resulting action will never be RAAG-like, since
it will violate property 7.1(3).

Lemma 7.3. — For every simplicial graph Γ, the action of AΓ on XΓ is
RAAG-like.

Proof. — We have already observed in Section 2 that AΓ acts without
inversion on XΓ. We have also observed that since boundaries of squares
in XΓ are labeled by commutators [v, w] with v 6= w, no two half-spaces in
XΓ with the same label can cross. Property (1) follows immediately.
For (2), suppose H,H ′ are tightly nested half-spaces in XΓ. Then there

is a vertex x ∈ XΓ and a pair of edges e, e′ both incident to x, such that e
is dual to H and e′ is dual to H ′ (modulo orientations). Since H and H ′ do
not cross, the edges e and e′ are not in the boundary of a common square;
hence their labels do not commute in AΓ. It follows that no two half-spaces
bearing these labels (or their inverses) can cross. In particular, H and gH ′
cannot cross for any g ∈ AΓ.
For (3), suppose H and gH are tightly nested for some H ∈ H (XΓ),

g ∈ AΓ. Switching H and H if necessary, we may assume that H ⊂ gH.
Since they are tightly nested, there is a pair of (oriented) edges e, e′ with
common initial vertex x such that e is dual to H and e′ is dual to gH. Then
e and e′ bear the same label v, since the half-space labeling is AΓ–invariant.
However, vertices in XΓ have exactly one edge incident to them with any
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given label (being lifts of the same oriented edge of K(AΓ, 1) at the same
initial vertex). This contradiction establishes property (3). �

Remark 7.4. — The properties of Definition 7.1 correspond precisely to
the defining properties of special cube complexes due to Haglund and
Wise [19], as enumerated in [26]. More specifically, if G acts freely on a
CAT(0) cube complex X, then the action is RAAG-like if and only if X/G
is special.
The properties correspond as follows. Property (1) means that immersed

hyperplanes in X/G are embedded (and hence can simply be called hyper-
planes). G acting on X without inversion means that all hyperplanes in
X/G are two-sided. Property (2) means that pairs of hyperplanes in X/G
do not inter-osculate. Property (3) means that hyperplanes in X/G do not
self-osculate.

Remark 7.5. — Note that Definition 7.1(1) in particular means that the
action of G on X is non-transverse. Therefore, for any hyperbolic element
g ∈ G, the action of 〈g〉 on Xess

g is non-transverse. Hence, by Proposi-
tion 3.17, Xess

g = M ess
g for all hyperbolic elements g ∈ G.

8. Tightly nested segments in the essential characteristic
set

In Section 6, we presented some general tools for studying equivariant
Euclidean embeddings of Xess

g . Here we develop more specialized results
to be used in proving the main theorem. Generally speaking, these results
deal with situations where there is a tightly nested segment σ ⊂ A+

g in one
coordinate direction H i, and an element f ∈ G such that fσ ⊂ A+

g .
For the rest of this section and the next section, we will assume that X

is a CAT(0) cube complex with a RAAG-like G–action.
Fix a hyperbolic element g ∈ G and apply Proposition 5.4 to obtain a

taut 〈g〉–equivariant embedding Xess
g ↪→ Rd. Recall that a cube of maximal

dimension C ⊂ Xess
g is mapped to [0, 1]d ⊂ Rd, and we identify A+

g with
H +(Rd) = H 1t· · ·tH d. The set of half-spaces in A+

g dual to C is denoted
A, and [A, gA) ∩H 1 = {H1

0 , . . . ,H
1
n} is a tightly nested segment in A+

g .
Since 〈g〉 acts non-transversely on Xess

g , we also have [A, gA) = [o, go],
where o denotes the origin in Rd.

Remark 8.1. — Since the action is assumed to be RAAG-like, prop-
erty 7.1(1) implies that if H ∈ H i and hH ∈ H j with i 6= j for some
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H ∈ A+
g , h ∈ G, then the quadrant Q(H,hH) exists. Property 7.1(2) im-

plies that if in addition H and H ′ ∈H i are tightly nested in Xess
g , then the

quadrant Q(H ′, hH) exists. (Recall that, by definition, Q(H,K) is always
disjoint from Xess

g .)
When discussing a quadrant Q of the form Q(H,hH), if H,H ′ ∈ H i

are tightly nested, the quadrant Q(H ′, hH) faces the same way as Q by
Lemma 6.4. It either properly contains Q or is properly contained in Q.
If the former occurs, we may refer to Q(H ′, hH) as an extended quadrant
for Q.

The first two results below will be used to generate contradictions. The
first lemma states that when a certain configuration occurs (involving both
a northwest and southeast quadrant) then there is a tightly nested segment
that is forced to overlap with a copy of its reverse. The second lemma
says that the latter event is impossible. Several of the arguments in the
remainder of the paper have the goal of showing that a quadrant faces
a particular way (northwest or southeast), with the aim of creating the
forbidden configuration, and thereby a contradiction.

Lemma 8.2. — Let σ = {K0, . . . ,Km} ⊂ H i be tightly nested in Xess
g

and suppose that fσ ⊂ A+
g for some f ∈ G. Let xi be horizontal. Sup-

pose there exist j 6 j′ such that fKj , fKj′ /∈ H i and Q(Kj , fKj) faces
northwest while Q(Kj′ , fKj′) faces southeast. Then there is a non-trivial
subsegment α ⊂ σ such that fα ⊂H i and α, fα overlap.

Proof. — First note that if j = j′ then Xess
g avoids both of the quadrants

{xi < n+ 1, xj > m} and {xi > n, xj < m+ 1}

for some n,m ∈ Z. But then Xess
g avoids the set {n < xi < n + 1} and

cannot contain an axis for g. Thus j < j′.
For any index k, the quadrant Q(Kk, fKk) is defined if and only if fKk 6∈

H i, by Remark 8.1. We may choose j, j′ to be an innermost pair having the
stated properties. Then, for any k between j and j′, we have fKk ∈H i.

Since the pair Kj′−1,Kj′ are tightly nested, there is an extended quad-
rant Q(Kj′−1, fKj′) which faces southeast (cf. Remark 8.1). There is also
an extended northwest quadrant Q(Kj+1, fKj), since Kj ,Kj+1 are tightly
nested.
If j′ = j + 1 then fKj and fKj′ are tightly nested and Lemma 6.4 says

that both quadrants Q(Kj , fKj) and Q(Kj , fKj′) = Q(Kj′−1, fKj′) face
the same way. However, these face northwest and southeast respectively.
Therefore, j′ > j+1 and the segment α = {Kj+1, . . . ,Kj′−1} is non-trivial.
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Note that fα ⊂ H i by the choice of j, j′. We proceed now to use the
Elbow Lemma 6.5 to constrain the location of fα along H i. In coordinates
we have Kj = Hi

a and Kj′ = Hi
b for some integers a < b, and

α = {Kj+1, . . . ,Kj′−1} = {Hi
a+1, . . . ,H

i
b−1}.

Write fα = {Hi
c, . . . ,H

i
c+|α|−1} for some c ∈ Z.

Let fKj′ = Hi′

e ∈ H i′ where i′ 6= i and e ∈ Z. Applying the Elbow
Lemma to the tightly nested pair {fKj′−1, fKj′} = {Hi

c, H
i′

e }, we find
that the edge {c}×[e, e+1] lies in pii′(Xess

g ). SinceXess
g avoids the quadrant

Q(Kj′−1, fKj′) = {xi > b − 1, xi′ < e + 1}, we conclude that c 6 b − 1.
See Figure 8.1.

Figure 8.1. The vertical position of the elbow is aligned with the top
of the quadrant Q(Kj′−1, fKj′) as shown. The horizontal position is
aligned with the left end of fα. Since the elbow is outside the quadrant,
fα cannot be entirely to the right of α.

Now redefine i′ and e such that fKj = Hi′

e ∈ H i′ (with i′ 6= i).
Applying the Elbow Lemma to the tightly nested pair {fKj , fKj+1} =
{Hi′

e , H
i
c+|α|−1}, we find that pii′(Xess

g ) contains the edge {c+|α|}×[e, e+1].
Now Xess

g avoids the quadrant Q(Kj+1, fKj) = {xi < a+ 2, xi′ > e}, and
therefore c+ |α| > a+ 2.
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The inequalities c 6 b − 1 and c + |α| > a + 2 say precisely that α and
fα overlap. �

The conclusion of the preceding lemma leads directly to a contradiction:

Lemma 8.3. — Let α ⊂H i be tightly nested in Xess
g and suppose that

hα ⊂H i for some h ∈ G. Then α and hα cannot overlap.

Proof. — Write α = {Ha, . . . ,Ha+k} and hα = {Hb−k, . . . ,Hb} for some
a, b ∈ Z. Then, hHa+j = Hb−j for each j. The transformation a+j 7→ b−j
either fixes c or exchanges c and c+ 1, for some c ∈ Z. If α and hα overlap
then Hc (and Hc+1 in the second case) are in α ∩ hα. In the first case h
inverts Hc, contrary to the assumption that G acts on X without inversion.
In the second case hHc = Hc+1, violating property 7.1(3). Thus α and hα
cannot overlap. �

The next results perform a technical step that will be used repeatedly in
the course of proving the main theorem. They also yield corollaries showing
that under certain conditions, quadrants face in particular directions.

Lemma 8.4 (Southeast quadrant shifting). — Let σ = {K0, . . . ,Km} ⊂
H i be tightly nested in Xess

g and suppose there is an f ∈ G such that
fσ ⊂ A+

g and fσ 6⊂H i. Let xi be horizontal and let k be the smallest index
such that fKk 6∈ H i. Suppose the quadrant Q(Kk, fKk) faces southeast,
so that

Q(Kk, fKk) = {xi > a+ k, xj < b+ 1}

for some j 6= i, a, b ∈ Z. Then
(1) Xess

g also avoids the larger quadrant Q = {xi > a− k, xj < b+ 1}.
(2) If k > 0 then fK0 ∈H i and K0 ⊂ fK0.

Proof. — If k = 0 then Q = Q(Kk, fKk) and there is nothing to prove,
so assume that k > 0. It is implicit from the description of Q(Kk, fKk) that
Kk = Hi

a+k and fKk = Hj
b . Let α = {K0, . . . ,Kk−1} be the initial segment

of σ before Kk and note that fα ⊂ H i. Writing fα = {Hi
c−k, . . . ,H

i
c−1}

for the appropriate c ∈ Z, we have fKk−1 = Hi
c−k.

Applying the Elbow Lemma to the tightly nested pair {fKk−1, fKk} =
{Hi

c−k, H
j
b }, we find that pij(Xess

g ) contains the edge e = {c−k}× [b, b+1].
Since e avoids the quadrant Q(Kk, fKk), we must have c − k 6 a + k.

In fact, by Remark 8.1, e avoids the extended quadrant Q(Kk−1, fKk) =
{xi > a + k − 1, xj < b + 1}, and so c − k < a + k. Thus fα cannot be
entirely to the right of α in H i. By Lemma 8.3 fα cannot overlap with α
and so it must lie entirely to its left. That is, c 6 a. See Figure 8.2.
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Figure 8.2. The elbow is aligned with the left endpoint of fα and the
top side of the quadrant Q(Kk−1, fKk). Hence fα is not to the right
of α. Since α and fα cannot overlap, we have c 6 a. The elbow now
generates a larger, “shifted” quadrant.

Now note that the quadrant generated by fKk−1 and fKk (and avoided
by Xess

g ) is

Q(fKk−1, fKk) = {xi > c− k, xj < b+ 1}
⊇ {xi > a− k, xj < b+ 1},

proving (1). Finally, note that K0 = Hi
a and fK0 = Hi

c−1, and (2) is clear
since c− 1 < a. �

Corollary 8.5. — Let σ = {K0, . . . ,Km} ⊂ H i be tightly nested in
Xess
g and suppose there is an f ∈ G such that fσ ⊂ A+

g and fσ 6⊂ H i.
Let xi be horizontal and let k be the smallest index such that fKk /∈H i.
Suppose there is a vertex v in Xess

g such that v ∈ K0 and v /∈ fKk. Then
the quadrant Q(Kk, fKk) faces northwest.

Proof. — Set K0 = Hi
a for some a ∈ Z, so Kk = Hi

a+k. We assume
fKk /∈H i, so there exists j 6= i and b ∈ Z such that fKk = Hj

b . Suppose
Q(Kk, fKk) faces southeast; that is:

Q(Kk, fKk) = {xi > a+ k, xj < b+ 1}.
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By Lemma 8.4(1), Xess
g also avoids the larger quadrant

Q = {xi > a− k, xj < b+ 1}.

Since v /∈ fKk, vj 6 b. But v ∈ K0, so vi > a + 1. So v ∈ Q, which is a
contradiction. Therefore, Q(Kk, fKk) faces northwest. �

The next two results are completely analogous to the previous two, with
the same proofs:

Lemma 8.6 (Northwest quadrant shifting). — Let σ = {K0, . . . ,Km} ⊂
H i be tightly nested in Xess

g and suppose there is an f ∈ G such that
fσ ⊂ A+

g and fσ 6⊂H i. Let xi be horizontal and let k be the largest index
such that fKk 6∈H i. Suppose the quadrant Q(Kk, fKk) faces northwest,
so that

Q(Kk, fKk) = {xi < a− (m− k), xj > b}
for some j 6= i, a, b ∈ Z. Then

(1) Xess
g also avoids the larger quadrant

Q = {xi < a+ (m− k), xj > b}.

(2) If k < m then fKm ∈H i and Km ⊃ fKm.

Corollary 8.7. — Let σ = {K0, . . . ,Km} ⊂ H i be tightly nested in
Xess
g and suppose there is an f ∈ G such that fσ ⊂ A+

g and fσ 6⊂ H i.
Let xi be horizontal and let k be the largest index such that fKk /∈ H i.
Suppose there is a vertex v in Xess

g such that v /∈ Km and v ∈ fKk. Then
the quadrant Q(Kk, fKk) faces southeast.

9. Proof of the main theorem

Our goal in this section is to prove Theorem A from the Introduction,
which we restate here:

Theorem 9.1. — Let X be a CAT(0) cube complex with a RAAG-like
action by G. Then scl(g) > 1/24 for every hyperbolic element g ∈ G.

We continue with the same notation as in the previous section. Fix a taut
equivariant embedding Xess

g ↪→ Rd. Let C be the cube in Xess
g mapped to

[0, 1]d under the equivariant embedding. Let A be the set of half-spaces
in A+

g dual to C, so that [A, gA) is a fundamental domain for the ac-
tion of 〈g〉 on A+

g . We have [A, gA) = [o, go], where o ∈ Rd is the origin.
Identify H (Rd) with Ag. Recall that by property (3) of Proposition 5.4,
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the extended taut segment [A, gA] ∩H 1 is tightly nested in Xess
g . Write

[A, gA) ∩H 1 = {H1
0 , . . . ,H

1
n}.

Most of this section is devoted to finding a tightly nested subsegment
γ ⊆ [A, gA)∩H 1 such that γ > gγ and no copy of γ appears in A+

g . Once
we find such a γ, then Theorem 9.1 follows immediately; details are laid
out in the proof at the end of this section. To arrange that γ > gγ, we may
have to pass to a proper subsegment of [A, gA) ∩H 1. On the other hand,
if γ is short, it is more likely for A+

g to contain a copy of γ. Our approach,
therefore, is to use a maximal g–nested segment, defined below.
After discussing maximal g–nested segments, we proceed to show that

for such a segment γ, no copy of γ can lie in A+
g . First we prove Lemmas 9.4

and 9.5, which are technical statements used to show that quadrants face a
particular way, under appropriate conditions. Next comes Proposition 9.6,
which states that if hγ ⊂ A+

g , then hγ cannot lie entirely in H 1. Hence
hγ contains half-spaces in A+

g outside of H 1. Such a half-space generates
a quadrant, by property 7.1(1). In Propositions 9.7 and 9.8 we prove that
the first such quadrant faces northwest, and the last such quadrant faces
southeast. In this way, the forbidden configuration of Lemma 8.2 is created,
resulting in a contradiction.

Maximal g–nested segments

Definition 9.2. — A subsegment γ = {H1
` , . . . ,H

1
r } of [A, gA)∩H 1 is

said to be g–nested if γ > gγ in Xess
g . It is a maximal g–nested segment if it

is g–nested and is not properly contained in another g–nested subsegment
of [A, gA) ∩H 1.
Figure 5.1 shows an example where the full segment γ = [A, gA)∩H 1 is

not g–nested; this is the segment of blue half-spaces labeled a, c, e. In this
example, the subsegment consisting of the pair labeled a, c is a maximal
g–nested segment, as is the pair labeled c, e.

Note that for every H ∈ A+
g we have H ⊃ gH in Xess

g by Remark 3.2
and Property 7.1(1). Thus every subsegment of [A, gA)∩H 1 of length 1 is
g–nested. It follows that every H ∈ [A, gA)∩H 1 is contained in a maximal
g–nested segment.

Lemma 9.3. — Let γ = {H1
` , . . . ,H

1
r } be a maximal g–nested subseg-

ment of [A, gA) ∩H 1. Then the following two statements hold:
(1) Either ` = 0 or H1

`−1 t g
−1H1

r in Xess
g .

(2) Either r = n or gH1
` t H

1
r+1 in Xess

g .
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Proof. — Suppose ` > 0. If H1
`−1 and g−1H1

r are not transverse in Xess
g ,

then they are nested in Xess
g by Remark 3.1. Since o ∈ g−1Hr −H`−1, this

means that g−1H1
r ⊃ H1

`−1 in Xess
g , which is equivalent to H1

r ⊃ gH1
`−1.

Let γ′ = {H1
`−1, . . . ,H

1
r }. We have:

H1
`−1 ⊃ · · · ⊃ H1

r ⊃ gH1
`−1 ⊃ · · · ⊃ gH1

r .

So γ′ is g–nested and γ′ properly contains γ, violating maximality of γ.
Similarly, if r < n and gH1

` and H1
r+1 are not transverse, then the segment

{H1
` , . . . ,H

1
r+1} is g–nested and contains γ. �

We now proceed with the main steps of the proof of Theorem 9.1. The
primary goal is to show that a maximal g–nested segment in [A, gA)∩H 1

never appears in A+
g in the reverse direction. The next two lemmas are

technical steps that are needed along the way.

Lemma 9.4. — Let γ = {H1
` , . . . ,H

1
r } be a maximal g–nested subseg-

ment of [A, gA) ∩H 1. Suppose hγ ⊂ A+
g and hγ 6⊂ H 1, for some h ∈ G.

Suppose ` > 0. Let x1 be horizontal and let j be the smallest integer be-
tween ` and r such that hH1

j /∈H 1. Then either the quadrant Q(H1
j , hH

1
j )

faces northwest, or there is a vertex v in Xess
g such that v /∈ g−1H1

r and
v ∈ hH1

` .

Proof. — By Lemma 9.3, since ` > 0, H1
`−1 t g

−1H1
r in Xess

g . Therefore,
there exists a square S in Xess

g in which they cross. Let v be the unique
vertex of S with v1 = ` and v /∈ g−1H1

r . We now show that v ∈ hH1
` under

the assumption that Q(H1
j , hH

1
j ) faces southeast.

Let hH1
j = Hi

b for some i 6= 1 and b ∈ Z. By assumption, Xess
g avoids

the quadrant
Q(H1

j , hH
1
j ) = {x1 > j, xi < b+ 1}.

Since ` > 0 and j > `, the half-spaces H1
j−1 and H1

j are tightly nested.
Thus, by Remark 8.1, Xess

g must further avoid the extended quadrant

Q(H1
j−1, hH

1
j ) = {x1 > j − 1, xi < b+ 1}.

If j = `, then for v to lie outside of Q(H1
j−1, hH

1
j ), we must have vi > b+1,

so v ∈ Hi
b = hH

1
` .

If j > `, then applying Lemma 8.4(2) using

{K0, . . . ,Km} = {H1
` , . . . ,H

1
r }, i = 1, k = j, f = h, σ = γ, a = 0

we obtain that hH1
` ∈H 1 and hH1

` ⊃ H1
` . In coordinates, this means that

hH
1
` = H1

c for some c < ` = v1. Thus, v ∈ H1
c = hH

1
` . �
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The next lemma is completely analogous to the previous one, with a
similar proof.

Lemma 9.5. — Let γ = {H1
` , . . . ,H

1
r } be a maximal g–nested subseg-

ment of [A, gA) ∩H 1. Suppose hγ ⊂ A+
g and hγ 6⊂ H 1, for some h ∈ G.

Suppose r < n. let x1 be horizontal and let j be the largest integer between
` and r such that hH1

j /∈H 1. Then either the quadrant Q(H1
j , hH

1
j ) faces

southeast, or there is a vertex v in Xess
g such that v ∈ gH1

` and v /∈ hH1
r.

The next three propositions will form the main body of the argument.
The first one shows that if a reverse copy of a maximal g–nested segment
appears in A+

g , then it cannot lie entirely within H 1.

Proposition 9.6. — Let γ = {H1
` , . . . ,H

1
r } be a maximal g–nested

subsegment of [A, gA) ∩H 1. Suppose hγ ⊂ A+
g for some h ∈ G, and that

hH
1
r ∈ [A, gA). Then hγ 6⊂H 1.

Proof. — If not then hγ ⊂ H 1. Write hγ = {H1
a , . . . ,H

1
a+|γ|−1}, where

a > 0 because hH1
r ∈ [A, gA).

Since γ and hγ cannot overlap (by Lemma 8.3), there are two possibilities
for the location of hγ along H 1.
The first case is that a+ |γ| 6 ` (i.e. hγ is to the left of γ). In particular

` > 0 and thereforeH1
`−1 t g

−1H1
r inXess

g , by Lemma 9.3. Let g−1H1
r = Hi

b

for some i 6= 1, b ∈ Z. Note that b < 0 because g−1H1
r contains the origin

o. The projection p1i(Xess
g ) contains the square [`− 1, `]× [b, b+ 1], which

is dual to both H1
`−1 and g−1H1

r . Thus there is a vertex v ∈ Xess
g such that

v1 = ` and vi = b.
By property 7.1(1) the half-spaces g−1H1

r and hH1
r = H1

a are not trans-
verse in Xess

g , and hence they generate a quadrant Q disjoint from Xess
g .

However, the quadrant {x1 > a, xi < b + 1} contains v and the quadrant
{x1 < a+ 1, xi > b} contains o. These are the two possibilities for Q and
thus we have a contradiction (since v, o ∈ Xess

g ).
The second case is that r < a (i.e. hγ is to the right of γ). Note that a 6 n

since hH1
r ∈ [A, gA). Hence r < n, and gH1

` t H
1
r+1 in Xess

g by Lemma 9.3.
Now redefine i 6= 1 and b ∈ Z such that gγ ⊂ H i and gH1

` = Hi
b. Then

p1i(Xess
g ) contains the square [r+ 1, r+ 2]× [b, b+ 1] dual to H1

r+1 and Hi
b.

Let v ∈ Xess
g be a vertex such that v1 = r + 1 and vi = b+ 1.

Let x1 be horizontal. By property 7.1(1) the half-spaces gH1
` and hH1

` =
H1
a+|γ|−1 are not transverse in Xess

g , and hence they generate a quadrant
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Q disjoint from Xess
g . The northwest quadrant {x1 < a+ |γ|, xi > b} con-

tains v, and therefore cannot be disjoint from Xess
g . Thus Q(gH1

` , hH
1
`) =

Q(hH1
` , gH

1
` ) faces southeast.

Again using property 7.1(1), the half-spaces gH1
r and hH1

r are not trans-
verse in Xess

g and generate a quadrant Q(gH1
r , hH

1
r) = Q(hH1

r, gH
1
r ) dis-

joint from Xess
g . If it faces southeast then it must be {x1 > a, xi <

b + |γ|}. We have go 6∈ gH1
r because o 6∈ H1

r , and go ∈ hH
1
r because

hH
1
r ∈ [A, gA) = [o, go]. Therefore go is in this southeast quadrant. Since

go ∈ Xess
g , we conclude that Q(hH1

r, gH
1
r ) faces northwest.

Now apply Lemma 8.2 using

{K0, . . . ,Km} = {hH1
r, . . . , hH

1
`}, i = 1, f = gh−1, j = 1, j′ = m

to obtain a contradiction via Lemma 8.3. �

The next two propositions also deal with a reverse copy of a maximal
g–nested segment in A+

g . By the previous proposition, there must be a
half-space in the segment which lies outside of H 1. Such a half-space will
generate a quadrant, by property 7.1(1). The two propositions say that
the first such quadrant always faces northwest, and the last such quadrant
always faces southeast.

Proposition 9.7. — Let γ = {H1
` , . . . ,H

1
r } be a maximal g–nested

subsegment of [A, gA)∩H 1. Suppose hγ ⊂ A+
g , hH

1
r ∈ [A, gA), and hγ 6⊂

H 1 for some h ∈ G. Let x1 be horizontal. Let j be the smallest integer
between ` and r such that hH1

j /∈ H 1. Then the quadrant Q(H1
j , hH

1
j )

faces northwest.

Proof.
Case 1: ` = 0. — In other words, γ = {H1

0 , . . . ,H
1
r }. Let v be the

vertex of Xess
g with coordinates v1 = 1 and vk = 0 for all k > 1. Note that

v ∈ H1
0 and H1

0 is the only element in [A, gA) with this property. Therefore,
since hH1

r ∈ [A, gA), if v ∈ hH1
r, then we must have hH1

r = H1
0 . But this

contradicts that γ and hγ cannot overlap by Lemma 8.3, so v /∈ hH1
r. Since

hH
1
r ⊃ hH

1
j , v /∈ hH

1
j . Now apply Corollary 8.5 using

{K0, . . . ,Km} = {H1
0 , . . . ,H

1
r }, i = 1, f = h, Kk = H1

j ,

to obtain that Q(H1
j , hH

1
j ) must face northwest.

Case 2: ` > 0. — We will assume Q(H1
j , hH

1
j ) faces southeast and derive

a contradiction. By Lemma 9.4, there exists a vertex v in Xess
g such that
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v /∈ g−1H1
r and v ∈ hH1

` . Note for any j between ` and r, hH1
` ⊂ hH

1
j , so

v ∈ hH1
j .

Let i be the coordinate with g−1γ ⊂ H i. If hH1
j ∈ H i, then g−1H1

r

and hH
1
j are parallel in Rd, and hence are nested in Xess

g . Since hH1
r ∈

[A, gA), we have o 6∈ hH
1
r. Then, since j < r we have hH1

r ⊃ hH
1
j , and

therefore o 6∈ hH1
j . However, o ∈ g−1H1

r and therefore g−1H1
r ⊃ hH

1
j . This

contradicts the existence of v. Therefore, we may assume hH1
j /∈H i.

We now forget coordinate x1 and designate xi to be the horizontal coor-
dinate. Since hγ is not entirely contained in H i, there is a largest integer
j′ between ` and r such that hH1

j′ /∈H i. Since v /∈ g−1H1
r and v ∈ hH1

j′ ,
by Corollary 8.7 using

{K0, . . . ,Km} = {g−1H1
` , . . . , g

−1H1
r }, f = hg, Kk = g−1H1

j′ ,

we obtain that Q(g−1H1
j′ , hH

1
j′) faces southeast. That is, hH1

j′ ⊃ g−1H1
j ,

but this is impossible since o ∈ g−1H1
j′ and o /∈ hH1

j′ . This yields a con-
tradiction under the assumption that Q(H1

j , hH
1
j ) faces southeast, as de-

sired. �

The next proposition is analogous to the previous one, but the situation
is not entirely symmetric because of the assumption throughout that the
largest half-space of hγ lies in [A, gA). For this reason, the next proposition
requires an independent proof.

Proposition 9.8. — Let γ = {H1
` , . . . ,H

1
r } be a maximal g–nested

subsegment of [A, gA)∩H 1. Suppose hγ ⊂ A+
g , hH

1
r ∈ [A, gA), and hγ 6⊂

H 1 for some h ∈ G. Let x1 be horizontal. Let j be the largest integer
between ` and r such that hH1

j /∈ H 1. Then the quadrant Q(H1
j , hH

1
j )

faces southeast.

Proof. — In the following, let i and i′ be the coordinates with gγ ⊂H i

and hH
1
j ∈ H i′ . We will assume that Q(H1

j , hH
1
j ) faces northwest, that

is, H1
j ⊃ hH

1
j , and derive a contradiction.

Case 1: r = n. — In other words, γ = {H1
` , . . . ,H

1
n}.

We first consider the sub-case that j = n. Recall that the extended
segment

[A, gA] ∩H 1 = {H1
0 , . . . ,H

1
n, H

1
n+1}

is tightly nested; in particular, the pair {H1
n, H

1
n+1} is tightly nested. There-

fore, by Remark 8.1, H1
n+1 and hH

1
n must also generate a quadrant that

faces northwest; in other words, H1
n+1 ⊃ hH

1
n. Let go be the translate of
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the origin by g. Since [A, gA) = [o, go] and H1
n+1 ∈ gA, we must have

go /∈ H1
n+1. Thus, go /∈ hH

1
n, but this contradicts the assumption that

hH
1
n = hH

1
r ∈ [A, gA).

Now suppose j < n. By Lemma 8.6(2), using

{K0, . . . ,Km} = {H1
` , . . . ,H

1
n}, i = 1, f = h, Kk = H1

j ,

we obtain that hH1
n ∈H 1 and H1

n ⊃ hH
1
n. So we must have that hH1

n =
H1
b , for some b > n. But this contradicts the assumption that hH1

n ∈
[A, gA) ∩H 1 = {H1

0 , . . . ,H
1
n}.

Case 2: r < n. — In this case, we can apply Lemma 9.5 to the assump-
tion that Q(H1

j , hH
1
j ) faces northwest, yielding a vertex v in Xess

g with
v ∈ gH1

` and v /∈ hH1
r.

If j = r and i = i′, then gH1
` and hH

1
r are parallel in Rd and hence

are nested in Xess
g . Since go ∈ hH1

r and go /∈ gH1
` , hH

1
r ⊃ gH1

` . But this
contradicts the existence of v.

In all other cases we claim hH
1
r /∈ H i. This is true when j = r and

i 6= i′, since hH1
r = hH

1
j ∈ H i′ . In the situation that j < r, then by the

choice of j, the suffix α = {H1
j+1, . . . ,H

1
r } has hα ⊂H 1. But since r < n,

gH1
` t H1

r+1 by Lemma 9.3(2); in particular, since gH1
` ∈ H i, we have

i 6= 1. This shows that hH1
r /∈H i.

We now forget coordinate x1 and designate xi to be the horizontal coor-
dinate. Let j′ be the smallest integer between ` and r such that hH1

j′ /∈H i.
Such j′ exists since hH1

r /∈ H i. Our goal now is to use go and v to deter-
mine which ways the quadrants Q(gH1

j′ , hH
1
j′) and Q(gH1

r , hH
1
r) face.

Now set

{K0, . . . ,Km} = {gH1
` , . . . , gH

1
r }, f = hg−1.

Since go /∈ gH1
r and go ∈ hH

1
r, by Corollary 8.7, where Kk = gH1

r ,
the quadrant Q(gH1

r , hH
1
r) faces southeast. On the other hand, since v ∈

gH1
` and v /∈ hH

1
j′ , by Corollary 8.5, where Kk = gH1

j′ , the quadrant
Q(gH1

j′ , hH
1
j′) faces northwest. Since j′ is the smallest index between `

and r for which hH1
j′ /∈ H i, and r is the largest index, the conclusion of

Lemma 8.2 yields a non-trivial subsegment α ⊂ gγ such that hα ⊂H i and
α and hα overlap. But this is impossible by Lemma 8.3. This contradic-
tion was obtained under the assumption that Q(H1

j , hH
1
j ) faces northwest,

concluding the proof. �

We now tie everything together for the proof of Theorem 9.1.
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Proof of Theorem 9.1. — Given a hyperbolic element g ∈ G, fix a taut
〈g〉–equivariant embedding Xess

g ↪→ Rd using Proposition 5.4, as discussed
in the beginning of Section 7. Let γ = {H1

` , . . . ,H
1
r } ⊆ [A, gA) be a maxi-

mal g–nested subsegment of [A, gA) ∩H 1.
Suppose hγ ∈ A+

g for some h ∈ G. Replacing hγ by a 〈g〉–translate
if necessary, we can assume that hH1

r ∈ [A, gA). Declare x1 to be the
horizontal coordinate.
By Proposition 9.6, hγ cannot be entirely contained in H 1. Let j be

the smallest index such that hH1
j 6∈ H 1. Then, by Proposition 9.7, the

quadrant Q(H1
j , hH

1
j ) faces northwest. Let j′ be the largest index such

that hH1
j′ 6∈ H 1. By Proposition 9.8 the quadrant Q(H1

j′ , hH
1
j′) faces

southeast. Lemma 8.2 now provides a contradiction, via Lemma 8.3.
Therefore, no copy of γ appears in A+

g . Now consider the counting func-
tions cγ and cγ from Section 7. We have cγ(o, gno) = 0 for all n > 0. Since γ
is g–nested we also have cγ(o, gno) = n for n > 0. Choosing the basepoints
xgn = o for all such n (noting that Xg ⊆ Xgn), the resulting homogeneous
quasimorphism ϕ̂γ has value 1 on g. Since ϕ̂γ has defect at most 12, by
Lemma 4.5, Bavard Duality (Lemma 2.3) tells us that scl(g) > 1/24. �
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