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COUNTEREXAMPLES TO RUELLE’S INEQUALITY IN
THE NONCOMPACT CASE

by Felipe RIQUELME (*)

ABSTRACT. — In this paper we show that there exist smooth dynamical sys-
tems defined on noncompact Riemannian manifolds that do not satisfy Ruelle’s
inequality between entropy and Lyapunov exponents. More precisely, we construct
dynamical systems that look like suspension flows over countable interval exchange
transformations, so that the local behavior is that of a translation, whereas the en-
tropy can take any nonzero value.

RESUME. —  Dans cet article nous montrons qu’il existe des systémes dyna-
miques lisses définis sur des variétés riemanniennes non compactes qui ne satisfont
pas l'inégalité de Ruelle entre ’entropie et les exposants de Lyapounov. Plus pré-
cisément, nous construisons des systémes dynamiques qui ressemblent aux flots de
suspension au-dessus de transformations d’échanges d’intervalles dénombrables, de
sorte que le comportement local est celui d’une translation, alors que l’entropie
peut prendre n’importe quelle valeur non nulle.

1. Introduction

Let f : M — M be a C!-diffeomorphism of a Riemannian manifold and
let 1 be an f-invariant probability measure on M. The measure-theoretic
entropy of f with respect to i, denoted by h,(f), is an ergodic invariant
measuring the exponential growth rate of the complexity of the dynamics
from the point of view of . The set of (Lyapunov—Perron) regular points in
M, denoted by A, is the set of points where the asymptotic eigenvalues of
the linearized dynamics of df are (somehow) well defined. These eigenvalues
are called Lyapunov exponents of f (see definition in Section 2.2). When M
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24 Felipe RIQUELME

is compact the set A has full measure (see [8]). Moreover, Ruelle’s inequality
(see [9]) says that the measure-theoretic entropy of f with respect to y is
controlled by the sum of the positive Lyapunov exponents, that is

ha(f) < / o @)du(),

where x*(z) is the sum of the positive Lyapunov exponents at z € A,
counted with multiplicity.

When M is a noncompact Riemannian manifold, no general such state-
ment is known. In [4] the authors proved that Ruelle’s inequality holds
for diffeomorphisms with singularities on compact manifolds under some
technical assumptions. Note that these diffeomorphisms can be understood
like diffeomorphisms defined on noncompact manifolds. In any case, the
compacity of the underlying manifold seems to be a crucial hypothesis.

The aim of this paper is to show that for any strictly positive real number,
there is a smooth dynamical system defined on a noncompact manifold for
which Ruelle’s inequality is no longer satisfied. More precisely, we have

THEOREM 1.1. — For all h € (0,00] there exists a noncompact Rie-
mannian manifold M, a C*°-diffeomorphism f : M — M and an f-invariant
probability measure p over M, whose measure-theoretic entropy satisfies
h,(f) = h and such that p-almost everywhere the Lyapunov exponents are
equal to zero. In other words, we have

0:/X+du< h(f) < oo.

The key idea behind this theorem is the following. We will construct
dynamical systems that look like suspension flows over countable interval
exchange transformations, so that the local behavior is that of a translation,
whereas the entropy comes from infinity.

Remark 1.2. — The Riemannian metric g of our construction is not
complete. We know that we can always find a complete Riemannian met-
ric conformal to g (see [7, Theorem 1]), but we cannot ensure that the
Lyapunov exponents associated to this one remain equal to zero.

In Section 2 we give some background on entropy, Lyapunov exponents
and countable interval exchange transformations. Section 3 is devoted to
the construction of the manifold M, the diffeomorphism f and the measure
1, that are used to prove Theorem 1.1 in Section 4.

ANNALES DE L’INSTITUT FOURIER
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2. Preliminaries
2.1. Measure-theoretic entropy

Let (X, u) be a probability space and T : X — X a measurable trans-
formation. Let P be a finite measurable partition of X. The entropy of P
with respect to p, denoted by H,(P), is defined as

H,(P) =~ u(P)logu(P).

PeP
For all n > 0 define the partition P™ as the measurable partition consisting
of all possible intersections of elements of T~*P, for all i = 0, ...,n— 1. The
entropy of T' with respect to the partition P is then defined as the limit

h(T,P) = Tim ©H,(P").
The measure-theoretic entropy of T, with respect to u, is the supremum of
the entropies h,, (T, P) over all measurable finite partitions P of X, i.e.
h,(T) = sup h,(T,P).

P finite
We recall that the measure-theoretic entropy is invariant under (measure)
conjugation (see for instance [10, Theorem 4.11]).

2.2. Lyapunov exponents

In the study of a smooth dynamical system it is natural to linearize the
dynamics, and the notion of Lyapunov exponents is particularly relevant.
Let (M,g) be a Riemannian manifold and f : M — M a C'-map. For
x € M, let || - |l denote the Riemannian norm induced by g on T, M.
The point z is said to be (Lyapunov—Perron) regular if there exist numbers
N (x)}ffl), called Lyapunov exponents, and a decomposition of the tangent

space at z into Ty M = @) E,(x) such that
(1) for every tangent vector v € E;(x) \ {0}, we have

o1 n _
nEI:II:IOO - log ||dy f" 0] frz = Ai(z), and

(2) the exponential growth rate of the determinant of d, f™ is given by
the sum of the Lyapunov exponents, that is
1 s(x)
i —log | det(d, f")| = > Ai(x) dim(E;(x)).

i=1
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26 Felipe RIQUELME

Let A be the set of regular points. If x € A and \;(z) is a positive
Lyapunov exponent, locally the action of d, f in the direction of E;(x) is
expanding. On the other hand, if A\;(z) is a negative Lyapunov exponent,
locally the action of d, f in the direction of E;(x) is contracting.

By a theorem of Oseledec ([8],[5]), if p is an f-invariant probability mea-
sure on M such that log™ ||df| and log™ ||df ~!| are u-integrable, the set A
is a set of p-full measure. When M is compact and f is C' these assump-
tions are always satisfied. In particular, by Oseledec’s Theorem, the set A
is a set of full measure for all f-invariant probability measures on M.

THEOREM 2.1 (Ruelle). — Let M be a compact Riemannian manifold
and f : M — M a C'-diffeomorphism. Then, for every f-invariant proba-
bility measure p on M, we have

ha(f) < / X (@)dp(z),

where X () = 37, ()50 Mi(2) dim(E;(2)).

2.3. Interval exchange transformations

As said above, the main idea behind the construction of the family of
counterexamples to Ruelle’s inequality is to imitate the dynamics of a
countable interval exchange transformation.

A countable interval exchange transformation is an invertible measurable
map T :[0,1) — [0, 1) satisfying the following conditions

(1) There is a strictly increasing sequence {z;} C [0,1) and a sequence
{a;} C R such that o = 0, lim; ,oc x; = 1 and T(z) = x + a; for
all x € [z, xi41);

(2) The unique accumulation point of the set {z; + a;} U {z;11 + a;}
is 1;

Denote by m the Lebesgue measure on [0,1) and let T be a countable
interval exchange transformation. Since T is piecewisely defined by trans-
lations, it preserves m. We denote by Zp, or simply Z, the partition of
[0,1) defined by the intervals {[x;,z;41)}i>0. This partition satisfies the
following entropy property.

PROPOSITION 2.2 (Blume, [3]). — Let T be an interval exchange trans-
formation. If hy,(T) > 0 then H,,(Z) = cc.

Let (X, m,T) be an ergodic probability dynamical system. We say that
T is aperiodic if it is invertible and the set of periodic points is a set

ANNALES DE L’INSTITUT FOURIER
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of m-measure equal to zero. The following theorem says that the study
of aperiodic dynamical can be reduced to the study of countable interval
exchange transformations.

THEOREM 2.3 (Arnoux—Orstein—Weiss, [2]). — Every aperiodic dynam-
ical system is measurably conjugated to a countable interval exchange
transformation over [0,1) endowed with the Lebesgue measure.

This theorem give us plenty of useful dynamical systems to manipulate in
order to construct our counterexamples. More precisely, since the entropy
is invariant by measure-conjugation it follows that for all h € (0, oo] there
exists a countable interval exchange transformation with measure-theoretic
entropy h,,,(T) equal to h.

3. Suspension flows as smooth dynamical systems

The aim of this section is to construct a smooth dynamical system which
looks roughly like a suspension flow over a fixed countable interval exchange
transformation. Let T : [0,1) — [0,1) be a countable interval exchange
transformation and let I = (0,1) be the unit interval. We will consider
the family {I;};en of subintervals of I defined as Iy = (zg,21) and I; =
[€;, x;y1) for all ¢ > 1. For the sake of simplicity, we define I; = m(I;) and
S = {x;}ien. Note that since T is piecewise defined by translations, the
map T'|p\ g is smooth.

3.1. Construction of the Riemannian manifold

We are going to construct a function r : I — RT U{+o0} such that 7|p g
is smooth and lim,_,,, r(z) = +oo for all ¢ > 0. Moreover, this function
will be constant equal to 1 on a set of large Lebesgue measure. For all i > 0,
consider a real number 0 < b; < [;/2. The b;’s will be properly chosen in
section 4. We define five subintervals of I; as follows:

Ly =lai,xi +0:/2], Lo =[x +b;/2, 2 + b, I3 = [x; +bi,xi11 — by,
Lia=[wiv1 — bi,wiv1 — bi/2[, Lis = [wit1 — bi/2,Tipa[.
Let o : R — [0,1] be a smooth function such that af_ = 1, the

restriction «; is strictly decreasing and a|[17oo) =0. Let ;2 : [ + b;/2,
x; +b;] = [0,1] and 7y, 4 : [Ti41 — biy Tig1 — b;/2] — [0, 1] be defined by

Yi2(¥) = (x — (2 +0:/2))/(b:/2) and  7ia(2) = (x — (@it1 — i)/ (bi/2).

TOME 67 (2017), FASCICULE 1
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Finally consider the function «; : I; — R defined by

1, ifrxel;i
(awoy;.2)(z), ifrxely
a;(z) =140, ifrxel;
1—(xoya)(z), fzely,
1, ifx e ls.

Note that, for all ¢ > 0, the function «; is smooth by construction. In order
to define the function r, we proceed as follows: first consider for all i > 0
the function f; : I; — RT defined by

fi@) = {1 —log((x — x:)/b;),  if & € (xi,x; +1;/2]
' 1—log((zis1 — ) /b)), if @ € [+ 1;/2, 2ipq).

The function f; is smooth on (x;, z; +1;/2) and (z; +1;/2, x;+1). The map
r; : I; = R defined by r;(z) = a;(x) fi(z) + (1 — a;(x)) is smooth on I;. Tt
is constant equal to 1 over I; 3 since oy is equal to zero over I; 3. It is equal
to f; over I; 1 U I; 5. Finally, define the map r as r; over I; and equal to
400 otherwise.

il ]
T T T T

z; z; +b; z; +1;/2 Tit1 — b; Tit1
Figure 3.1. Graph of the function r;

Consider T and r as above. We define a topological space M = M(T,r)
as the quotient I x R/ ~ with the induced topology from I x R, where the
equivalence relation ~ is defined by (z,7(z)) ~ (T'(x), —r(z)). We denote
by w : I x R = M the canonical projection defined by this relation. Let
[z,y] = 7((x,y)) be the projection of the point (z,y) € I x R onto M. Our
goal is to prove first the existence of a structure of smooth (noncompact)
manifold on M, and second, that it admits a “nice” Riemannian metric.

ANNALES DE L’INSTITUT FOURIER
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Let M* be the subset of M defined by
M* ={[z,y] € M : z€)0,1], —r(T 'z) <y < r(x)})
and let F' be the subset of M defined by F = {[z,r(z)] : x € I \ S}.

giinin

[Ta;, 0] [z, 0]

AN

Figure 3.2. The topological space M

PROPOSITION 3.1. — The topological space M = M(T,r) admits a
structure of smooth manifold.

Proof. — It suffices to construct an atlas by considering two families of
local charts on M. For z = [z,y] € M*,let € > 0 be such that the Euclidean
e-ball centered at (z,y) € R?, denoted by B((z,y),¢), is contained in the
set 7~1M*. The local chart around z is then defined by the inverse map
e = 771 from 7(B((x,y),¢)) to B((z,y),€). Such a local chart will be
called a first-kind local chart. On the other hand, if z = [Z,r(Z)] € F, the
definition of a local chart around z is more delicate. Consider & € I; for
some j > 0. Choose two real numbers 0 < & < 3 min{|Z — 2|, |Z — z;11|}
and 0 < 7 < 3. We define the sets V;"7(z) and V="(z) by

Vil ={(@y) s lr =& <&, r(@) —n <y <r(@)}
and

VEU(2) = {(z,y) : J[o = TF| <&, —r(z) <y < —r(z)+n}

TOME 67 (2017), FASCICULE 1
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Note that the set V=" (2) = 7(V{"](2) UV "/(2)) is an open neighbour-
hood of 2. Moreover, the application 57 : VE7(z) — R?, defined by

(z,y —r(z), if (z,y) € VI](2)
(z,y +r(x)), if (Tz,y) € VII(2),

2 ([, y]) = {

defines a local chart around z that we will call second-kind local chart.

It remains to show that all transition maps between local charts are
smooth. It is straightforward for two local charts of the first-kind or two lo-
cal charts of second-kind. In both cases we obtain the identity as transition
map. Consider a local chart 1, of first-kind and a local chart ¥, of second-
kind. The transition map 1 oty ' will be of the form (x,y) — (z,y+7(x))
or (z,y) = (Tz,y—r(x)) depending on the domain Vi"(z) or V="/(2) that
we take. If we consider now the transition map vy o 97 L it will be of the
form (z,y) — (2,y —7r(x)) or (z,y) — (T 'z,y —r(T 'z)) depending also
on the same domains. In both cases, the transition maps are smooth since
r and T are smooth on their respective domains. O

Observe that M* is the image of the set N = {(z,y) € R? : x €]0,1],
—r(T71z) < y < r(z)} under the projection map . Since |y is a home-
omorphism, the Euclidean metric §° on R? induces a natural Riemannian
metric g¢ = (7| y')*§¢ on M*. This Euclidean metric ¢g¢ cannot be extended
to the whole manifold M because the local charts around the points of F',
where r is not locally constant, cause distortion of the Euclidian metric.

DEFINITION 3.2. — Let M be a smooth manifold. Let g' and g° be two
Riemannian metrics on M. We say that g' and g? are pointwise equivalent
if for all p € M there exists a constant C(p) > 1 such that for all v € T, M,

ANNALES DE L’INSTITUT FOURIER
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PROPOSITION 3.3. — The smooth manifold M = M (T, r) admits a Rie-
mannian metric g, which is pointwise equivalent to the Euclidian metric g°
in restriction to M*.

Proof. — Let z € F and choose some ¢ > 0 and 0 < § < 1/2 such that
the second-kind local chart around z is well defined. Define a Riemannian
metric h® on V°(z) by h® = (15°)*G. This Riemannian metric is well
defined since the transition map between two local charts of second-kind is
the identity. Let R° be the set defined by

R ={z,yeM:zel\S, —r(T  z)<y<—r(T'z)+0
orr(z) —d <y <r)}
Note that R% is the set of all the points contained in some V%< (w), with
w € F. Choose now a smooth function ps : M — [0, 1] such that ps|y\ rs =
1, pslr = 0 and 0 < ps < 1 otherwise. The metric g° defined by ¢° =

ps9° + (1= ps)h® is by construction a Riemannian metric. It coincides with
the Euclidean metric g¢ on M \ R°.

LEMMA 3.4. — The Riemannian metrics g° and g° are pointwise equiv-
alent on M*.

Proof of Lemma 3.4. — Let z = [x,y] € M*. We denote by || - || (resp.
[-116)™) the norm induced by ¢° (resp. g¢) on T,M. Let Z € F and €,6 > 0
such that 1/12’5 is well defined. We denote by ||dz¢§’§ | the operator norm
of the map dqu§’5 : (T.M, g¢) — (R2%,3°). Then, if z € Vij(i), in local
coordinates we have

e,0 _ 1 0 e,0\—1 __ 1 0
002 = (_piay 1) 7 = (o 1)

On the other hand, if z € Vf’j(%), in local coordinates we have

e,0 1 0 e,0y—1 1 0
=" = < (T~ tz) 1 >’ dw?éz(?’/}f )= ( —r(T71z) 1 )

Note that in R™ the Euclidian norm || - ||z is comparable with the maxi-

mum norm || - oo by

[ lloo < I Mlz < 2l - oo
Since M is a 2-dimensional manifold, we can check that 1 < ||d,¢5°| <

2(1 + |r'(x)]) and 1 < ||dw;,5z(¢€a5)71” < 2(1 + |r'(z)|). Thus, for all v €

z

(1) Do not confuse the norm Il - ||° with a power of the norm || - ||.

TOME 67 (2017), FASCICULE 1
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T.M, we have
([v]12)? = g (v,v) = ps(2)gS(v,v) + (1 — ps)h’ (v, )
= ps(2)g%(v,v) + (1 — ps)g®(d=v02° (v), d=9p2° (v))
< pa(2)g5(v,) + (1 — ps) [ d= 5|2 g% (v, v)
< IldwgP([lvl19)?,
and
([vl19)? = (I(d=v2°) " d=v2 () ]12)?
< I(d=w2 ) TP (=05 (0)]19)?

I(d
(=) M2 o l12)*.

For z = [x,y] € M* define C(z) as C(z) = (24 2|r'(z)]). It follows that for
all v € T, M, we have

(3.1) C(=)HIvlls < vl < C(2)wlls. 0

This concludes the proof of Proposition 3.3. ]

Observe that the constant C' introduced in the proof of Lemma 3.4 is not
optimal. In fact, when r is locally constant, both metrics locally coincide.

3.2. The diffeomorphism

From now on (M, ¢°) is the Riemannian manifold constructed in Subsec-
tion 3.1. The suspension flow (¢') on M is defined as follows. For all t € R
we define ¢' : M — M by ¢'([z,y]) = [z,y + t]. The unit map ¢* = ¢ of
the suspension flow satisfies

MM&DZ{

[,y + 1] ify+1<r(z)
[Tx,y+1—2r(z)] ify+1=r(x).

ProproOSITION 3.5. — The map ¢ : M — M is smooth.

Proof. — Recall that the map ¢ is smooth if, for all local charts 1, and
Y3, the map ¢q 8 = Vo Ogbozb,? is smooth whenever it is defined. If 1), and
1 are first-kind local charts, the map ¢, g is equal to (x,y) — (z,y + 1)
or (z,y) = (Tz,y+1—2r(x)). If ¢, is a first-kind local chart and ¢ is a
second-kind local chart, the map ¢4 s is equal to (z,y) — (Tz,y+1—r(z)).
If 9, is a second-kind local chart and g is a first-kind local chart, the
map ¢q g is equal to (z,y) — (z,y +1 — r(z)). Since r > 1, there are no
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18

o
z

l |
Figure 3.3. The flow (¢!)

more possibilities for the map ¢4, g. The regularity of » and 7" implies the
conclusion of the proposition. O

Let ||d¢|ls be the operator norm of d¢ with respect to the norm g°.
When z € M* N ¢~ 1(M*), consider also the operator norm ||d,¢|. of d¢
with respect to the Euclidean norm ¢°. Next proposition says that we can
compare these operator norms by an explicit “nice” function. This fact will
be fundamental in section 4 and justifies the manner in which ¢° has been
defined.

ProPOSITION 3.6. — There exists an explicit measurable function [ :
M*N¢~Y(M*) — RT, defined in (3.3), such that for all z € M*N¢~1(M*),

we have

(3-2) ld=0lls < B(2)[|d=0]|e.

Proof. — Using computations in the proof of Lemma 3.4 for all z €
M* N ¢~1(M*) and for all v € T, M, we obtain

ld:6(0)13. < C(()d=(v)l]5
C(o(2)lld=llellvllS
C(6(2))C(2)lld=0elv]l2
Bo(2)d=gle1v1I2,

where By(z) = (2 + 2]r'(z)|) max{(2 + 2|*'(2)|), (2 + 2|r'(Tz)|)}. Recall
that ¢° and g¢° coincide on M \ R’. Let K° be the set K; = {[z,y] :

<
<
<
<

TOME 67 (2017), FASCICULE 1
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—r(T7tz) +6 <y <r(x)— (1 +6)} Then, for 3(z) defined by

(3.3) B(2) = Bo(2)1ank,(2) + 1k, (2)
we conclude the proof of Proposition 3.6. O

Remark that, for z = [z,y] € M* N ¢~ (M*), the differential d,¢ is
represented in local coordinates by the identity matrix if y + 1 < r(x). If
y+1>r(z), with z € I'\ {z;}, the differential d,¢ is represented in local
coordinates by the matrix

v ( L )

3.3. A finite invariant measure

There is a natural (¢f)-invariant measure i on M defined as follows. For
a Borel set A C M, define i(A4) as

1 pr(x)
= [ ey
0 J—r(T-1x)

Since the Lebesgue measure m is invariant by translation and ¢' acts by
translations over the vertical lines, the measure fi is (¢*)-invariant.

PROPOSITION 3.7. — The measure fi is finite.

Proof. — It is enough to prove that [, r(x)dm is finite. Recall that on
I;1UI; 5 we have r(z) < 2—log((z —x;)/b;), whereas on I; 4 U, 5 we have
r(xz) < 2 —log((xi41 — x)/b;). Since r|;, , = 1, we obtain

1 pr(x)
ldydzx = / r(x)dz
[ =3

ieN
b;
< Z l2 </ 2— log(x/bi)dx>
ieN 0
= 4bi+1;
ieN
<5. O

+1; — 2b;

DEFINITION 3.8. — We define the ¢-invariant probability measure p on
M as the normalized measure of [i.
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4. Proof of Theorem 1.1

In this section we will consider an arbitrary aperiodic countable interval
exchange transformation (I,m,T) of entropy h € (0, c0]. We also consider
the Riemannian manifold (M, ¢°) constructed in section 3, the C'*°-map
¢ = ¢! defined as the time-one map of the suspension flow and the ¢-
invariant probability measure p as in the previous section. Recall that g¢°
is the Riemannian metric defined on the subset M* of M, induced by the
Euclidean metric on R2.

4.1. Some technical lemmas

The aim of this subsection is to prove that under some additional con-
dition on the roof function r, easy to ensure, the assumption of Oseledec’s
Theorem for d¢ and d¢~"' holds.

LEMMA 4.1. — Define the function h by

24 2|r'(z)] ifxel\S
h(z) =
0 otherwise.

If =350 bilogb; < oo, then log™ (h) is m-integrable on L.

Proof. — Tt suffices to prove that x — log(1 + |[r'(z)|) is m-integrable
on I since

h(z) < log(2) + log(1 + [r'(x)]).
Note that, on the interval I;, the roof function is defined by
r(z) = a;(2) fi(z) + (1 — ai(2)).
It follows that |r'(z)| < |&f(x)||fi(z) — 1] + | f/(z)|. Thus, we have

bz/("E—iEZ) if x e Ii,l

C’/bZ if x € IZ"Q
|7J(x)| <40 ifxe Ii,3
C/b1 if xz € I¢,4

bi/(wiyr — ) ifx € Lis,

TOME 67 (2017), FASCICULE 1
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where C' > 1 is a constant depending on sup,cp |[@/(z)| < co. In particular,
we obtain

1 co 5
/Olog (1+|r'(z ZZ/ log(1 + |r'(2)])da

1=0 k=1

= b;

Z / log (1 + > dx
=0 Iia X

+

c
log (1 + b> dz +/ log(1)dx
i,2 i I3
log (1 + C) dz
4 bi
log ( + b) dx)
5 Tit1 — T

(34 log(2C))l; — b; log(b;)

+

‘7\’\\

+

—

Mg

i=0
< 3+1og(2C0) — Z b; log(b;

< 400. ]

The above proof shows that the assumption —Zi>0 b;logh; < oo is
crucial. If the interval exchange transformation has positive entropy h > 0,
it follows from Proposition 2.2 that — .2 I;logl; = 0o, so that we cannot
choose b; uniformly proportional to I; if we want — Zi>0 b;logb; < oo.

LEMMA 4.2. — If — ZiZO b;logb; < oo, then

/log;Jr ldo|ledp < oo and /log+ ldo™|edp < 0.

Proof. — Notice that the set M* N ¢~1(M*) is a set of full y-measure,
so that we can suppose that z € M* N ¢~1(M*). In local coordinates the
differential application d. f is represented by the identity if z € {[z,y] €
M : —r(T7'z) <y <r(z) — 1} and the matrix

(o 1)
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it z € {[z,y] : () — 1 < y < r(x)}. In particular, we have ||d.¢|l. <
2 + 2|r'(x)], so that we obtain

1 pr(x)
/log+ ||d¢||edﬁ:/ / log™ ||d. || dyda
0 Jr(z)—1
1 rr(x)
< / / log™ (2 + 2|7/ (x)])dyda
0 Jr(z)-1

:/long(h)dm
< +o0.

Lemma 4.1 implies that the last integral is finite. The proof of the finiteness
for the second integral is similar. O

The conclusion of Lemma 4.2 involves the norm ||d¢||., but we need to
work with ||dé||s.

LEMMA 4.3. — If*Z@o b;logb; < oo, then
[ 10" ldollsdn < 0 and [ 1og* 46~ < .
Proof. — From Inequality (3.2), we obtain

/ log* [[d-6llsdu(2) < / log* ((2)|d=0]lc)du(2)
< / log™* ||delledps(z) + / log* B(2)du(2).

The first integral is finite thanks to Lemma 4.2. For the second integral,
we have

1 p—r(T  x)+6
Jrogtpai= [ [ log™ ([, y])dyda
0

—r(T—1z)
1 pr(x)
v log* ([, y])dydx
0 Jr(z)—(1+9)
1
< (14 29) / 2log(2 + 2|r'(x)|) + log(2 + 2|7’ (T'z)|)dx
0

=3(1 + 26) / log™ (h)dm.

The last equality follows from the fact that T preserves the Lebesgue mea-
sure dx on (0,1). Lemma 4.1 allows to conclude the proof of Lemma 4.3
for ||dg||s. The proof of the finiteness for the second integral is similar. O
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4.2. The case h = oo

Our initial goal is to find a counterexample to Ruelle’s inequality for
a diffeomorphism of a noncompact manifold. Suppose that the measure-
theoretic entropy of 1" with respect to m is infinite. Since the roof func-
tion r is m-integrable, it follows from Abramov’s formula that the en-
tropy of the suspension flow h,(¢) is infinite. Choose the b;’s such that
— Zi>0 b;logb; < co. Lemma 4.3 above ensures that Oseledec’s Theorem
applies, so that there exists almost-everywhere Lyapunov exponents satis-

fying
/Xer/l < o0.

In particular, the measure-theoretic entropy of ¢ with respect to u is greater
than the sum of the positive Lyapunov exponents. This contradicts Ruelle’s
inequality.

4.3. Computation of Lyapunov exponents

In order to prove that the Lyapunov exponents for g° are p-a.e. equal
to zero, we will first calculate the Lyapunov exponents for the Riemann-
ian metric g¢ on M*. As M™ is not a ¢-invariant set, we actually have to
work on the set (., #*(M*), which is a set of full y-measure. The key to
compute the Lyapunov exponents for ¢g¢ will be Lemma 4.4 ([1, Proposi-
tion 2.3.1]) below. This lemma needs the ergodicity of the map ¢, which is
not necessarily satisfied. In fact, since T is ergodic, the flow (¢') is obvi-
ously ergodic. This does not imply that all maps ¢?, for fixed ¢, are ergodic.
But there always exist infinitely many ¢ € R such that ¢! is ergodic (see [6,
Theorem 3.2]).

Let 7 be an ergodic time for the flow (¢!), that is, the map ¢7 is ergodic
with respect to pu. The definition of Lyapunov exponents implies that ev-
ery Lyapunov exponent for the map ¢” is of the form 7);, where A; is a
Lyapunov exponent for ¢ = ¢!. In particular, if all Lyapunov exponents
of ¢” are equal to zero, the same holds for the Lyapunov exponents of ¢.
Thus, we can suppose without loss of generality that ¢ is an ergodic map.
We will show that its associated Lyapunov exponents are equal to zero.

PROPOSITION 4.4 (Aaronson). — Let (X,B,m) be a Lebesgue space
where m is a probability measure. Suppose that T : X — X is an ergodic
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transformation preserving m. If h : X — R is a measurable function such
that [log™(|h|)dm < oo, we have

: 1 + = 7
Jim —log ;h(T =0

for m-almost every x € X.

Proof of Theorem 1.1. — Choose for all i > 0 a constant 0 < b; < [;/2,
so that — 37,5 b;logb; < oco. Let 2 = [z,y] € (¢ *(M*). For all n > 0,
let k(n ) n — 1 be the positive integer such that ¢"(z) = [T*™x, /] for
some y' € (—r(T*M 1), r(T*™z)). Hence, we have

k(n)

d=¢"le <2+ 22 [ (T"x)

k(n) n—1
<Y _@+20(Th2))) < ) KT
=0 =0

From Proposition 4.4, we obtain for p-almost every z € M
1 1 n—1
3 _ + n < 3 - + %
nh_}n;o - log™ ||d, 9" < nh_}ng@ - log <Z hT x))
=0.

In particular, the positive Lyapunov exponents for ¢, with respect to g¢,
are p-a.e. equal to zero since for all v € T, M we have

o1 o1
Jim = log[d=g" (0) |- < lim_ —log(ld:6" e [0])
1
= lim —log||d.¢"|le = 0.
n—oo 1N
The same argument for ¢! implies that the negative Lyapunov exponents
for ¢, with respect to g¢, are u-a.e. equal to zero.

Let A\’(z,v) be the Lyapunov exponent for z € M in the direction of
v € T.M with respect to the metric ¢°. If z = [2,y] € ez @*(M*), we
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have
1
5 IRT - n )
A (Z,’U) = nll_)H;O " 10g||dz¢ (v)||¢"z
o1 n
< lim —log||d.¢ ||6||UH2
n—oo N
o1 n
= lim — log||d.¢"||s
n—,oo N

1
< lim = log(2 + 2| (2)])

n—oo M

+ lim S logmax{(2 + 2 (@)]), (2 + 21 (TF™ )}

n—oo M
1
+ lim —log||d.¢"]|e
n—oo M
1
= lim —log h(T*™z).
n—oo N

Since the function log™ h is m-integrable, Birkhoff Ergodic Theorem implies

1 k 1
0< lim —logh(T*™z) = lim (n)k()logh(Tk(")x)
n

n—oo M n—r00 n
1
< lim —— log(h(T*™
T R
:07

for m-almost every = € I. Hence, the positive Lyapunov exponents for ¢,
with respect to ¢° are p-a.e. are equal to zero. The same argument for ¢!
implies this fact for the negative Lyapunov exponents.

From Abramov’s formula we have
h

hu(¢) = 2 [rdm’
Using the fact that h,(¢°) = |s|h,(¢) for all s € R, we have
h,u(f) = h7

for f = ¢2f @™ Since the Lyapunov exponents for f are equal to zero
p-a.e., the conclusion of Theorem 1.1 follows. |
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