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# MULTIPARAMETER SINGULAR INTEGRALS AND MAXIMAL FUNCTIONS 

by F. RICCI and E.M. STEIN

## 0. Introduction.

The purpose of this paper is to study singular integrals and maximal functions in $\mathbf{R}^{n}$ which reflect a $k$-parameter homogeneity. Before stating our main results, we wish to describe briefly some of the earlier developments relevant to our work.

## Background

There is first the well-known case corresponding to one-parameter dilations. Here we are considering the mappings

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\delta^{\lambda_{1}} x_{1}, \ldots, \delta^{\lambda_{n}} x_{n}\right)=\delta \cdot x
$$

for $\delta>0$, where $\lambda_{j}$ are fixed positive exponents.
In the standard Calderon-Zygmund theory for this setting we consider operators of the form $T f=f * K$, where, to begin with, $K$ is homogeneous of the critical degree, i.e. $K(\delta \cdot x)=\delta^{-\lambda} K(x)$, with $\lambda=\lambda_{1}+\cdots+\lambda_{n} ; K$ satisfies some smoothness condition and an appropriate cancellation condition.

This theory can be recast in the more general setting where $K$ is not necessarily homogeneous but can be written in the form

$$
\begin{equation*}
K(x)=\sum_{i \in \mathbf{Z}} \mu_{i}^{(i)}(x) \tag{0.1}
\end{equation*}
$$

[^0]where the functions $\mu_{i}^{(i)}$ arise as $\mu_{i}^{(i)}(x)=2^{-\lambda i} \mu^{(i)}\left(2^{-i} \cdot x\right)$; the $\mu^{(i)}$ satisfy a uniform $L^{1}$-Dini condition and the cancellation condition
\[

$$
\begin{equation*}
\widehat{\mu^{(i)}}(0)=0 . \tag{0.2}
\end{equation*}
$$

\]

A second development of this one-parameter theory deals with singular integrals carried on orbits of the dilations. When the orbits are «curved» (i.e. if $\lambda_{i} \neq \lambda_{j}$ for some $i$ and $j$ ), then certain decay estimates of the Fourier transform come into play. In the present context these take the place of the previous regularity assumptions on the $\mu^{(i)}$, and are of the form

$$
\begin{equation*}
\left|\widehat{\mu^{(i)}}(\xi)\right| \leqslant A(1+|\xi|)^{-\varepsilon} \tag{0.3}
\end{equation*}
$$

An additional interpolation argument using the standard theory then gives the $L^{p}$-results. For this see [9], [18].

Consider next the $n$-parameter theory in $\mathbf{R}^{n}$ (sometimes called the "product theory"). Here we deal with dilations

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\delta_{1} x_{1}, \ldots, \delta_{n} x_{n}\right)
$$

where $\delta=\left(\delta_{1}, \ldots, \delta_{n}\right) \in \mathbf{R}_{+}^{n}=\left(\mathbf{R}_{+}\right)^{n}$. Again we consider $K$ decomposed analogously to (0.1),

$$
\begin{equation*}
K(x)=\sum_{I \in \mathbf{Z}^{n}} \mu_{I}^{(I)}(x) \tag{0.4}
\end{equation*}
$$

where $I=\left(i_{1}, \ldots, i_{n}\right), \mu_{I}^{(I)}(x)=2^{-\mid I} \mu^{(I)}\left(2^{-i_{1}} x_{1}, \ldots, 2^{-i_{n}} x_{n}\right)$ and the cancellation conditions are

$$
\begin{equation*}
\widehat{\mu^{(x)}}(\xi)=0, \quad \text { whenever } \xi_{j}=0 \text { for some } j \tag{0.5}
\end{equation*}
$$

There are two levels of generality here depending on the regularity required of the $\mu^{(n)}$. The initial case, treated in [11], allows one to treat the situation when the $\mu^{(D)}$ satisfy uniform Hölder estimates. A more refined approach, developed in [12] (see also [2], [10], [15]) makes it possible to require less regularity of the $\mu^{(I)}$.

Results of this paper.
Turning now to the subject proper of this paper, we consider a general family of $k$-parameter dilations, with $1 \leqslant k \leqslant n$. The theory in this setting was initiated in [14]; some other works which have a bearing on our paper are [6], [8], [19], [21].

To describe these dilations we assume we are given fixed exponents $\left\{\lambda_{i j}\right\}$, with $1 \leqslant i \leqslant n, 1 \leqslant j \leqslant k$. The dilations are then

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\delta_{1}^{\lambda_{11}} \ldots \delta_{k}^{\lambda_{1 k}} x_{1}, \ldots, \delta_{1}^{\lambda_{n 1}} \ldots \delta_{k}^{\lambda_{n k}} x_{n}\right), \tag{0.6}
\end{equation*}
$$

where $\delta \in \mathbf{R}_{+}^{k}$. We associate to the exponents $\left\{\lambda_{i j}\right\}$ the matrix $\Lambda=\left\{\lambda_{i j}\right\}$ and write $\delta^{\wedge} x$ for the action given by (0.6). We also set $2^{\Lambda I}=\delta^{\Lambda}$ when $\delta=\left(2^{i_{1}}, \ldots, 2^{i_{k}}\right)$ and $I=\left(i_{1}, \ldots, i_{k}\right)$.

The kernels we shall be considering are of the form

$$
\begin{equation*}
K(x)=\sum_{I \in \mathbf{Z}^{k}} \mu_{I}^{(I)}(x) \tag{0.7}
\end{equation*}
$$

where $\mu^{(I)}$ are appropriate distributions and

$$
\mu_{I}^{(I)}(x)=\operatorname{det}\left(2^{-\Lambda I}\right) \mu^{(I)}\left(2^{-\Lambda I} x\right)
$$

From our point of view the two main issues are :
What are the natural cancellation conditions to be required of the $\mu^{(I)}$ ?

What are the appropriate regularity conditions to be imposed on the $\mu^{(D)}$ ?

To answer the first question we consider the orbits of the dilations in the $\xi$-space. Generically, the maximum dimension of an orbit is $k$. The cancellation condition then becomes the requirement that $\widehat{\mu^{(D)}}(\xi)=0$, whenever $\xi$ belongs to a subspace which is the union of lower-dimensional orbits.

Appropriate regularity properties are, first, the uniform decay of the Fourier transforms,

$$
\begin{equation*}
|\widehat{\mu()}(\xi)| \leqslant A(1+|\xi|)^{-\varepsilon} . \tag{0.8}
\end{equation*}
$$

The second regularity condition is of a new type. It is not required in the usual one-parameter theory, nor did it appear explicitely in the product theory.

It is that there is a finite measure $\sigma$ so that

$$
\begin{equation*}
\left|\mu^{(I)}\right| \leqslant \sigma, \quad \forall I . \tag{0.9}
\end{equation*}
$$

Under these cancellation and regularity conditions on the $\mu^{(D)}$ our main result is that when $K$ is given by (0.7), the operator $f \mapsto f * K$ is bounded from $L^{p}\left(\mathbf{R}^{n}\right)$ to itself, if $1<p<\infty$.

As a consequence we can deal with kernels $K$ which are homogeneous of the critical degree under our dilations $\delta^{\Lambda}$; as a special case the kernels may be carried by single orbits of these dilations.

The relevance of the cancellation conditions in this theory can be seen from the following example in $\mathbf{R}^{3}$. The operator

$$
(T f)(x, y, z)=\text { p.v. } \int f(x-s, y-t, z-|s t|) \frac{d s}{s} \frac{d t}{t}
$$

is bounded on every $L^{p}\left(\mathbf{R}^{3}\right), 1<p<\infty$ [8], [14], [21], whereas the operator

$$
(U f)(x, y, z)=\text { p.v. } \int f(x-s, y-t, z-s t) \frac{d s}{s} \frac{d t}{t}
$$

is not even bounded on $L^{2}\left(\mathbf{R}^{3}\right)$.
Another interesting situation arises if we consider $\mathbf{R}^{2}$ with the oneparameter dilations $(x, y) \mapsto\left(\delta x, \delta^{-1} y\right)$. It is important to note that one of the exponents is negative, and so what follows is not deducible from the previously described one-parameter theory. A basic singular integral here is the Hilbert transform along the hyperbola
$f \mapsto \int_{-\infty}^{+\infty} f\left(x-t, y-\frac{1}{t}\right) \frac{d t}{t}=\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon}^{1 / \varepsilon}\left(f\left(x-t, y-\frac{1}{t}\right)-f\left(x+t, y+\frac{1}{t}\right)\right) \frac{d t}{t}$.
The cancellation conditions are $\widehat{\mu}^{(D)}(0,0)=0$, and so we can envisage other variants of this Hilbert transform, e.g.

$$
f \mapsto \lim _{\varepsilon \rightarrow 0} \int_{\varepsilon}^{1 / \varepsilon}\left(f\left(x-a t, y-\frac{1}{t}\right)-f\left(x+b t, y+\frac{1}{t}\right)\right) \frac{d t}{t},
$$

where $a$ and $b$ are arbitrary non-zero real numbers. Other variants, involving stronger cancellations, have been treated previously and the results were limited to $8 / 5<p<8 / 3$ [19].

We describe now the maximal functions which can be treated by our methods. Experience shows that there are two ways one can build up maximal functions from simpler elements. The first is by majorization, and is illustrated in $\mathbf{R}^{1}$ by the fact that if $(M f)(x)=\sup _{\delta>0}\left|\left(f * \varphi^{\delta}\right)(x)\right|$, where $\varphi^{\delta}(x)=\delta^{-1} \varphi(x / \delta)$, we have the usual results for $M$ if $\varphi$ is
majorized by an integrable symmetric decreasing function. The second is by the «method of rotations», which allows one to obtain results in $\mathbf{R}^{n}$ from maximal functions associated to lower-dimensional varieties. Our general theorem subsumes both, and is suggested by the uniformity condition (0.9).

Suppose $\mu$ is a finite positive measure on $\mathbf{R}^{n}$. With $\delta^{\Lambda}$ denoting our $k$-dimensional dilations, we write $\mu_{\delta}$ for the measure given by

Define

$$
\int f d \mu_{\delta}=\int f\left(\delta^{\Lambda} x\right) d \mu(x)
$$

$$
(M f)(x)=\sup _{\delta \in \mathbf{R}_{+}^{k}}\left|f * \mu_{\delta}(x)\right| .
$$

The condition we impose on $\mu$ is that there is another positive measure $v$ so that

$$
\begin{equation*}
\sup _{1 \leqslant \delta_{j}<2} \mu_{\delta} \leqslant v \tag{0.10}
\end{equation*}
$$

Under these assumptions, the maximal function $M$ is bounded on $L^{p}\left(\mathbf{R}^{n}\right), 1<p \leqslant \infty$.

Note that in one dimension, if $d \mu=\varphi(x) d x$ and $\varphi$ has a nondecreasing symmetric majorant in $L^{1}$, then $\mu$ satisfies ( 0.10 ). Conversely, if ( 0.10 ) holds in one dimension, then $\mu$ is of the above kind. Observe also that a measure $\mu$ supported on a compact portion of an orbit, with bounded density, automatically satisfies (0.10). Previous results for related maximal functions can be found in [3], [4], [6], [8].

We now indicate the main features of the proof of our principal result (Theorem 5.1). The argument, which is somewhat complicated, proceeds in three steps.

First, in the setting of the n-parameter dilations, a variant of the conclusion is proved as a consequence of the Journé's theory. Here a modification of the uniformity condition (0.9) already enters.

Next, the decay estimates of the Fourier transform are incorporated by interpolating an $L^{2}$ with the previously proved $L^{p}$-estimates. This gives our desired conclusion in the context of the full $n$-parameter dilations (Theorem 2.4).

Finally, the $k$-parameter result is deduced from the $n$-parameter case. This cannot be done directly, because the cancellation conditions required
in the former case are not as restrictive as those required in the latter case. So a further decomposition of the elements $\mu^{(I)}$ appearing in (0.7) is needed. This is carried out in Section 5.

Once our general result has been established, the theorem for homogeneous kernels is deduced from it in Section 6. The maximal theorem is proved in Section 7, and is based on an $n$-parameter maximal theorem proved in Section 3.

## 1. Singular kernels adapted to the $n$-parameter dilations on $\mathbf{R}^{n}$.

On $\mathbf{R}^{n}$ we consider the $n$-parameter dilations

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\delta_{1} x_{1}, \ldots, \delta_{n} x_{n}\right)
$$

with $\delta_{1}, \ldots, \delta_{n}>0$. We will often consider only dyadic dilations, defined by multi-indices $I=\left(i_{1}, \ldots, i_{n}\right) \in \mathbf{Z}^{n}$ and corresponding to taking $\delta_{j}=2^{i_{j}}$. To abbreviate, we write $2^{I} x$ for $\left(2^{i_{1}} x_{1}, \ldots, 2^{i_{n}} x_{n}\right)$.

If $f$ is a function on $\mathbf{R}^{n}$, we write $f_{I}(x)=2^{-|I|} f\left(2^{-I} x\right)$, where $|I|=i_{1}+\cdots+i_{n}$; consistent with this, if $\mu$ is a distribution on $\mathbf{R}^{n}$, we define $\mu_{I}$ by the identity

$$
\left\langle\mu_{I}, f\right\rangle=\left\langle\mu, f\left(2^{I} \cdot\right)\right\rangle,
$$

for every $C^{\infty}$-function $f$ with compact support.
Proposition 1.1. - For every $I \in \mathbf{Z}^{n}$ let $\mu^{(I)}$ be a distribution supported on the unit cube in $\mathbf{R}^{n}$, and assume that
(i) $\widehat{\mu}^{(t)}(\xi)=0$ if some coordinate of $\xi$ is zero;
(ii) $\left|\widehat{\mu^{(h)}}(\xi)\right| \leqslant C(1+|\xi|)^{-\varepsilon}$ for some $C, \varepsilon>0$.

Then the series $\sum_{I \in \mathbf{Z}^{n}} \mu_{I}^{(I)}$ converges in the sense of distributions to a distribution $K$ and the convolution operator with kernel $K$ is bounded on $L^{2}\left(\mathbf{R}^{n}\right)$ with a norm that depends only on the constants $C$ and $\varepsilon$ in (ii).

Proof. - It is sufficient to prove that the series

$$
\begin{equation*}
\sum_{I \in \mathbf{Z}^{n}}\left|\widehat{\mu^{(D)}}\left(2^{I} \xi\right)\right| \tag{1.1}
\end{equation*}
$$

converges almost everywhere to a bounded function. Let $\varphi(x)$ be a Schwartz function on $\mathbf{R}^{n}$ that equals one on a neighborhood of supp $\mu^{(n)}$
for every $I$. Then

$$
\widehat{\mu^{(t)}}(\xi)=\left(\widehat{\mu^{(t)}} * \hat{\varphi}\right)(\xi) \quad \text { and } \quad \partial^{\alpha} \widehat{\mu^{(\lambda)}} / \partial \xi^{\alpha}=\widehat{\mu^{(I)}} *\left(\partial^{\alpha} \hat{\varphi} / \partial \xi^{\alpha}\right)
$$

So for every $\alpha$

$$
\begin{equation*}
\left|\left(\partial^{\alpha} \widehat{\mu^{(\lambda)}} / \partial \xi^{\alpha}\right)(\xi)\right| \leqslant C_{\alpha}(1+|\xi|)^{-\varepsilon} . \tag{1.2}
\end{equation*}
$$

Since $\widehat{\mu^{(t)}}$ vanishes on each coordinate subspace, (1.2) implies that for each choice of the coordinates $j_{1}, \ldots, j_{k}$ we have

$$
\left|\widehat{\mu^{(D)}}(\xi)\right| \leqslant C\left|\xi_{j_{1}}\right| \cdots\left|\xi_{j_{k}}\right|(1+|\xi|)^{-\varepsilon} .
$$

Take now $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ with $\xi_{j} \neq 0$ for every $j$. By simply relabeling the terms in (1.1), we can assume that $\left|\xi_{j}\right| \sim 1$ for all $j$. Let $I \in \mathbf{Z}^{n}$ and assume that $i_{j_{1}}, \ldots, i_{j_{k}} \leqslant 0$ and all the other components of $I$ are positive. Then

$$
\begin{aligned}
\left|\widehat{\mu^{(D)}}\left(2^{I \xi} \xi\right)\right| & \leqslant C 2^{i_{j_{1}}+\ldots i_{j}\left(1+\left|2^{I} \xi\right|\right)^{-\varepsilon}} \\
& \leqslant C 2^{\left.-\frac{\varepsilon}{n} \right\rvert\, I I}
\end{aligned}
$$

Q.E.D.

Remark. - In Proposition 1.1 we assume that the measures $\mu^{(I)}$ are supported on the unit cube. This is only a normalization introduced in order to simplify its statement. If one asssumes that the supports of the $\mu^{(D)}$ are all contained in a fixed cube, the size of the cube will simply affect the norm of the resulting operator. Similarly, the integer lattice $\mathbf{Z}^{n}$ can be replaced by any co-compact lattice in $\mathbf{R}^{n}$.

These remarks apply to most results in this paper, and will be used without further comment.

## 2. $L^{p}$-boundedness in the $n$-parameter case.

Following [12] and [15], we define the Calderón-Zygmund norms for kernels on $\mathbf{R}^{n}$ by the following inductive procedure.
(i) Given $\delta>0$, the $C Z_{\delta}$-norm of a kernel $K(x)$ on the real line is given by

$$
\begin{equation*}
\|K\|_{C z_{\delta}(\mathbf{R})}=\|K\|_{2,2}+\sup _{\substack{\gamma>2 \\ h \neq 0}} \gamma^{\delta} \int_{|x|>\gamma| | h \mid}|K(x+h)-K(x)| d x \tag{2.1}
\end{equation*}
$$

(\| $\|_{p, p}$ denotes the operator norm on $L^{p}$ ).
(ii) For a kernel $K\left(x_{1}, \ldots, x_{n}\right)$ on $\mathbf{R}^{n}(n \geqslant 2)$,
(2.2) $\|K\|_{C Z_{\delta}\left(\mathbf{R}^{n}\right)}=\|K\|_{2,2}$

$$
+\sum_{j=1}^{n} \sup _{\substack{\gamma>2 \\ h \neq 0}} \gamma^{\delta} \int_{\left|x_{j}\right|>\gamma|h|}\left\|K\left(\cdot, x_{j}+h, \cdot\right)-K\left(\cdot, x_{j}, \cdot\right)\right\|_{c z_{\delta}\left(\mathbf{R}^{n-1}\right)} d x_{j}
$$

We will also use the following result [12], [15].

Proposition 2.1. - Assume that $\|K\|_{c z_{\delta}\left(\mathbf{R}^{n}\right)}<+\infty$ for some $\delta>0$. Then the operator $T f=K * f$ is bounded on $L^{p}\left(\mathbf{R}^{n}\right)$, for $1<p<\infty$, with a norm that depends only on $p$ and on $\|K\|_{C z_{\delta}\left(\mathbb{R}^{n}\right)}$.

Dealing with kernels defined as sums of dyadically scaled terms, the following remark is particularly useful.

Lemma 2.2. - For each $j \in \mathbf{Z}$ let $\psi^{(i)}$ be a function supported on the interval $[-1,1]$ taking values in a normed space $B$, and assume that for some positive constants $C, \delta$ and every $h \in \mathbf{R}$

$$
\begin{equation*}
\int\left\|\psi^{(j)}(x+h)-\psi^{(j)}(x)\right\|_{B} d x \leqslant C|h|^{\delta} \tag{2.3}
\end{equation*}
$$

Let $K(x)=\sum_{j \in \mathbf{Z}} 2^{-j} \psi^{(j)}\left(2^{-j} x\right)$. Then, if $\gamma>2$ and $h \neq 0$,

$$
\int_{|x|>\gamma|h|}\|K(x+h)-K(x)\|_{B} d x \leqslant A_{\delta} C \gamma^{-\delta}
$$

Proof. - Without loss of generality, we can assume that $|h| \sim 1$ (this may require relabeling the $\psi^{(j)}$ ). Then

$$
\begin{aligned}
\int_{|x|>\gamma} \| K(x & +h)-K(x) \|_{B} d x \\
& \leqslant \sum_{2^{j+1}>\gamma} \int_{|x|>\gamma}\left\|2^{-j} \psi^{(j)}\left(2^{-j}(x+h)\right)-2^{-j} \psi^{(j)}\left(2^{-j} x\right)\right\|_{B} d x \\
& \leqslant C \sum_{2^{j+1}>\gamma} 2^{-j \delta} \\
& =A_{\delta} C \gamma^{-\delta}
\end{aligned}
$$

Q.E.D.

We prove now our basic lemma.
We set

$$
\Delta_{h}^{(k)} f=f\left(x_{1}, \ldots, x_{k}+h, \ldots, x_{n}\right)-f\left(x_{1}, \ldots, x_{k}, \ldots, x_{n}\right)
$$

For $h=\left(h_{1}, \ldots, h_{n}\right)$ we also set $\Delta_{h}=\Delta_{h_{1}}^{(1)} \ldots \Delta_{h_{n}}^{(n)}$.
Lemma 2.3. - For each $I \in \mathbf{Z}^{n}$, let $\varphi^{(I)}$ be a function supported on the unit cube in $\mathbf{R}^{n}$. Assume that
(i) $\widehat{\varphi^{(\lambda)}}(\xi)=0$ if some coordinate of $\xi$ is zero;
(ii) for every permutation $\left(k_{1}, \ldots, k_{n}\right)$ of $(1, \ldots, n)$ the quantity

$$
\begin{align*}
& \sup _{\substack{i_{k}\left| \\
0<\left|h_{k_{1}}\right|<2\right.}}\left|h_{k_{1}}\right|^{-\delta} \int\left(\ldots \left(\sup _{\substack{i_{k_{n}} \in \mathbb{Z} \\
0<h_{k_{n}} \mid<2}}\left|h_{k_{n}}\right|^{-\delta}\right.\right.  \tag{2.4}\\
& \left.\left.\int\left|\Delta_{h} \varphi^{(I)}(x)\right| d x_{k_{n}}\right) \cdots\right) d x_{k_{1}}
\end{align*}
$$

is bounded by a constant $C$ for some $\delta>0$. Then, if $K(x)=$ $\sum_{I \in \mathbb{Z}^{n}} \varphi_{I}^{(I)}(x)$, the norm $\|K\|_{c z_{\delta}\left(\mathbb{R}^{n}\right)}$ is bounded by a constant that depends only on $C$ and $\delta$.

Proof. - We proceed by induction on the dimension $n$. For $n=1$, the functions $\varphi^{(i)}$ are uniformly in $L^{1, \varepsilon}(\mathbf{R})$ and have mean value zero. The conclusion then follows from Proposition 1.1 and from Lemma 2.2.

Assume that the statement is true in $n-1$ dimensions. Since (2.4) implies that the $\varphi^{(I)}$ are uniformly in $L^{1, \varepsilon}\left(\mathbf{R}^{n}\right)$, the boundedness of $\|K\|_{2,2}$ follows from Proposition(1.1). We then estimate $\int_{\left|x_{1}\right|>\gamma\left|h_{1}\right|}\left\|K\left(x_{1}+h_{1}, \cdot\right)-K\left(x_{1}, \cdot\right)\right\|_{c z_{\delta}\left(\mathbf{R}^{n-1}\right)} d x_{1}$ by means of Lemma 2.2. Observe that

$$
K\left({ }_{1}, \cdot\right)=\sum_{i_{1} \in \mathbf{Z}} \sum_{I^{\prime} \in \mathbf{Z}^{n-1}} \varphi_{i_{1}, I^{\prime}}^{\left(i_{1}, I^{\prime}\right)}\left(x_{1}, \cdot\right)
$$

so that we can take as our function $\psi^{\left(i_{1}\right)}\left(x_{1}\right)$ with values in the space of $C Z_{\delta}$-kernels the function

$$
\psi^{\left(i_{1}\right)}\left(x_{1}\right)=\sum_{I^{\prime} \in \mathbf{Z}^{n-1}} \varphi_{0, I^{\prime}}^{\left(i_{1}, I^{\prime}\right)}\left(x_{1}, \cdot\right)
$$

The integral in (2.3) is

$$
\begin{aligned}
\int\left\|\psi^{\left(i_{1}\right)}\left(x_{1}+h_{1}\right)-\psi^{\left(i_{1}\right)}\left(x_{1}\right)\right\|_{c z_{\delta}\left(\mathbf{R}^{n-1}\right)} d x_{1} \\
=\int\left\|\sum_{I^{\prime} \in \mathbf{Z}^{n-1}} \Delta_{h_{1}}^{(1)} \varphi_{0, I^{\prime}}^{\left(i_{1}, I^{\prime}\right)}\left(x_{1}, \cdot\right)\right\|_{c z_{\delta}\left(\mathbf{R}^{n-1}\right)} d x_{1}
\end{aligned}
$$

By the inductive hypothesis, this integral is smaller than a constant times the sum of the integrals

$$
\int\left(\sup _{\substack{i_{k_{2}} \in \mathbf{Z} \\ 0<\left|h_{k_{2}}\right|<2}}\left|h_{k_{2}}\right|^{-\delta} \int \ldots \sup _{\substack{i_{k_{n}} \in \mathbf{Z} \\ 0<i k_{k_{n}} \mid<2}}\left|h_{k_{n}}\right|^{-\delta} \int\left|\Delta_{h} \varphi^{\left(i_{1}, I^{\prime}\right)}(x)\right| d x_{k_{n}} \ldots d x_{k_{2}}\right) d x_{1}
$$

over all permutations $\left(k_{2}, \ldots, k_{n}\right)$ of $(2, \ldots, n)$. By (2.4), this expression is bounded by a constant times $\left|h_{1}\right|^{\delta}$.
Q.E.D.

By Proposition 2.1, the kernel $K$ in the statement of Lemma 2.3 defines a bounded convolution operator on $L^{p}\left(\mathbf{R}^{n}\right)$ for $1<p<\infty$. We next prove that the same conclusion holds under less restrictive hypotheses.

We will use the following notation: if $v$ is a measure on the coordinate subspace of $\mathbf{R}^{n}$ with coordinates $\left(x_{k_{1}}, \ldots, x_{k_{\ell}}\right)$, we denote by $p_{k_{l}}(v)$ the push-forward of $v$ onto the subspace with coordinates $\left(x_{k_{1}}, \ldots, x_{k_{\ell-1}}\right)$, i.e.

$$
\int_{\mathbf{R}^{\ell-1}} f\left(x_{k_{1}}, \ldots, \mathbf{x}_{k_{\ell-1}}\right) d p_{k_{\ell}}(v)=\int_{\mathbf{R}^{\ell}} f\left(x_{k_{1}}, \ldots, \mathbf{x}_{k_{l \ell}}\right) d v
$$

In particular, if $\ell=1, p_{k_{\ell}}(v)=\int d v$. We also note that if $\left\{v_{\alpha}\right\}_{\alpha \in A}$ is a set of positive measures, bounded from above by a measure $\mu$, then $\sup _{\alpha} v_{\alpha}$ is a well-defined positive measure.

Theorem 2.4. - For each $I \in \mathbf{Z}^{n}$, let $\mu^{(f)}$ be a measure supported on the unit sube, such that
(i) $\widehat{\mu^{(I)}}(\xi)=0$ if some coordinate of $\xi$ is zero;
(ii) $\left|\widehat{\mu^{(n)}}(\xi)\right| \leqslant C(1+|\xi|)^{-\varepsilon}$ for some $\mathrm{C}, \varepsilon>0$;
(iii) for every permutation $\left(k_{1}, \ldots, k_{n}\right)$ of $(1, \ldots, n)$ we have

$$
\begin{equation*}
\sup _{i_{i_{1}} \in \mathbf{Z}} p_{k_{1}}\left(\sup _{i_{k_{2}} \in \mathbf{Z}} p_{k_{2}}\left(\ldots \sup _{i_{k_{n}} \in \mathbf{Z}} p_{k_{n}}\left(\left|\mu^{(I)}\right|\right) \ldots\right)\right) \leqslant C . \tag{2.5}
\end{equation*}
$$

Then the convolution operator defined by the kernel $K=\sum_{I \in \mathbf{Z}^{n}} \mu_{I}^{(I)}$ is bounded on $L^{p}\left(\mathbf{R}^{p}\right)$ for $1<p<\infty$, with a norm that only depends on $p, C, \varepsilon$.

In order to understand condition (iii), consider the case of absolutely continuous measures $d \mu^{(i, j)}=f^{(i, j)}(x, y) d x d y$ in the plane. For each $i_{0} \in \mathbf{Z}$, we take all the functions $f^{\left(i_{0}, j\right)}$, i.e. those that will be dilated above the interval where $x \sim 2^{i_{0}}$, and we require that the functions $g^{\left(i_{0}, j\right)}(x)=\int\left|f^{\left(i_{0}, j\right)}(x, y)\right| d y$ are majorized for $j \in \mathbf{Z}$ by a common function $g^{\left(i_{0}\right)}(x)$ with $\left\|g^{\left(i_{0}\right)}\right\|_{1} \leqslant C$. A similar condition is imposed on $f^{\left(i, j_{0}\right)}(x, y)$, for fixed $j_{0}$, when the rôles of the two coordinates are interchanged.

Proof. - Let $\varphi(t)$ be a $C^{\infty}$-function with compact support on the line such that $\int \varphi(t) d t=1$. For $\ell \geqslant 1$ define

$$
\eta_{-\ell}(t)=2^{\ell} \varphi\left(2^{\ell} t\right)-2^{\ell-1} \varphi\left(2^{\ell-1} t\right)
$$

so that the series $\varphi_{0}+\sum_{\ell=1}^{\infty} \eta_{-\ell}$ converges to $\delta_{0}$ in $\mathscr{S}^{\prime}(\mathbf{R})$.
Similarly on $\mathbf{R}^{n}$

$$
\begin{aligned}
\delta_{0} & =\left(\varphi_{0}\left(x_{1}\right)+\sum_{\ell=1}^{\infty} \eta_{-\ell}\left(x_{1}\right)\right) \ldots\left(\varphi_{0}\left(x_{n}\right)+\sum_{\ell=1}^{\infty} \eta_{-\ell}\left(x_{n}\right)\right) \\
& =\sum_{L \in \mathbf{N}^{n}} \psi_{L}(x) .
\end{aligned}
$$

If $L=\left(\ell_{1}, \ldots, \ell_{n}\right)$, then $\int \psi_{L}(x) d x_{j}=0$ for every $x_{1}, \ldots, x_{j-1}$, $x_{j+1}, \ldots, x_{n}$ if and only if $\ell_{j}>0$.

We then write

$$
\mu^{(I)}=\sum_{L \in \mathbf{N}^{n}} \mu^{(I)} * \psi_{L}
$$

and for each $L \in \mathbf{N}^{n}$ we define

$$
K_{L}=\sum_{I \in \mathbf{Z}^{n}}\left(\mu^{(I)} * \psi_{L}\right)_{I}
$$

Like in [5], [16] the proof reduces to showing that
(a) $\left\|K_{K}\right\|_{2,2} \leqslant C 2^{-\alpha|L|}$ for some $\alpha>0$;
(b) if $1<p<\infty$, then $\left\|K_{L}\right\|_{p, p} \leqslant C_{\delta, p} 2^{\delta|L|}$ for every $\delta>0$.

To prove (a) we use Proposition 1.1. The support of $\mu^{(n)} * \psi_{L}$ is contained in a fixed cube independently of $I$ and $L$, and its Fourier transform vanishes at each point with some zero coordinate. We also have

$$
\begin{aligned}
\left|\left(\mu^{(I)} * \psi_{L}\right)^{\wedge}(\xi)\right| & =\left|\widehat{\mu^{(D)}}(\xi)\right|\left|\widehat{\psi_{L}}(\xi)\right| \\
& \leqslant C(1+|\xi|)^{-\varepsilon} \prod_{j=1}^{n}\left|\hat{\varphi}\left(2^{-\ell_{j}} \xi_{j}\right)-\hat{\varphi}\left(2^{-\ell_{j}+1} \xi_{j}\right)\right|
\end{aligned}
$$

where the factor $\left|\hat{\varphi}\left(2^{-\ell_{j}} \xi_{j}\right)-\hat{\varphi}\left(2^{-\ell_{j}+1} \xi_{j}\right)\right|$ must be replaced by $\left|\hat{\varphi}\left(\xi_{j}\right)\right|$ if the corresponding $\ell_{j}$ is zero. By the smoothness of $\hat{\varphi}$, we have

$$
\left|\hat{\varphi}\left(2^{-\ell_{j}} \xi_{j}\right)-\hat{\varphi}\left(2^{-\ell_{j}+1} \xi_{j}\right)\right| \leqslant C 2^{-\frac{\varepsilon}{2 n} \ell_{j}}\left|\xi_{j}\right|^{\frac{\varepsilon}{2 n}}
$$

therefore

$$
\begin{aligned}
\left|\left(\mu^{(I)} * \psi_{L}\right)^{\wedge}(\xi)\right| & \leqslant C(1+|\xi|)^{-\varepsilon} 2^{-\frac{\varepsilon}{2 n}|L|} \prod_{j=1}^{n}\left(1+\left|\xi_{j}\right|\right)^{\frac{\varepsilon}{2 n}} \\
& \leqslant C(1+|\xi|)^{-\varepsilon / 2} 2^{-\frac{\varepsilon}{2 n}|L|}
\end{aligned}
$$

By Proposition 1.1, $\left\|K_{L}\right\|_{2,2} \leqslant 2^{-\frac{\varepsilon}{2 n}|L|}$ and this proves (a).
To prove (b) we apply Lemma 2.3. We have

$$
\Delta_{h}\left(\mu^{(D)} * \psi_{L}\right)=\mu^{(I)} *\left(\Delta_{h} \psi_{L}\right)
$$

Since $\psi_{L}$ is a tensor product of functions in one variable,

$$
\Delta_{h} \psi_{L}(x)=\Delta_{h_{1}}^{(1)} \ldots \Delta_{h_{n}}^{(n)} \psi_{L}(x)=\left(\Delta_{h_{1}} \eta_{-\ell_{1}}\left(x_{1}\right)\right) \ldots\left(\Delta_{h_{n}} \eta_{-\ell_{n}}\left(x_{n}\right)\right)
$$

where $\eta_{-\ell_{j}}$ has to be replaced by $\varphi$ if $\ell_{j}=0$. For each $\delta>0$,

$$
\left|\Delta_{h_{j}} \eta_{-\ell_{j}}\left(x_{j}\right)\right| \leqslant C 2^{\delta \ell_{j}}\left|h_{j}\right|^{\delta} \chi_{[-3,3]}\left(x_{j}\right)
$$

if we assume $\left|h_{j}\right|<2$. The same estimate holds for $\varphi\left(x_{j}\right)$ when $\ell_{j}=0$.
Therefore

$$
\begin{equation*}
\sup _{0<\left|h_{j}\right|<2}\left|h_{1} \ldots h_{n}\right|^{-\delta}\left|\Delta_{h} \psi_{L}(x)\right| \leqslant C 2^{\delta|L|} \chi_{Q_{n}}(x) \tag{2.6}
\end{equation*}
$$

where the cube $Q_{n}=[-3,3]^{n}$.

We can then majorize the expression in (2.4) by bringing all the sup's with respect to the various $h_{j}$ inside the inner integral and then use (2.6). So, by Lemma 2.3 and Proposition 2.1, the norm $\left\|K_{L}\right\|_{p, p}$ is controlled by the supremum, taken over all permutations $\left(k_{1}, \ldots, k_{n}\right)$ of $(1, \ldots, n)$, of the quantities

$$
2^{\delta|L|} \sup _{i_{k_{1}} \in \mathbb{Z}} \int\left(\ldots\left(\sup _{i_{k_{1}} \in \mathbb{Z}} \int\left(\left|\mu^{(I)}\right| * \chi_{Q_{n}}\right)(x) d x_{k_{n}}\right) \ldots\right) d x_{k_{1}} .
$$

Now

$$
\begin{aligned}
\left(\left|\mu^{(I)}\right| * \chi_{Q_{n}}\right)(x) d x_{k_{n}} & =6 p_{k_{n}}\left(\left|\mu^{(I)}\right|\right) * \chi_{Q_{n-1}} \\
& \leqslant 6\left(\sup _{i_{k_{n}} \in \mathbf{Z}} p_{k_{n}}\left(\left|\mu^{(D}\right|\right)\right) * \chi_{Q_{n-1}} .
\end{aligned}
$$

Iterating this argument $n$ times, we conclude that

$$
\left\|K_{L}\right\|_{p, p} \leqslant C_{p, 8} 2^{8|L|}
$$

for each $\delta>0$, when $1<p<\infty$. This concludes the proof.

> Q.E.D.

## 3. Two maximal theorems in the $n$-parameter case.

As before, we let $\left\{v^{(n)}\right\}_{I \in \mathbf{Z}^{n}}$ be measures supported on the unit cube, but this time we do not impose any cancellation condition on them. We consider the maximal operator

$$
\begin{equation*}
(M f)(x)=\sup _{I \in \mathbf{Z}^{n}}\left|\left(f * V_{I}^{(I)}\right)(x)\right| \tag{3.1}
\end{equation*}
$$

In order to prove an $L^{p}$-boundedness theorem for $M$ in the same spirit as Theorem 2.4, it seems necessary to impose more restrictive conditions on the $v^{(I)}$ than just (ii) and (iii) in the statement of Theorem 2.4.

We prove two results along these lines. In the first theorem, (ii) is replaced by the stronger assumptions that the $v^{(I)}$ are uniformly in $L^{1, \varepsilon}\left(\mathbf{R}^{n}\right)$ for some $\varepsilon>0$. In the second theorem, we assume that $v^{(I)}=v>0$ independent of $I$.

Theorem 3.1. - Let $\left\{\mathbf{v}^{(I)}\right\}_{I \in \mathbf{Z}^{n}}$ be functions supported on the unit cube, such that
(i) $\left\|v^{(I)}\right\|_{L^{1, \varepsilon}\left(\mathbf{R}^{n}\right)} \leqslant C$ for some $\varepsilon>0$;
(ii) for each permutation $\left(k_{1}, \ldots, k_{n}\right)$ of $(1, \ldots, n)$,

$$
\begin{equation*}
\sup _{i_{k_{1}} \in \mathbb{Z}} \int\left(\sup _{i_{k_{2}} \in \mathbb{Z}} \int \ldots\left(\sup _{i_{k_{n}} \mathrm{Z}} \int\left|v^{(I)}\left(x_{1}, \ldots, x_{n}\right)\right| d x_{k_{n}}\right) \ldots d x_{k_{2}}\right) d x_{k_{1}} \leqslant C . \tag{3.2}
\end{equation*}
$$

Then for every $p, 1<p \leqslant \infty$, the maximal operator $M$ in (3.1) is bounded on $L^{p}\left(\mathbf{R}^{n}\right)$, with a norm that only depends on $p, C, \varepsilon$.

Proof. - Let $\varphi, \eta_{-\ell}, \psi_{L}$ be as in the proof of Theorem 2.4, and write

$$
v^{(I)}=\sum_{L \in \mathbf{N}_{n}} v^{(I)} * \psi_{L}
$$

with corresponding maximal operators

$$
\left(M_{L} f\right)(x)=\sup _{I \in \mathbf{Z}^{n}}\left|\left(f *\left(v^{(I)} * \psi_{L}\right)_{I}\right)(x)\right|
$$

It follows from (i) that $\left\|v^{(I)} * \psi_{L}\right\|_{1} \leqslant C 2^{-\varepsilon|L|}$, so that

$$
\left\|M_{L}\right\|_{\infty, \infty} \leqslant C 2^{-\varepsilon|L|}
$$

It is then sufficient to prove that, for $1<p<\infty$ and $\delta>0$ arbitrarily small,

$$
\left\|M_{L}\right\|_{p, p} \leqslant C_{p, \delta}{ }^{\delta|L|} .
$$

The conclusion will then follow by the Marcinkiewicz interpolation theorem.

If all the components $\ell_{1}, \ldots, \ell_{n}$ of $L$ are positive, then $\mu^{(I)}=v^{(I)} * \psi_{L}$ satisfies assumption (i) in Theorem 2.4. We also have

$$
\begin{aligned}
\left|\widehat{\mu^{(I)}}(\xi)\right| & =\left|\widehat{v^{(I)}}(\xi)\right|\left|\hat{\Psi}_{L}(\xi)\right| \\
& \leqslant C\left\|v^{(D)}\right\|_{L^{1, \varepsilon}\left(\mathbf{R}^{n}\right)}(1+|\xi|)^{-\varepsilon} \\
& \leqslant C(1+|\xi|)^{-\varepsilon} .
\end{aligned}
$$

It is also clear, using (3.2), that (2.5) holds independently of $L$. So when no component of $L$ is zero, we can conclude that for every choice of $\pm$ signs, the kernel

$$
K=\sum_{I \in \mathbf{Z}^{n}} \pm\left(v^{(I)} * \psi_{L}\right)_{I}
$$

satisfies $\|K\|_{p, p} \leqslant C_{p}$ for $1<p<\infty$. From this, using the standard square-function argument, we conclude that $\left\|M_{L}\right\|_{p, p} \leqslant C_{p}$ for $1<p<\infty$.

Considering now $L=0=(0, \ldots, 0)$, we observe that

$$
\left|\left(v^{(I)} * \psi_{0}\right)(x)\right| \leqslant C \chi_{Q n}(x)
$$

where $Q_{n}=[-2,2]^{n}$, so that $M_{0} f$ is controlled by the $n$-parameter Hardy-Littlewood maximal function of $f$.

It remains to consider those $L \neq 0$ having some components equal to zero. We first observe that we have already completed the proof in dimension $n=1$. We then proceed by induction, assuming that the theorem has been proved in dimensions strictly less than $n$.

Assume for simplicity that $L=\left(\ell_{1}, \ldots, \ell_{k}, 0, \ldots, 0\right)$, with $\ell_{1}, \ldots, \ell_{k}$ different from zero. We then define, for $\left(i_{1}, \ldots, i_{k}\right) \in \mathbf{Z}^{k}$,

$$
\sigma^{\left(i_{1}, \ldots i_{k}\right)}\left(x_{1}, \ldots, x_{k}\right)=\sup _{i_{k+1} \in \mathbf{Z}} \int \ldots\left(\sup _{i_{n} \in \mathbf{Z}} \int\left|v^{(I)}(x)\right| d x_{n}\right) \ldots d x_{k+1}
$$

By (ii), $\left\|\sigma^{\left(i_{1}, \ldots, i_{k}\right)}\right\|_{1} \leqslant C$. We have

$$
\begin{aligned}
& \left|\left(v^{(I)} * \psi_{L}\right)(x)\right| \\
& \quad \leqslant C\left(\sigma^{\left(i_{1}, \ldots, i_{k}\right)} *\left[\left|\eta_{-\ell_{1}}\right| \otimes \ldots \otimes\left|\eta_{-\ell_{k}}\right|\right]\right)\left(x_{1}, \ldots, x_{k}\right) \chi_{Q_{n-k}}\left(x_{k+1}, \ldots, x_{n}\right),
\end{aligned}
$$

so that $M_{L}$ is dominated by the composition of the $(n-k)$-dimensional Hardy-Littlewood maximal operator with a $k$-dimensional maximal operator whose norm is estimated by means of the inductive hypothesis.

In fact, for $\delta>0$ and small,

$$
\begin{aligned}
&\left\|\sigma^{\left(i_{1}, \ldots, i_{k}\right)} *\left[\left|\eta_{-\ell_{1}}\right| \otimes \ldots \otimes\left|\eta_{-\ell_{k}}\right|\right]\right\|_{L^{1, \delta_{\left(\mathbf{R}^{k}\right)}}} \\
& \leqslant\left\|\sigma^{\left(i_{1}, \ldots, i_{k}\right)}\right\|_{1}\left\|\left|\eta_{-\ell_{1}}\right| \otimes \ldots \otimes\left|\eta_{-\ell_{k}}\right|\right\|_{L^{1, \delta}\left(\mathbf{R}^{k}\right)} \\
& \leqslant C 2^{\delta|L|}
\end{aligned}
$$

and (3.2) follows from the definition of $\sigma^{\left(i_{1}, \ldots, i_{k}\right)}$ and from the boundedness of the $L^{1}$-norms of the various $\eta_{-\ell}$.

Therefore for these indices $L,\left\|M_{L}\right\|_{p, p} \leqslant C_{p, \delta} 2^{\delta|L|}$, and this concludes the proof.
Q.E.D.

We want to point out here that some uniformity of the type (3.2) is actually needed when $n \geqslant 2$.

In fact, take $n=2$ and define $v^{(I)}=v^{\left(i_{1}, i_{2}\right)}=\varphi^{\left(i_{2}\right)}(x) \psi(y)$, when $1 \leqslant i_{2} \leqslant N, \quad v^{(I)}=0 \quad$ otherwise. Here $\quad \varphi^{\left(i_{2}\right)}(x)=N \quad$ if $\left(i_{2}-1\right) / N \leqslant x \leqslant i_{2} / N, \varphi^{\left(i_{2}\right)}(x)=0$ otherwise.

We take $\psi$ to be the characteristic function of the interval $[0,1]$ and set $f(x, y)=f_{1}(x) f_{2}(y)$, where $f_{1}(x)=1$ when $0 \leqslant x \leqslant 1 / N, f_{1}(x)=0$ otherwise ; we also set $f_{2}(y)=\psi(y)$. Then

$$
\begin{aligned}
(M f)(x, y) & =\sup _{I \in \mathbf{Z}^{2}}\left(f * v_{I}^{(I)}\right)(x, y) \\
& \geqslant \sup _{1 \leqslant i_{2} \leqslant N}\left(f * v_{0, i_{2}}^{\left(0, i_{2}\right)}\right)(x, y) \\
& \geqslant \frac{1}{2}
\end{aligned}
$$

on the unit square $0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1$. So $\|M f\|_{p} \geqslant 12$. Also $\|f\|_{p}=N^{-1 / p}$. Because $\left\|\boldsymbol{v}^{(D)}\right\|_{L^{1, \varepsilon}\left(\mathbf{R}^{2}\right)} \leqslant c N^{-\varepsilon}$, taking $N$ large, this shows that the $L^{p}$-inequality cannot hold when $p<1 / \varepsilon$.

Theorem 3.2. - Let $v$ be a positive measure supported on the unit cube, such that $|\hat{\mathrm{v}}(\xi)| \leqslant C(1+|\xi|)^{-\varepsilon}$ for some $\varepsilon>0$. Then the maximal operator $M$ in (3.1) (with $v^{(I)}=v$ ) is bounded on $L^{p}\left(\mathbf{R}^{n}\right)$, for $1<p \leqslant \infty$, with a norm that only depends on $p, C, \varepsilon$.

Proof. - The statement is trivial for $p=\infty$, so we will assume $1<p<\infty$.

Let $S=\left\{k_{1}, \ldots, k_{\ell}\right\} \subseteq\{1, \ldots, n\} \quad$ and $\quad$ define $\quad p_{S}(v)=p_{k_{1}}$ $\left(\ldots p_{k_{\ell}}(v) \ldots\right), p_{\varnothing}(v)=v$. For $\xi \in \mathbf{R}^{n}$, let $\xi_{s} \in \mathbf{R}^{n}$ be the element obtained by replacing the coordinates $\xi_{k}, k \in S$, by zero. Let

$$
\mu=\sum_{S \subseteq\{1, \ldots, n\}}(-1)^{|S|} p_{S}(v) \prod_{k \in S} \varphi\left(x_{k}\right)
$$

where $\varphi$ is a non-negative smooth function supported on $[-1,1]$ with integral equal to one. Observing that

$$
\left(p_{s}(v)\right)^{\wedge}(\xi)=\hat{v}\left(\xi_{s}\right)
$$

on easily sees that
(i) $\hat{\mu}(\xi)=0$ if some coordinate of $\xi$ is zero;
(ii) $|\hat{\mu}(\xi)| \leqslant C(1+|\xi|)^{-\varepsilon}$.

Since (iii) in Theorem 2.4 is trivially verified, the kernels $K=$ $\sum_{I \in \mathbf{Z}^{n}} \pm \mu_{I}$ satisfy $\|K\|_{p, p} \leqslant C$ independently of the choice of the signs.
Applying again a square-function argument, we conclude that

$$
\left\|\sup _{I \in \mathbf{Z}^{n}}\left|f * \mu_{I}(x)\right|\right\|_{p} \leqslant C\|f\|_{p}
$$

It remains to prove that if $S \neq \emptyset$, then

$$
\begin{equation*}
\left\|\sup _{I \in \mathbf{Z}^{n}} \mid f *\left(p_{S}(v) \prod_{k \in S} \varphi\left(x_{k}\right)\right)_{I}\right\|\left\|_{p} \leqslant C\right\| f \|_{p} \tag{3.3}
\end{equation*}
$$

As in the proof of Theorem 3.1, this follows from an inductive argument, observing that the maximal function in (3.3) is dominated by the superposition of an $|S|$-dimensional one and an $(n-|S|)$ dimensional one, the first being a Hardy-Littlewood maximal function.
Q.E.D.

## 4. Dilations on $\mathbf{R}^{\boldsymbol{n}}$ depending on $\boldsymbol{k}$ parameters.

The formal setting for $k$-parameter dilations on $\mathbf{R}^{n}$ is the following : we assume that $\mathbf{R}^{k}$ acts on $\mathbf{R}^{n}$ continuously by diagonalizable linear transformations. Then, writing this action in an appropriate coordinate system, the element $t=\left(t_{1}, \ldots, t_{k}\right) \in \mathbf{R}^{k}$ acts on $\left(x_{1}, \ldots, x_{n}\right) \in \mathbf{R}^{n}$ by

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(2_{j}^{\sum_{i} \lambda_{1 j} j_{j}} x_{1}, \ldots, 2_{j}^{\sum_{n} n_{n} f_{j}} x_{n}\right) \tag{4.1}
\end{equation*}
$$

In the more usual multiplicative notation, setting $\delta_{j}=2^{t_{j}}$, we have

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\delta_{1}^{\lambda_{11}} \ldots \delta_{k}^{\lambda_{1 k}} x_{1}, \ldots, \delta_{1}^{\lambda_{n 1}} \ldots \delta_{k}^{\lambda_{n k}} x_{n}\right) \tag{4.2}
\end{equation*}
$$

We call

$$
\Lambda=\left(\begin{array}{ccc}
\lambda_{11} & \cdots & \lambda_{1 k}  \tag{4.3}\\
\vdots & \ddots & \vdots \\
\lambda_{n 1} & \cdots & \lambda_{n k}
\end{array}\right)
$$

the dilation matrix. We say that two dilation matrices $\Lambda$ and $\Lambda^{\prime}$ of the same dimensions are equivalent if $\Lambda^{\prime}=\Lambda P$, for some non-singular $k \times k$ matrix $P$. In particular $\Lambda \sim c \Lambda$ for every $c \neq 0$. It is quite clear that two equivalent matrices induce the same set of dilations.

Since part of the existing literature assumes that the exponents $\lambda_{i j}$ are non-negative, it is worth pointing out that this assumption is not invariant under the just described notion of equivalence. However, a necessary and sufficient condition for a matrix $\Lambda$ to be equivalent to one with non-negative entries is obviously that the range of the associated linear map from $\mathbf{R}^{k}$ to $\mathbf{R}^{n}$ contains $k$ independent vectors with non-negative entries. This shows that dilations with non-negative exponents form a proper subclass.

We will often refer to the following two examples of dilations.
Example (a): ( $\left.x_{1}, x_{2}\right) \mapsto\left(\delta x_{1}, \delta^{-1} x_{2}\right)$ on $\mathbf{R}^{2}, \quad$ corresponding to

$$
\Lambda=\binom{1}{-1}
$$

Example (b): $\left(x_{1}, x_{2}, x_{3}\right) \mapsto\left(\delta_{1} x_{1}, \delta_{2} x_{2}, \delta_{1} \delta_{2} x_{3}\right)$ on $\mathbf{R}^{3}$, corresponding to

$$
\Lambda=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right)
$$

We will consider convolution kernels adapted to the dilations (4.2) and constructed starting from a family $\left\{\mu^{(I)}\right\}_{I \in \mathbf{Z}^{k}}$ of uniformly bounded measures supported on a fixed cube. If we define the dilated $\mu_{I}^{(I)}$ of $\mu^{(I)}$ by

$$
\int_{\mathbf{R}^{n}} f d \mu_{I}^{(I)}=\int_{\mathbf{R}^{n}} f\left(2^{\Sigma \lambda_{1 j} j_{j}} x_{1}, \ldots, 2^{\left.\Sigma \lambda_{n j} j^{i} x_{n}\right) d \mu^{(I)}\left(x_{1}, \ldots, x_{n}\right), ~, ~, ~}\right.
$$

we want to define

$$
K=\sum_{I \in \mathbf{Z}^{k}} \mu_{I}^{(I)} .
$$

To begin with, we determine what cancellations it is natural to impose on the measures $\mu^{(I)}$ in order to make (4.4) meaningful. More precisely, we want the series

$$
\sum_{I \in \mathbf{Z}^{k}} \widehat{\mu_{I}^{(n)}}(\xi)
$$

to converge to a bounded function. It is natural to consider the simpler case where $\mu^{(I)}=c(I) \mu$, with $\{c(I)\}_{I \in \mathbf{z}^{k}}$ a bounded sequence and $\mu$ a fixed measure with compact support.

If $S=\left\{k_{1}, \ldots, k_{\ell}\right\} \subseteq\{1, \ldots, n\}$, we denote by $\Lambda_{s}$ the $\ell \times k$ matrix whose $j$-th row is the $k_{j}$-th row of $\Lambda$, and by $V_{S}$ the coordinate subspace of $\mathbf{R}^{n}$ spanned by the elements $e_{k_{1}}, \ldots, e_{k_{\ell}}$ of the canonical basis.

We also set $2^{\Lambda I} x=\left(2^{\Sigma \lambda_{1 j} j_{j}} x_{1}, \ldots, 2^{\Sigma \lambda_{n j} j_{j}} x_{n}\right)$, for $I \in \mathbf{Z}^{k}$.

Proposition 4.1. - Let $\mu$ be a measure with compact support. If

$$
\begin{equation*}
\left|\sum_{I \in \mathbf{Z}^{k}} c(I) \hat{\mu}\left(2^{\Lambda I \xi}\right)\right| \leqslant C \sup _{I \in \mathbf{Z}^{k}}|c(I)| \tag{4.5}
\end{equation*}
$$

for every bounded sequence $\{c(I)\}$ and almost every $\xi \in \mathbf{R}^{n}$, then $\hat{\mu}$ vanishes on each subspace $V_{s}$ for which rank $\left(\Lambda_{s}\right)<k$. In particular if rank $(\Lambda)<k$ and (4.5) holds, then $\mu=0$.

Proof. - Since $\hat{\mu}$ is continuous, (4.5) is equivalent to

$$
\sum_{I \in \mathbf{Z}^{k}}\left|\hat{\mu}\left(2^{\Lambda I} \xi\right)\right| \leqslant C
$$

uniformly in $\xi$.
Assume that $\operatorname{rank}\left(\Lambda_{s}\right)<k$, and let $\xi \in V_{S}$. Then the matrix $\operatorname{diag}\left(\xi_{1}, \ldots, \xi_{n}\right) \Lambda$ has rank smaller than $k$, so there is $\tau \in \mathbf{R}^{\natural} \backslash\{0\}$ such that

$$
\left(\begin{array}{ccc}
\xi_{1} & & \\
& \ddots & \\
& & \xi_{n}
\end{array}\right) \Lambda\left(\begin{array}{c}
\tau_{1} \\
\vdots \\
\tau_{k}
\end{array}\right)=0
$$

This means that

$$
\left(\left(\Sigma \lambda_{1 j} \tau_{j}\right) \xi_{1}, \ldots,\left(\Sigma \lambda_{n j} \tau_{j}\right) \xi_{n}\right)=(0, \ldots, 0)
$$

so that for every $s \in \mathbf{R}$

$$
\left(2^{s \Sigma \lambda_{1 j} \tau_{j} \xi_{1}}, \ldots, 2^{s \Sigma \lambda_{n j} \tau j \xi_{n}}\right)=\left(\xi_{1}, \ldots, \xi_{n}\right)
$$

If we had $\hat{\mu}(\xi) \neq 0$, we would have $\left|\hat{\mu}\left(\xi^{\prime}\right)\right| \geqslant \alpha>0$ for $\xi^{\prime}$ in a neighborhood of $\xi$. On the other hand, infinitely many points $I \in \mathbf{Z}^{k}$ are arbitrarily close in $\mathbf{R}^{k}$ to the line generated by $\tau$. We would then have $\left|\hat{\mu}\left(2^{\Lambda I \xi}\right)\right| \geqslant \alpha$ for infinitely many indices $I$, which contradicts the hypothesis.
Q.E.D.

It follows that in order to have a non-vacuous theory, we must assume that $k \leqslant n$ and $\operatorname{rank}(\Lambda)=k$. Also, if $k=n$, then $\Lambda \sim I$, and we are in the $n$-parameter theory discussed in the previous sections.

If we assume, as we will do in the sequel, that $\operatorname{rank}(\Lambda)=k$, then the generic orbit in $\mathbf{R}^{n}$ under the action of $\mathbf{R}^{k}$ is a $k$-dimensional manifold. The lower-dimensional orbits are precisely the orbits contained in some subspace $V_{S}$ corresponding to $\operatorname{rank}\left(\Lambda_{S}\right)<k$. We can then
restate Proposition 4.1 by saying that $\hat{\mu}$ must vanish on the lowerdimensional orbits.

Observe that in Example (a) the required cancellation is $\hat{\mu}(0)=0$. In Example (b) $\hat{\mu}$ must vanish on the three coordinate axes.

## 5. $\boldsymbol{L}^{\boldsymbol{p}}$-boundedness in the $\boldsymbol{k}$-parameter case.

We consider a set of dilations on $\mathbf{R}^{n}$ induced by an $n \times k$ matrix $\Lambda$ of rank $k$. For $S \subseteq\{1, \ldots, n\}$, we keep the notation $V_{S}$ and $\Lambda_{S}$ introduced in the previous section.

Theorem 5.1. - Let $\left\{\boldsymbol{\mu}^{(I)}\right\}_{I \in \mathbf{z}^{k}}$ be a family of measures supported on the unit cube in $\mathbf{R}^{n}$, such that
(i) $\widehat{\mu^{(D)}}(\xi)=0$ if $\xi \in V_{S}$ and $\operatorname{rank}\left(\Lambda_{S}\right)<k$;
(ii) $\left|\widehat{\mu^{(D)}}(\xi)\right| \leqslant C(1+|\xi|)^{-\varepsilon}$ for some $C, \varepsilon>0$;
(iii) $\left|\mu^{(I)}\right| \leqslant \sigma \in M\left(\mathbf{R}^{n}\right)$.

Then the series $\sum_{I \in \mathbf{Z}^{k}}\left|\mu^{(I)}\left(2^{\Lambda I} \xi\right)\right|$ converges to a bounded function and the convolution operator defined by the kernel $K=\sum_{I \in \mathbf{Z}^{k}} \mu_{I}^{(I)}$ is bounded on $L^{p}\left(\mathbf{R}^{n}\right), 1<p<\infty$, with a norm that only depends on $p, C, \varepsilon$ and $\|\boldsymbol{\sigma}\|_{1}$.

The proof consists in a reduction to the $n$-parameter dilations, and assumes Theorem 2.4. Before going into the proof, we explain the main ideas in the setting of Example (a), assuming all the $\mu^{(I)}$ to be equal.

We are given a measure $\mu$ on $\mathbf{R}^{2}$, and the kernel $K$ is constructed by subjecting $\mu$ to the dilations $\left(x_{1}, x_{2}\right) \mapsto\left(2^{i} x_{1}, 2^{-i} x_{2}\right)$. If it were not for the extra cancellations required by the 2 -parameter dilations, we could simply say that we are dealing with a special double sequence $\left\{\mu^{(i, j)}\right\}$, with $\mu^{(i, j)}=0$ if $i+j \neq 0$, and $\mu^{(i,-i)}=\mu$. The problem is that the 2-parameter theory requires $\hat{\mu}\left(\xi_{1}, 0\right)=\hat{\mu}\left(0, \xi_{2}\right)=0$ and we only assume that $\hat{\mu}(0,0)=0$.

Therefore we first decompose $\mu$ as $\mu_{1}+\mu_{2}$, with $\hat{\mu}_{1}\left(\xi_{1}, 0\right)=0$ and $\hat{\mu}_{2}\left(0, \xi_{2}\right)=0$. One way to do this consists in taking a bump function $\varphi$ on the line with integral one, and setting $\mu_{1}=\varphi\left(x_{1}\right) \otimes p_{2}(\mu)$. This gives $\hat{\mu}_{1}\left(\xi_{1}, \xi_{2}\right)=\hat{\varphi}\left(\xi_{1}\right) \hat{\mu}\left(0, \xi_{2}\right)$ and $\hat{\mu}_{2}\left(\xi_{1}, \xi_{2}\right)=\hat{\mu}\left(\xi_{1}, \xi_{2}\right)-\hat{\varphi}\left(\xi_{1}\right) \hat{\mu}\left(0, \xi_{2}\right)$.

Correspondingly, we write $K=K_{1}+K_{2}$.

Since $\mu_{1}$ does not have the required cancellations, we expand it telescopically as

$$
\mu_{1}\left(x_{1}, x_{2}\right)=\sum_{j=0}^{\infty}\left(2^{-j} \mu_{1}\left(x_{1}, 2^{-j} x_{2}\right)-2^{-j-1} \mu_{1}\left(x_{1}, 2^{-j-1} x_{2}\right)\right)
$$

(with slight abuse of notation in treating $\mu_{1}$ as if it were a function). This identity can be checked on the Fourier transform side, using the decay of $\hat{\mu}$ at infinity.

If we call $v\left(x_{1}, x_{2}\right)=\mu_{1}\left(x_{1}, x_{2}\right)-\frac{1}{2} \mu_{1}\left(x_{1}, \frac{1}{2} x_{2}\right)$, then $v$ has the required cancellations, and we have reduced matters to the assumptions of Theorem 2.4 if we write

$$
\begin{aligned}
K_{1}\left(x_{1}, x_{2}\right) & =\sum_{i \in \mathbf{Z}} \mu_{1}\left(2^{-i} x_{1}, 2^{i} x_{2}\right) \\
& =\sum_{\substack{i \in \mathbf{Z} \\
j \geqslant 0}} 2^{-j v} v\left(2^{-i} x_{1}, 2^{i-j} x_{2}\right) \\
& =\sum_{i+j \geqslant 0} 2^{-i-j} v\left(2^{-i} x_{1}, 2^{-j} x_{2}\right) .
\end{aligned}
$$

Observe that this argument also proves that $K$ is a well-defined distribution and that $\Sigma\left|\hat{\mu}\left(2^{i} \xi_{1}, 2^{-i} \xi_{2}\right)\right|$ is bounded.

The proof of Theorem 5.1 requires of course more technical details and an induction argument. The reader can test his comprehension of the proof on Example (b).

Proof of Theorem 5.1. - We argue by induction on $n-k$. The case $k=n$ is covered by Theorem 2.4. We assume therefore that $k<n$ and begin by introducing some notation.

For $1 \leqslant j \leqslant n$, let $\Lambda^{(j)}$ be the $(n-1) \times k$ matrix obtained from $\Lambda$ by removing its $j$-th row. We can assume, without loss of generality, that $\operatorname{rank}\left(\Lambda^{(n)}\right)=k$. Let
$\mathscr{S}=\left\{\mathrm{S} \subseteq\{1, \ldots, n-1\}: S\right.$ maximal w.r. to the property $\left.\operatorname{rank}\left(\Lambda_{S}\right)=k-1\right\}$

$$
\mathscr{S}_{1}=\{S \in \mathscr{S}: 1 \notin S\}
$$

and

$$
\mathscr{S}_{2}=\left\{S \in \mathscr{S} \backslash \mathscr{S}_{1}: 2 \notin S\right\}
$$

$$
\mathscr{S}_{n-1}=\left\{S \in \mathscr{S} \backslash\left(\mathscr{S}_{1} \cup \ldots \cup \mathscr{S}_{n-2}\right): n-1 \notin S\right\}
$$

Then $\mathscr{S}$ is the disjoint union of $\mathscr{S}_{1}, \ldots, \mathscr{S}_{n-1}$.

For $\xi \in \mathbf{R}^{n}$ and $S \subseteq\{1, \ldots, n\}$, we denote by $\xi_{s}$ the projection of $\xi$ on $V_{s}$, i.e. $\xi_{s}=\left(\xi_{1}^{\prime}, \ldots, \xi_{n}^{\prime}\right)$ where $\xi_{j}^{\prime}=\xi_{j}$ if $j \in S$ and $\xi_{j}^{\prime}=0$ otherwise.

Finally let $\varphi$ be a smooth function on the line, supported on $[-1,1]$ and with integral equal to one.

For each $j, 1 \leqslant j \leqslant n$, we introduce the $(k+1)$-parameter set of dilations on $\mathbf{R}^{n}$ induced by the dilation matrix

$$
\Lambda(j)=\left(\begin{array}{cccc}
\lambda_{11} & \cdots & \lambda_{1 k} & 0  \tag{5.1}\\
\vdots & \ddots & \vdots & \vdots \\
\lambda_{j 1} & \cdots & \lambda_{j k} & 1 \\
\vdots & \ddots & \vdots & \vdots \\
\lambda_{n 1} & \cdots & \lambda_{n k} & 0
\end{array}\right)
$$

We also decompose $\mu^{(I)}$ as

$$
\mu^{(I)}=\sum_{j=1}^{n}{ }^{j} \mu^{(I)},
$$

where, for $1 \leqslant j \leqslant n-1$,

$$
\widehat{\mu^{(n)}}(\xi)=\sum_{s \in \mathscr{Y}_{j}} \widehat{\mu^{(D)}}\left(\xi_{S \cup\{n\}}\right) \prod_{k \notin S \cup\{n\}} \hat{\varphi}\left(\xi_{k}\right),
$$

and

$$
{ }^{n} \mu^{(I)}=\mu^{(I)}-\sum_{j=1}^{n-1}{ }^{j} \mu^{(I)}
$$

We take now $j \leqslant n-1$. Since each summand in ${ }^{j} \mu^{(n)}$ is obtained by pushing forward $\mu^{(I)}$ to some coordinate subspace and then tensoring it with some copies of $\varphi$, it is clear thar $\operatorname{supp}\left({ }^{j} \mu^{(I)}\right)$ is contained in the unit cube. It is also clear that $\widehat{\boldsymbol{\mu}^{(I)}}$ inherits a decay at infinity from the decay of $\widehat{\mu^{(I)}}$ and from that of $\hat{\varphi}$. We check now that ${ }^{j} \mu^{(I)}$ satisfies some of the cancellation conditions required by the $(k+1)$-parameter dilations induced by $\Lambda(j)$.

A preliminary remark is necessary, since the correct induction argument only works if $\operatorname{rank}(\Lambda(j))=k+1$. If it happens that $\operatorname{rank}(\Lambda(j))<k+1$, then necessarily $\operatorname{rank}\left(\Lambda^{(j)}\right)<k$. Then the set $\mathscr{S}_{j}$ contains $S=\{1, \ldots, j-1, j+1, \ldots, n-1\}$ as its unique element, and $\Lambda_{S \cup\{n\}}=\Lambda^{(j)}$ has rank strictly smaller than $k$. Therefore $\widehat{\mu^{(D)}}\left(\xi_{s \cup\{n}\right)=0$ for every $\xi \in \mathbf{R}^{n}$ by hypothesis, and hence ${ }^{j} \boldsymbol{\mu}^{(I)}=0$.

We can then assume that $\operatorname{rank}(\Lambda(j))=k+1$, and we determine the subsets $S \subseteq\{1, \ldots, n\}$ such that rank $\left(\Lambda(j)_{s}\right)<k+1$. It is clear from (5.1) that any $S$ such that $j \notin S$ has this property. It is also clear that if $j \in S$, then

$$
\operatorname{rank}\left(\Lambda(j)_{s}\right)<k+1 \Leftrightarrow \operatorname{rank}\left(\Lambda_{S \backslash\{j\}}\right)<k
$$

Assume that $j \in S$ and that $\operatorname{rank}\left(\Lambda_{S \backslash j\}}\right)<k$. If $\xi \in V_{S}$ (i.e. if $\xi=\xi_{s}$ ) we have

$$
\begin{aligned}
\widehat{{ }^{(I)}}(\xi) & =\sum_{s^{\prime} \in \mathscr{S}_{j}} \widehat{\mu^{(I)}}\left(\xi_{s^{\prime} \cup\{n\}}\right) \prod_{k \notin S^{\prime} \cup\{n\}} \hat{\varphi}\left(\xi_{k}\right) \\
& =\sum_{S^{\prime} \in \mathscr{S}_{j}} \widehat{\mu^{(D)}}\left(\xi_{\left(s^{\prime} \cup\{n\}\right) \cap S}\right) \prod_{k \notin S^{\prime} \cup\{n\}} \hat{\varphi}\left(\xi_{k}\right) .
\end{aligned}
$$

Since $j \notin S^{\prime}$ when $S^{\prime} \in \mathscr{S}_{j}$, then $\left(S^{\prime} \cup\{n\}\right) \cap S \subseteq S \backslash\{j\}$. By assumption, $\widehat{\mu^{(I)}}\left(\xi_{\left(s^{\prime} \cup\{n\}\right) \cap S}\right)=0$ and then $\widehat{\rho^{(D)}}(\xi)=0$.

In general, however, $\widehat{\boldsymbol{\mu}^{(I)}}$ does not vanish on the subspaces $V_{S}$ with $j \notin S$, i.e. it does not vanish whenever $\xi_{j}=0$. For this reason we introduce the measure ${ }^{j} v^{(I)}$ given by

$$
\begin{equation*}
\widehat{v^{(D)}}(\xi)=\widehat{{ }^{\boldsymbol{\mu}}} \widehat{(D)}\left(\xi_{1}, \ldots, \xi_{j}, \ldots, \xi_{n}\right)-\widehat{\boldsymbol{j}^{(D)}}\left(\xi_{1}, \ldots, 2 \xi_{j}, \ldots, \xi_{n}\right) \tag{5.3}
\end{equation*}
$$

Then the ${ }^{j} v^{(I)}$ are supported on the double of the unit cube and

$$
\begin{equation*}
\widehat{\mu^{(\lambda)}}\left(\xi_{1}, \ldots, \xi_{j}, \ldots, \xi_{n}\right)=\sum_{\ell \geqslant 0} \widehat{v^{(D)}}\left(\xi_{1}, \ldots, 2^{\ell} \xi_{j}, \ldots, \xi_{n}\right) \tag{5.4}
\end{equation*}
$$

boundedly.
For $L \in \mathbf{Z}^{k+1}$, define ${ }^{j} \omega^{(L)}$ to be equal to ${ }^{j} \mathbf{v}^{(I)}$ if $L=(I, \ell)$ with $\ell \geqslant 0$, and ${ }^{j} \omega^{(L)}=0$ otherwise. Then the $\left\{{ }^{j} \omega^{(L)}\right\}_{L \in \mathbf{Z}^{k+1}}$ satisfy the assumptions (i), (ii) and (iii) relative to the dilations induced by the matrix $\Lambda(j)$. By the inductive hypothesis,

$$
\left.\sum_{L \in \mathbf{z}^{k+1}}\right|^{j} \widehat{\omega^{(L)}}\left(2^{\Lambda(j) L} \xi\right) \mid \leqslant C
$$

and the kernel

$$
{ }^{j} K=\sum_{L \in \mathbb{Z}^{k+1}}{ }^{j} \omega_{L}^{(L)}
$$

defines a bounded convolution operator on $L^{p}\left(\mathbf{R}^{n}\right)$, for $1<p<\infty$.

By (5.4), for fixed $I \in \mathbf{Z}^{k}$,

$$
\sum_{\ell \in \mathbf{Z}}{ }^{j} \omega_{I, \ell}^{(I, \ell)}=\sum_{\ell \geqslant 0}{ }^{j} v_{I, \ell}^{(I)}={ }^{j} \mu_{I}^{(I)}
$$

and

$$
\left|\widehat{{ }^{\hat{\mu}} \boldsymbol{\mu}^{(I)}}\left(2^{\Lambda I \xi}\right)\right| \leqslant\left.\sum_{\ell \in \mathbf{Z}}\right|^{j} \widehat{\boldsymbol{\omega}^{(I, \ell)}}\left(2^{\Lambda(j)(I, \ell)} \xi\right) \mid
$$

This implies that

$$
{ }^{j} K=\sum_{I \in \mathbf{Z}^{k}}{ }^{j} \boldsymbol{\mu}_{I}^{(n)}
$$

and that

$$
\sum_{I \in \mathbf{z}^{k}}\left|\widehat{\mu^{(I)}}\left(2^{\Lambda I \xi}\right)\right| \leqslant C
$$

We take now $j=n$. In order to apply the same argument used for $j \leqslant n-1$, we only have to show that $\widehat{n^{(I)}}$ vanishes on the subspaces $V_{S}$ with $n \in S$ and rank $\left(\Lambda_{S \backslash\{n\}}\right)<k$. It is sufficient to assume that $S$ is maximal with respect to these two properties, i.e. that $S \backslash\{n\} \in \mathscr{S}$. We have

$$
\begin{equation*}
\widehat{n^{(D)}}(\xi)=\widehat{\mu^{(D)}}(\xi)-\sum_{S^{\prime} \in \mathscr{Y}} \widehat{\mu^{(I)}}\left(\xi_{\mathcal{S}^{\prime} \cup\{n\}}\right) \prod_{k \notin S^{\prime} \cup\{n\}} \hat{\varphi}\left(\xi_{k}\right) . \tag{5.5}
\end{equation*}
$$

If $\xi \in V_{S}$ and $S \backslash\{n\} \in \mathscr{S}$, then $\xi_{S^{\prime} \cup\{n\}}=\xi_{\left(S^{\prime} \cup\{n\}\right) \cap s}$. We claim that if $S^{\prime} \neq S \backslash\{n\}$, then rank $\left(\Lambda_{\left(S^{\prime} \cup\{n\} \cap S\right.}\right)<k$, so that $\widehat{\mu^{(I)}}\left(\xi_{s^{\prime} \cup\{n\}}\right)=0$. In fact, if we had rank $\left(\Lambda_{\left(S^{\prime} \cup\{n\}\right) \cap S}\right)=k$, we would have $\operatorname{rank}\left(\Lambda_{S^{\prime} \cap\left(S \backslash\left\{n_{n}\right\}\right.}\right) \geqslant k-1$, and actually $\operatorname{rank}\left(\Lambda_{S^{\prime} \cap(S \backslash\{n\})}\right)=k-1$, since both $\Lambda_{S^{\prime}}$ and $\Lambda_{S\{\{n\}}$ have rank $k-1$. But this would imply that also $\operatorname{rank}\left(\Lambda_{S^{\prime} \cup(S|\{n\}\rangle)}\right)=k-1$, contradicting the maximality of $S^{\prime}$ and of $S \backslash\{n\}$.

So in the right-hand side of (5.5) only the term corresponding to $S^{\prime}=S \backslash\{n\}$ is different from zero and then

$$
\widehat{n^{(I)}}(\xi)=\widehat{\mu^{(D)}}(\xi)-\widehat{\mu^{(I)}}(\xi) \prod_{k \notin S} \hat{\varphi}\left(\xi_{k}\right)
$$

But since $\xi \in V_{S}$, for $k \notin S, \hat{\varphi}\left(\xi_{k}\right)=\hat{\varphi}(0)=1$, hence $\widehat{n^{(1)}}(\xi)=0$.
Q.E.D.

## 6. Homogeneous kernels.

We assume that $\Lambda$ is an $n \times k$ dilation matrix, with $\operatorname{rank}(\Lambda)=k$. If $x \in \mathbf{R}^{n}$ and $\delta \in \mathbf{R}_{+}^{k}$ (i.e. $\delta=\left(\delta_{1}, \ldots, \delta_{k}\right)$ with $\delta_{j}>0$ for every $j$ ), we denote by $\delta^{\Lambda} x$ the element $\left(\delta_{1}^{\lambda_{11}} \ldots \delta_{k}^{\lambda_{1} k} x_{1}, \ldots, \delta_{1}^{\lambda_{n 1}} \ldots \delta_{k}^{\lambda_{n k}} x_{n}\right) \in \mathbf{R}^{n}$.

A convolution operator $f \mapsto f * K$ commutes with all the dilations $\delta^{\Lambda}$ if and only if $K$ is homogeneous, in the sense that

$$
\left\langle K, f\left(\delta^{\Lambda} \cdot\right)\right\rangle=\langle K, f\rangle
$$

for every $f \in \mathscr{S}\left(\mathbf{R}^{n}\right)$ and every $\delta \in \mathbf{R}_{+}^{k}$. If $K$ coincides with a function on an open set, then this function satisfies the identity $K(x)=\operatorname{det}\left(\delta^{\Lambda}\right) K\left(\delta^{\Lambda} x\right)$. Clearly $\operatorname{det}\left(\delta^{\Lambda}\right)=\delta_{1}^{\sum_{j} \lambda_{j 1}} \ldots \delta_{1}^{\sum_{j} \lambda_{j k}}$.

The class of homogeneous distributions is quite rich when $k<n$. We will deal with a subclass of it, consisting of «principal value kernels» located away from the coordinate hyperplanes. To stay away from these hyperplanes may look as an awkward restriction in certain cases (like the ordinary isotropic one-parameter dilations), but it is quite reasonable in the general context.

Let $D$ be the set of points with non-vanishing coordinates in $\mathbf{R}^{n}$. Under the action of $\mathbf{R}^{k}, D$ decomposes as a disjoint union of orbits, each orbit being a $k$-dimensional manifold. We say that an $(n-k)$ dimensional manifold $\Sigma \subset D$ is a representative set if $\Sigma$ contains exactly one point from each orbit in $D$ and it is transversal to each orbit.

This is equivalent to saying that the map $\Phi: \Sigma \times \mathbf{R}^{k} \rightarrow D$ given by $\Phi(x, \delta)=\delta^{\Lambda} x$ is a diffeomorphism. Explicit constructions of representative sets for any family of dilations can be found in [14].

The representative set plays the rôle of (a dense open set in) the unit sphere for the one-parameter isotropic dilations. The choice of $\Sigma$ is not unique. For the dilations in Example (a), one can take $\Sigma=\{( \pm 1, y): y \neq 0\}$ or $\Sigma=\{(x, \pm x): x \neq 0\}$.

A choice of $\Sigma$ for Example (b), which is different from the one used in [14], is $\Sigma=\{( \pm 1, \pm 1, z\}: z \neq 0\}$.

For $r, s \in \mathbf{R}_{+}^{k}$, with $r<s$ (in the sense that $r_{j}<s_{j}$ for each $j$ ) and $F \subseteq \Sigma$, we set

$$
F_{r, s}=\left\{\delta^{\wedge} x: x \in F, r \leqslant \delta<s\right\} .
$$

Let $\mu$ be a measure on $D$ that is homogeneous under the dilations $\delta^{\Lambda}$. If $F$ is a Borel subset of $\Sigma$, then

$$
\begin{equation*}
\mu\left(F_{r, s}\right)=\sigma(F) \prod_{j=1}^{k} \log \left(s_{j} / r_{j}\right) \tag{6.1}
\end{equation*}
$$

for some constant $\sigma(F)$. Clearly, $\sigma$ is a measure on $\Sigma$ and if $f$ is a continuous function with compact support in $D$,

$$
\begin{equation*}
\int f(x) d \mu(x)=\int_{\mathbf{R}_{+}^{k}} \int_{\Sigma} f\left(\delta^{\wedge} x\right) d \sigma(x) \operatorname{det}\left(\delta^{\Lambda}\right) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}} . \tag{6.2}
\end{equation*}
$$

Conversely, if $\sigma$ is a measure on $\Sigma$, then (6.2) defines a homogeneous measure $\mu$ on $D$ (see Theorem 2.1 in [14]).

We want to define principal value distributions $K$ on $\mathbf{R}^{n}$ by the formula
(6.3) p.v. $\int f(x) d K(x)$

$$
=\lim _{\varepsilon \rightarrow 0} \int_{\varepsilon}^{1 / \varepsilon} \cdots \int_{\varepsilon}^{1 / \varepsilon} \int_{\Sigma} f\left(\delta^{\Lambda} x\right) d \sigma(x) \operatorname{det}\left(\delta^{\Lambda}\right) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}}
$$

where $f$ is a smooth function with compact support in $\mathbf{R}^{n}$.
In order that (6.3) makes sense, some condition must be imposed on $\sigma$. Once $K$ is defined by (6.3), we want to discuss $L^{p}$-boundedness for the corresponding convolution operator. This analysis leads to a very simple statement if we assume that the orbits in $D$ are «wellcurved».

For $x \in D$, we call $O_{x}$ its orbit under the dilations $\delta^{\Lambda}$ and denote by $\omega_{x}$ the surface measure on $O_{x}$.

Lemma 6.1. - Let $\Lambda$ be an $n \times k$ dilation matrix of rank. The following are equivalent :
(i) for each $x \in D$, the orbit $O_{x}$ is not contained in any proper affine subspace of $\mathbf{R}^{n}$;
(ii) if $\mu$ is a measure supported on an orbit $O_{x} \subset D$ and $d \mu(y)=\varphi(y) d \omega_{x}(y)$ with $\varphi \in C_{0}^{\infty}\left(O_{x}\right)$, then there is $\varepsilon>0$ such that $|\hat{\mu}(\xi)| \leqslant C(1+|\xi|)^{-\varepsilon} ;$
(iii) the $n$ rows of $\Lambda$ are all different and none of them is equal to zero.

Proof. - The implication (i) $\Rightarrow$ (ii) is known (see e.g. [17]). Conversely, if a measure $\mu$ is supported in a proper affine subspace, then $\hat{\mu}$ has no decay in the orthogonal directions.

The equivalence of (i) and (iii) is a consequence of the fact that the $n+1$ functions on $\mathbf{R}_{+}^{k}: f_{0}(\delta)=1, \quad f_{1}(\delta)=\delta_{1}^{\lambda_{11}} \ldots \delta_{k}^{\lambda_{1 k}}$, $\ldots, f_{n}(\delta)=\delta_{k^{n 1}}^{\lambda_{1}} \ldots \delta_{k}^{\lambda_{n k}}$ are linearly independent if and only if they are all different.
Q.E.D.

Theorem 6.2. - Assume that the rows of $\Lambda$ are all different and non-zero. Let $\sigma$ be a measure supported on a compact subset of $\Sigma$, such that $\hat{\sigma}$ vanishes on each coordinate subspace $V_{S}$ of $\mathbf{R}^{n}$ corresponding to a submatrix $\Lambda_{S}$ of $\Lambda$ with rank strictly smaller than $k$. Then (6.3) defines a homogeneous distribution $K$ and the associated convolution operator is bounded on $L^{p}\left(\mathbf{R}^{n}\right)$ for $1<p<\infty$.

Proof. - Let $\varphi(\delta)$ be a smooth function on $\mathbf{R}^{k}$ supported on the cube $Q=\left\{\delta: \frac{1}{2} \leqslant \delta_{j} \leqslant 4,1 \leqslant j \leqslant k\right\}$ and such that $\sum_{I \in \mathbf{Z}^{k}} \varphi\left(2^{I} \delta\right)=1$ for every $\delta \in \mathbf{R}_{+}^{k}$.

Let also $\mu$ be the measure on $\mathbf{R}^{n}$ given by

$$
\begin{equation*}
\int f(x) d \mu(x)=\int_{Q} \int_{\Sigma} f\left(\delta^{\Lambda} x\right) d \sigma(x) \varphi(\delta) \operatorname{det}\left(\delta^{\Lambda}\right) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}} \tag{6.4}
\end{equation*}
$$

If we set $\mu^{(I)}=\mu$ for every $I$, we see that the hypotheses of Theorem 5.1 are satisfied. Actually (iii) is trivial and (i), (ii) follow from the fact that they are satisfied by $\hat{\sigma}$.

If we call $K=\sum_{I \in \mathbf{Z}^{k}} \mu_{I}$, then $K$ defines a bounded convolution operator on $L^{p}\left(\mathbf{R}^{n}\right), 1<p<\infty$. We prove now that $K$ is the principal value distribution given by (6.3).

It follows from Theorem 5.1 that

$$
\sum_{I \in \mathbf{Z}^{k}}\left|\hat{\sigma}\left(2^{\Lambda I} \xi\right)\right| \leqslant C
$$

for some constant $C$ and every $\xi \in \mathbf{R}^{n}$. This easily implies that

$$
\int_{\mathbf{R}_{+}^{k}}\left|\hat{\sigma}\left(\delta^{\wedge} \xi\right)\right| \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}} \leqslant C^{\prime}
$$

and that

$$
\begin{aligned}
\hat{K}(\xi) & =\sum_{I \in Z^{k}} \int_{Q} \hat{\sigma}\left(\left(2^{I} \delta\right)^{\Lambda} \xi\right) \varphi(\delta) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}} \\
& =\int_{\mathbf{R} \hbar} \hat{\sigma}\left(\delta^{\Lambda} \xi\right) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}}
\end{aligned}
$$

If $K_{\varepsilon}$ is the distribution given by

$$
\int_{\varepsilon}^{1 / \varepsilon} \cdots \int_{\varepsilon}^{1 / \varepsilon} \int_{\Sigma} f\left(\delta^{\Lambda} x\right) d \sigma(x) \operatorname{det}\left(\delta^{\Lambda}\right) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}}
$$

then

$$
\hat{K}_{\varepsilon}(\xi)=\int_{\varepsilon}^{1 / 2} \cdots \int_{\varepsilon}^{1 / \varepsilon} \hat{\sigma}\left(\delta^{\Lambda} \xi\right) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}}
$$

and $\hat{K}_{\varepsilon}(\xi)$ tends to $\hat{K}(\xi)$ boundedly as $\varepsilon \rightarrow 0$. This ends the proof.
Q.E.D.

## 7. A general $\boldsymbol{k}$-parameter maximal theorem.

We would like now to formulate and prove a general $k$-parameter maximal theorem. Suppose $\mu$ is a finite positive measure on $\mathbf{R}^{\boldsymbol{n}}$, and define the dilated measures $\mu_{\delta}$ by

$$
\int f(x) d \mu_{\delta}(x)=\int f\left(\delta^{\wedge} x\right) d \mu(x)
$$

where $x \mapsto \delta^{\wedge} x$ are the $k$-parameter dilations introduced in Section 4.
We shall be concerned with the $L^{p}$-boundedness of the operator $M$ defined by

$$
\begin{equation*}
(M f)(x)=\sup _{\delta \in \mathbf{R}_{+}^{k}}\left|\left(f * \mu_{\delta}\right)(x)\right| . \tag{7.1}
\end{equation*}
$$

Theorem 7.1. - Suppose that the measure $\mu$ satisfies the majorization

$$
\begin{equation*}
\sup _{1 \leqslant \delta_{j}<2} \mu_{\delta} \leqslant v \tag{7.2}
\end{equation*}
$$

where $v$ is a finite measure. Then the operator $M$ defined by (7.1) is bounded from $L^{p}\left(\mathbf{R}^{n}\right)$ to itself for all $p, 1<p \leqslant \infty$.

Remark. - Note that the condition (7.2) is easily seen to be equivalent with the condition that $\sup _{\delta \in \Delta} \mu_{\delta}$ is a finite measure, whenever $\Delta$ is a non-empty relatively compact open set in $\mathbf{R}_{+}^{k}$.

Proof. - We shall first prove the Theorem under the assumption that the measures $\mu$ and $v$ are concentrated on $D=\left\{x \in \mathbf{R}^{n}: x_{j} \neq 0 \forall j\right\}$ (i.e. they assign no mass to $\mathbf{R}^{n} \backslash D$ ).

For every $x_{0} \in D$ we define the measure $\mu^{x_{0}}$ supported on the orbit of dilations through $x_{0}$ and given by

$$
\begin{equation*}
\int f d \mu^{x_{0}}=\int_{1 \leqslant \varepsilon_{j}<2} f\left(\varepsilon^{\Lambda} x_{0}\right) \frac{d \varepsilon_{1}}{\varepsilon_{1}} \cdots \frac{d \varepsilon_{k}}{\varepsilon_{k}} \tag{7.3}
\end{equation*}
$$

Next, we define the corresponding maximal operator $M_{x_{0}}$, given by

$$
\begin{equation*}
\left(M_{x_{0}} f\right)(x)=\sup _{\delta \in \mathbf{R} \neq}\left|f * \mu_{\delta}^{x_{0}}(x)\right|, \tag{7.4}
\end{equation*}
$$

and this clearly equals

$$
\sup _{\delta \in \mathbf{R}_{+}+}\left|\int_{\delta_{j} \leqslant \varepsilon_{j}<2 \delta_{j}} f\left(x-\varepsilon^{\Lambda} x_{0}\right) \frac{d \varepsilon_{1}}{\varepsilon_{1}} \cdots \frac{d \varepsilon_{k}}{\varepsilon_{k}}\right| .
$$

The following lemma, in the case where the exponents of the dilations are non-negative, is essentially contained in [6].

Lemma 7.2. - For each $x_{0} \in D$, the operator $M_{x_{0}}$ is bounded from $L^{p}\left(\mathbf{R}^{n}\right)$ to itself, when $1<p \leqslant \infty$, with a bound independent of $x_{0}$.

Proof. - For a given $x_{0} \in D$, the boundedness of $\mathbf{M}_{x_{0}}$ follows easily from Lemma 6.1 (part (ii)) and Theorem 3.2, when the orbit is wellcurved (i.e. satisfies one of the equivalent statements of that lemma).

In the case the orbit is not well-curved, we can, by part (iii) of Lemma 6.1, decompose $\mathbf{R}^{n}$ as $\mathbf{R}^{\ell} \times \mathbf{R}^{n-\ell}$, so that $x_{0}=\left(x_{0}^{\prime}, 0\right)$, with $\delta^{\Lambda} x_{0}=\left(\delta^{\Lambda^{\prime}} x_{0}^{\prime}, 0\right)$, and the orbit of $x_{0}^{\prime}$ under $\delta^{\Lambda^{\prime}}$ is well-curved in $\mathbf{R}^{\ell}$. This allows us to assert the boundedness of $M_{x_{0}}$ in the general case.

To prove the uniformity of the estimates in $x_{0}$, we consider the $n$-parameter family of scalings $x=\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\rho_{1} x_{1}, \ldots, \rho_{n} x_{n}\right)=\rho x$,
with $\rho_{j} \neq 0$ for all $j$. Observe that these maps commute with the dilatations $\delta^{\Lambda}$, where $\delta \in \mathbf{R}_{+}^{k}$. Moreover, as is easily verified, if we define $R_{\rho}$ by $R_{\rho} f(x)=f\left(\rho_{1} x_{1}, \ldots, \rho_{n} x_{n}\right)$, then $R_{\rho}^{-1} M_{x_{0}} R_{\rho}=M_{\rho x_{0}}$.

It therefore follows that the inequality $\left\|M_{x_{0}} f\right\|_{p} \leqslant A_{p}\|f\|_{p}$ implies the inequality $\left\|M_{\rho x_{0}} f\right\|_{p} \leqslant A_{p}\|f\|_{p}$, with the same bound $A_{p}$. Since the $\rho$ scalings act transitively on $D$, the lemma is established.
Q.E.D.

We shall next use the «polar coordinates» for $D$ defined in Section 6. Thus if $x \in D$, we write $x=(\delta, z)=\delta^{\Lambda} z$, where $\delta \in \mathbf{R}_{+}^{k}$ and $z \in \Sigma$, and so identify $D$ with $\mathbf{R}_{+}^{k} \times \Sigma$.

Lemma 7.3. - Suppose $v$ is a positive measure concentrated on $D$. If

$$
\begin{equation*}
\tilde{v}=\int_{1 \leqslant \varepsilon_{j}<2} v_{\varepsilon} \frac{d \varepsilon_{1}}{\varepsilon_{1}} \ldots \frac{d \varepsilon_{k}}{\varepsilon_{k}} \tag{7.5}
\end{equation*}
$$

then $\tilde{v}$ is majorized as

$$
\begin{equation*}
d \tilde{v}(x) \leqslant \sum_{I \in \mathbf{Z}^{k}} \chi_{I}(\delta) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}} d \nu^{I}(z) \tag{7.6}
\end{equation*}
$$

where $\chi_{I}(\delta)$ is the characteristic function of the set where $2^{i_{j}} \leqslant \delta_{j}<2^{i_{j}+1}$, $I=\left(i_{1}, \ldots, i_{k}\right)$, and $v^{I}$ are positive measures on $\Sigma$, with

$$
\begin{equation*}
\sum_{I \in \mathbf{Z}^{k}} \int d \nu^{I}(z)<\infty \tag{7.7}
\end{equation*}
$$

Proof. - It is convenient to change variables, via $\delta_{j}=2^{y_{j}}$, $j=1, \ldots, k$, identifying $\mathbf{R}_{+}^{k}$ with $\mathbf{R}^{k}$. With this (and a slight abuse of notation), we are reduced to the following : suppose $d v=d v(y, z)$ is a finite measure on $\mathbf{R}^{k} \times \Sigma$. We write $v^{h}$ for the $y$-translate (by $h \in \mathbf{R}^{k}$ ) of $v$; i.e. symbolically, $d v^{h}(y, z)=d v(y-h, z)$. We then define $\tilde{v}$ by

$$
\tilde{v}=\int_{0 \leqslant h_{j}<1} v^{h} d h_{1} \ldots d h_{k}
$$

Then

$$
\tilde{\mathrm{v}}=\sum_{I \in \mathbf{Z}^{k}} \int_{0 \leqslant h_{j}<1} \chi_{I}(y) v^{h} d h,
$$

where $\chi_{I}$ is the characteristic function of the cube $Q_{I}=\left\{y \in \mathbf{R}^{k}: i_{j} \leqslant y_{j}<i_{j}+1\right\}$. However if $y \in Q_{I}$ and $Q_{I}^{*}=$ $\left\{y \in \mathbf{R}^{k}: i_{j}-1 \leqslant y_{j .}<i_{j}+1\right\}$, then as measures on $Q_{I} \times \Sigma$,

$$
\begin{equation*}
\int_{0 \leqslant h_{j}<1} d v^{h}(y, \cdot) d h \leqslant\left(\int \chi_{Q_{I}^{*}}\left(y^{\prime}\right) d v\left(y^{\prime}, \cdot\right)\right) d y \tag{7.8}
\end{equation*}
$$

We first prove (7.8) when $v$ is absolutely continuous, i.e. $d v=f(y, z) d y d z$. Then $d v^{h}=f(y-h, z) d y d z$ and (7.8) becomes

$$
\int_{0 \leqslant h_{j}<1} f(y-h, z) d h \leqslant \int_{y^{\prime} \in Q_{I}^{*}} f\left(y^{\prime}, z\right) d y^{\prime}
$$

when $y \in Q_{I}$.
The proof of (7.8) in the general case now follows by approximating $v$ by absolutely continuous measures in the weak-* topology.

Next define

Then clearly

$$
d v^{I}(z)=\int \chi_{Q_{I}^{*}}\left(y^{\prime}\right) d v\left(y^{\prime}, z\right)
$$

$$
\sum_{I} \int_{\Sigma} d v^{I}(z)=2^{k} \int_{\mathbf{R}^{k} \times \Sigma} d v(y, z)<\infty
$$

Restating this result in terms of $\delta_{j}=2^{y_{j}}$ gives us (7.6) and (7.7).
Q.E.D.

End of the proof of Theorem 7.1. - Suppose that $\mu$ is concentrated on $D$. We can assume that $\mu_{\varepsilon} \leqslant v$, for $\frac{1}{2}<\varepsilon_{j} \leqslant 1$, where $v$ is a finite measure which is also concentrated on $D$. Then $\mu \leqslant v_{\varepsilon}$, whenever $1 \leqslant \varepsilon_{j}<2$, and therefore

$$
\mu \leqslant C \int_{1 \leqslant \varepsilon_{j} \leqslant 2} v_{\varepsilon} \frac{d \varepsilon_{1}}{\varepsilon_{1}} \cdots \frac{d \varepsilon_{k}}{\varepsilon_{k}}=C \tilde{v} .
$$

It thus suffices to prove the maximal theorem with $\mu$ replaced by $\tilde{v}$. However if $f \geqslant 0$, by (7.6),

$$
(f * \tilde{v})(x) \leqslant \sum_{I \in \mathbf{Z}^{k}} \int_{\mathbf{R}^{k} \times \Sigma} f\left(x-\delta^{\Lambda} z\right) \chi_{I}(\delta) \frac{d \delta_{1}}{\delta_{1}} \cdots \frac{d \delta_{k}}{\delta_{k}} d v^{I}(z)
$$

so

$$
\sup _{\delta \in \mathbf{R}+}\left(f * \tilde{v}_{\delta}\right)(x) \leqslant \sum_{I} \int_{\Sigma} M_{z}(f) d \mu_{I}(z) .
$$

Applying Lemma 7.2 and the inequality (7.7) then gives $\|M f\|_{p} \leqslant A_{p}\|f\|_{p}$ as desired.

To lift the restriction that our measures $\mu$ and $\nu$ are concentrated on $D$ we can argue as follows. Decompose $\mathbf{R}^{n}$ as a disjoint union, $\mathbf{R}^{n}=\bigcup_{S} \mathbf{R}_{S}^{n}$, where $S$ ranges over the subsets of $\{1, \ldots, n\}$ and

$$
\mathbf{R}_{s}^{n}=\left\{x \in \mathbf{R}^{n}: x_{j}=0 \Leftrightarrow j \in S\right\} .
$$

Then write $d \mu=\sum_{s} \chi_{s} d \mu=\sum_{s} d \mu_{s}, d \nu=\sum_{s} \chi_{s} d \nu=\sum_{s} d v_{s}$ where $\chi_{s}$ is the characteristic function of $\mathbf{R}_{S}^{n}$. Since each $\mathbf{R}_{S}^{n}$ is a union of orbits, our assumption implies that $\sup _{1 \leqslant \delta_{j}<2}\left(\mu_{S}\right)_{\delta} \leqslant v_{S}$.

Note that when $S=\emptyset$, then $\mathbf{R}_{s}^{n}=D$, and this corresponds to the result proved above. The result for $S=\emptyset$ then follows from the case already proved, in the setting of $\mathbf{R}^{m}$ with $m=n-|S|$.

As a final remark, we point out that using Theorem 3.2 one can prove that the following maximal operator is bounded from $L^{p}\left(\mathbf{R}^{3}\right)$ to itself, for $1<p \leqslant \infty$ :

$$
(M f)(x, y, z)=\sup _{\substack{r, s>0 \\ k \in \mathbf{Z}}} \int_{-1}^{1} \int_{-1}^{1}\left|f\left(x-r u, y-s v, z-2^{k} r s u v\right)\right| d u d v .
$$

A general class of maximal operators of the same type can be obtained as follows : let $M_{x_{0}}$ be the maximal operator in (7.4) associated with a well-curved $k$-parameter orbit $O_{x_{0}}$ in $\mathbf{R}^{n}$; considering the full $n$-parameter dilations, define

$$
M f=\sup _{I \in \mathbf{Z}^{n}} M_{2^{I} x_{0}} f
$$

Then $M$ is bounded on $L^{p}\left(\mathbf{R}_{n}\right), 1<p \leqslant \infty$.
We have assumed the orbit to be well-curved in order to have the decay of the Fourier transform required by Theorem 3.2. On the other hand this hypothesis may not be necessary, since it is known that a result of this kind holds when the orbit is a half-line [2], [7], [13], [20].
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