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Abstract. We consider an elliptic Kolmogorov equation λu − Ku = f in a convex subset C of a separable Hilbert space X. The
Kolmogorov operator K is a realization of u �→ 1

2 Tr[D2u(x)] + 〈Ax − DU(x),Du(x)〉, A is a self-adjoint operator in X and

U :X �→ R ∪ {+∞} is a convex function. We prove that for λ > 0 and f ∈ L2(C, ν) the weak solution u belongs to the Sobolev
space W2,2(C, ν), where ν is the log-concave measure associated to the system. Moreover we prove maximal estimates on the
gradient of u, that allow to show that u satisfies the Neumann boundary condition in the sense of traces at the boundary of C. The
general results are applied to Kolmogorov equations of reaction–diffusion and Cahn–Hilliard stochastic PDEÕs in convex sets of
suitable Hilbert spaces.

Résumé. Nous considérons une équation de Kolmogorov elliptique λu − Ku = f dans un sous-ensemble convexe C d’un espace
de Hilbert séparable X. L’opérateur de Kolmogorov K est une réalisation de u �→ 1

2 Tr[D2u(x)]+〈Ax −DU(x),Du(x)〉, où A est

un opérateur auto-adjoint dans X et U :X �→R∪{+∞} est une fonction convexe. Nous prouvons que pour λ > 0 et f ∈ L2(C, ν) la
solution faible u appartient à l’espace de Sobolev W2,2(C, ν), où ν est la mesure log-concave associée au système. Nous prouvons
aussi des estimations maximales sur le gradient de u qui permettent de montrer que u satisfait des conditions au bord de Neumann
au sens des traces à la frontière de C. Les résultats généraux sont appliqués aux équations de réaction–diffusion de Kolmogorov et
à l’équation de Cahn–Hilliard stochastique dans des ensembles convexes d’espaces de Hilbert appropriés.
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1. Introduction

Let X be an infinite dimensional separable Hilbert space, with norm ‖ · ‖ and scalar product 〈·, ·〉. We study the
Neumann problem for the differential equation

λu − 1

2
Tr

[
D2u

] − 〈
Ax − DU(x),Du

〉 = f, x ∈ C. (1.1)

Here, A :D(A) ⊂ X → X is a linear self-adjoint operator, strictly negative and such that A−1 is of trace class, U :X →
R∪ {+∞} is a convex function, and C is a convex closed subset of X. Moreover, λ > 0 and f :X → R are given data.
Du and D2u represent the gradient and the Hessian of u and Tr[D2u] the trace of D2u.
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The Neumann problem for equation (1.1) can be considered as the Kolmogorov equation corresponding to the
stochastic variational inequality with reflection

{
dX(t, x) − AX(t, x)dt + NC(X(t))dt � dW(t),

X(0) = x,
(1.2)

where NC is the normal cone to C and W(t) is a X-valued cylindrical Wiener process. This is because, at least formally,
we have

u(x) =
∫ ∞

0
e−λt

E
[
f

(
X(t, x)

)]
dt, x ∈ X. (1.3)

In the case that X is finite dimensional a quite general theory of stochastic variational inequalities with maximal
monotone coefficients was developed by Cépa [9], who proved existence and uniqueness of a solution X(·, x) to (1.2)
and established its connection with the celebrated Skorokhod problem. The fact that the function u given by formula
(1.3) fulfills the Neumann boundary condition on ∂C was proved in [3].

In infinite dimension the situation is more delicate. The first important result is in the seminal paper by Nualart and
Pardoux [19], who solved a reaction–diffusion problem with reflection in X = L2(0,1),

{
dX(t, x) − �X(t, x)dt + f (X(t, x))dt + NK(X(t))dt � dW(t),

X(0) = x,
(1.4)

where f is decreasing and NK is the normal cone to the set K of nonnegative functions. Then, Zambotti [21] exhibited
an explicit (unique) invariant measure μ, and proved the existence of a unique weak solution in L2(X,μ) to (1.1), as
well as basic integration by parts formulae on K (note that the interior part of K is empty). Related results, applied
to some interface problem, were provided by Funaki and Olla [18]. A part of these results have been extended by
Debussche and Zambotti [15] to the reflection problem for a Cahn–Hilliard equation again on a suitable convex set of
nonnegative functions.

Later on the study of (1.4) and (1.1) was pursued, using Lagrangian flows by Ambrosio, Savaré and Zambotti in
[2], and using Dirichlet forms by Röckner, Zhu and Zhu in [20]. In these papers, among other results, existence and
uniqueness of a weak solution of (1.1) where established, but further regularity and existence of a vanishing normal
derivative on the boundary remained open problems.

For smooth convex sets and for the Ornstein–Uhlenbeck equation with U ≡ 0, problem (1.1) was studied by Barbu,
Da Prato and Tubaro in [4,5], extending to the infinite dimensional setting a penalization argument already used in
the finite dimensional case (e.g., [12]) and referring to the Airault–Malliavin theory of infinite dimensional surface
measures [1]. They showed that the weak solution of (1.1) is in a Sobolev space W 2,2(C,μ), where μ is the Gaussian
measure with mean 0 and covariance Q = − 1

2A−1, which is symmetrizing (and hence, invariant) for the Ornstein–
Uhlenbeck operator in the equation. They also addressed the Neumann boundary condition in the sense of traces at
the boundary of Sobolev functions. However their proof is not convincing, and a first goal of our paper is to provide a
complete proof of the Neumann condition. Our proof too uses penalization and provides maximal regularity estimates
for equation (1.1) as in [4,5], but the proof of existence and vanishing at the boundary of the normal derivative of the
solution u is completely different. Besides the regularity of the second derivative of u, we use in essential way another
maximal regularity result, namely that ‖(−A)1/2Du‖ is in L2 (a fact also proved but not exploited for the existence of
the normal derivative in [4,5]), as well as the recent study of traces of Sobolev functions on hypersurfaces by Celada
and Lunardi [8].

The second goal of our paper is to study problem (1.1) for a broad class of convex potentials U 
≡ 0. The extension
of the regularity theory to this case is not straightforward. The relevant invariant measure is the log-concave measure
ν(dx) := e−2U(x)μ(dx), where μ is still the Gaussian measure of mean 0 and covariance Q = − 1

2A−1.
Let us give more details about the contents of the paper and the encountered difficulties. Our domains C are sublevel

sets of suitable functions G.
In Section 2 the Sobolev spaces W 1,p(C, ν), W 2,p(C, ν) are defined, in such a way that the self-adjoint operator

K canonically associated to the quadratic form E(u, v) = 1
2

∫
C〈Du,Dv〉dμ in W 1,2(C, ν), is a realization of the
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Kolmogorov operator u �→ 1
2 Tr[D2u] − 〈Ax + DU(x),Du〉 in L2(C, ν). A function u ∈ W 1,2(C, ν) is called weak

solution to the Neumann problem for (1.1) if∫
C

λuϕ dν = 1

2

∫
C
〈Du,Dϕ〉dν +

∫
C

ϕf dν, ∀ϕ ∈ W 1,2(C, ν).

It is not difficult to see that for every λ > 0 and f ∈ L2(C, ν) the Neumann problem has a unique weak solution u,
which is just R(λ,K)f .

However, for our treatment we need other Sobolev spaces W
1,p
θ (X,μ) and W

1,p
θ (C, ν), indexed by θ ∈ R, that

satisfy W
1,p
θ1

(C, ν) ⊂ W
1,p
θ2

(C, ν) for θ1 < θ2. Our spaces W 1,p(X,μ) correspond to the index θ = 0. The spaces

W
1,p

1/2 (X,μ) and W
2,p

1/2 (X,μ) coincide with the Sobolev spaces of the Malliavin calculus, which are used in the con-
struction of surface integrals and related integration by parts formulae in domains. For the validity of integration by
parts formulae in C = {x ∈ X: G(x) ≤ 0} an important assumption is that G ∈ W

2,p

1/2 (X,μ), for every p > 1. Replac-

ing the spaces W
2,p

1/2 (X,μ) by W
2,p

0 (X,μ) would be rather restrictive, for instance we could not allow domains as

balls since the function G(x) = ‖x‖2 that defines the unit ball does not belong to W
2,p

0 (X,μ).
Further properties of the weak solution are studied in Section 3. In Section 3.1 we prove that u belongs to

W 2,2(C, ν), and that
∫
C ‖(−A)1/2Du‖2 dν < ∞. The latter means that u ∈ W

1,2
−1/2(C, ν). So, this is another Sobolev

space naturally related to our problem.
In the case C = X this regularity theorem was already shown in [13], and in fact for the proof we use some results

from [13]. Indeed, as in the finite dimensional case [12], we consider a family of penalized problems in the whole
space X, with α > 0,

λuα − 1

2
Tr

[
D2uα

] − 〈
Ax − DUα(x),Duα

〉 + 1

α

〈
x − ΠC(x),Duα

〉 = f, (1.5)

where Uα are suitable approximations of U and ΠC(x) is the projection of x on C. Setting να(dx) := e−2Uα(x)μ(dx)

and using the estimates of [13] for equations in the whole space, we show that the restrictions of uα to C are bounded
in W 2,2(C, να) by a constant independent of α, and that

∫
C ‖(−A)1/2Duα‖2 dνα is bounded by a constant independent

of α. These estimates are the key ingredients to obtain the desired result, letting α → 0.
In the case that U belongs to a suitable Sobolev space, we can take as Uα the Moreau–Yosida approximations of

U (note that (x − ΠC(x))/α is the gradient of the Moreau–Yosida approximations of the characteristic function of
C) as in [12] and in [4,5]. However there are interesting examples, such as the Kolmogorov equations of stochastic
Cahn–Hilliard equations considered in Section 4.3, for which U has not sufficient Sobolev regularity, and we have to
make other approximations.

The Neumann boundary condition is discussed in Section 3.2. We assume that C = {x: G(x) ≤ 0}, where G is a
fixed version of a nondegenerate Sobolev function, belonging to suitable W 2,p spaces. The theory of traces of Sobolev
functions with respect to Gaussian measures at level sets of G was recently addressed in [8]; here we extend parts of
it to the case of the weighted Gaussian measure ν. The traces belong to weighted Lebesgue spaces with respect to the
Hausdorff–Gauss surface measure ρ of [17], naturally associated to the Gaussian measure μ. We are interested in the
level set G = 0, which is the boundary of C if G is continuous. The Neumann boundary condition is meant as

〈Du,DG〉 = 0 at G−1(0), (1.6)

in the sense of traces of Sobolev functions. Of course we need that 〈Du,DG〉 is a Sobolev function, and it is here that
the estimate

∫
C ‖(−A)1/2Du‖2 dν < ∞ is used.

The last section of the paper contains examples of admissible sets C, and two applications to Kolmogorov equa-
tions of stochastic PDE’s. The first one is a reaction–diffusion equation in X = L2(0,1), with polynomially growing
nonlinearity x �→ F ◦ x. It corresponds to the Nualart–Pardoux reflection problem, with a more regular closed convex
set replacing the set of nonnegative functions considered in [19]. The second one is the Cahn–Hilliard equation con-
sidered in [15]. Here the nonlinearity is x �→ ∂2/∂ξ2(F ◦ x). For such a nonlinearity be of gradient type, we choose a
Sobolev space of negative order as a reference space X. Again, the set of nonnegative functions is replaced by a more
regular convex set.
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As expected, the infinite dimensional case exhibits extra difficulties and different features with respect to the
finite dimensional case treated in [12]. For instance the condition

∫
C ‖(−A)1/2Du‖2 dν < ∞ is satisfied by any

u ∈ W 1,2(C, ν) in finite dimension. Instead, in infinite dimension this extra estimate is significant, and it is crucially
used to prove that u satisfies the Neumann boundary condition. Moreover Sobolev functions have continuous versions
in finite dimension, so that there are not difficulties due to the possible discontinuities of G; in particular G−1(0) is
just the boundary of C. In infinite dimension we consider a fixed quasicontinuous (in the sense of Gaussian capacities,
see Section 3.2, [6], Section 5.9) version of G and everything goes through, paying the price of more technicalities to
deal with.

It would be interesting to generalize our results to less regular convex sets, as the ones considered in [19] and [15].
For the moment, the main obstacles are the regularity requirements of the trace theory from [8].

2. Notation and preliminaries

Let X be a separable Hilbert space endowed with a Gaussian measure μ := N0,Q of mean 0 and covariance operator
Q, where Q ∈ L(X) is self-adjoint, strictly positive, and with finite trace. We choose once and for all an orthonormal
basis {ek: k ∈ N} of X such that Qek = λkek for k ∈ N. We denote by Pn the orthogonal projection on the linear span
of e1, . . . , en.

For each k ∈ N ∪ {+∞} we denote by FCk
b (X) the set of the cylindrical functions ϕ(x) = φ(x1, . . . , xn) for some

n ∈ N, with φ ∈ Ck
b(Rn).

2.1. Sobolev spaces

2.1.1. Sobolev spaces with respect to μ

If a function ϕ :X �→R is differentiable at x ∈ X, we denote by Dϕ(x) its gradient at x.
For θ ∈R and p ≥ 1 the Sobolev spaces W

1,p
θ (X,μ) are the completions of FC1

b(X) in the Sobolev norms

‖ϕ‖p

W
1,p
θ (X,μ)

:=
∫

X

(|ϕ|p + ∥∥QθDϕ
∥∥p)

dμ =
∫

X

(
|ϕ|p +

( ∞∑
k=1

(
λθ

kDkϕ
)2

)p/2)
dμ.

For θ = 1/2 they coincide with the usual Sobolev spaces of the Malliavin Calculus, see e.g. [6], Chapter 5; for θ = 0
and p = 2 they are the spaces considered in [14]. Such completions are identified with subspaces of Lp(X,μ) since
the integration by parts formula∫

X

Dkϕψ dμ = −
∫

X

Dkψϕ dμ + 1

λk

∫
X

xkϕψ dμ, ϕ,ψ ∈FC1
b(X), (2.1)

allows easily to show that the operators QθD :FC1
b(X) �→ Lp(X,μ;X) are closable in Lp(X,μ), and the domains of

their closures (still denoted by QθD) coincide with W
1,p
θ (X,μ).

2.1.2. Sobolev spaces with respect to ν

We shall assume that U :X �→R∪ {+∞} is a convex function that can be approximated by a family of nice functions
Uα . Precisely,

Hypothesis 2.1. U :X �→ R ∪{+∞} is convex. There are functions Uα :X →R, α > 0, with the following properties.

(i) Each Uα is convex, differentiable at every x ∈ X, and DUα is Lipschitz continuous;
(ii) ∃C ∈ R: C ≤ Uα(x) ≤ U(x) for every α > 0, a.e. x ∈ X;

(iii) there exists p0 > 2 such that limα→0 Uα = U in W
1,p0
1/2 (X,μ).

Since each Uα is continuously differentiable and has Lipschitz continuous gradient, then Uα ∈ W 1,q(X,μ) for
every q . This can be easily proved arguing as in the case q = 2 of [10], Proposition 10.11. Moreover, taking into
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account that both U and Uα have a.e. values in [C,+∞), where the function ξ �→ e−2ξ is bounded and Lipschitz
continuous, we obtain easily that e−2Uα converges to e−2U in W

1,p0
1/2 (X,μ) as α → 0.

Note that the heaviest requirement in Hypothesis 2.1 is that DUα is Lipschitz continuous. The other ones are
satisfied by any convex U ∈ W

1,p0
1/2 (X,μ), such that U(x) ≥ C for a.e. x ∈ X.

We describe here a (large enough) class of functions U that satisfy Hypothesis 2.1. Let U :X → R∪{+∞} be con-
vex, bounded from below, and lower semicontinuous. For α > 0 we denote by Uα the Moreau–Yosida approximations
of U , defined by

Uα(x) := inf

{
U(y) + |x − y|2

2α
,y ∈ X

}
. (2.2)

Then, (i) is satisfied, and Uα(x) converges monotonically to U(x) for each x as α → 0, so that (ii) is satisfied too.
Moreover, denoting by D0U(x) the element with minimal norm in the subdifferential of U(x), at any x such that the
subdifferential of U(x) is not empty, ‖DUα(x)‖ converges monotonically to ‖D0U(x)‖. At such points we have

‖DUα − D0U‖2 ≤ ‖D0U‖2 − ‖DUα‖2. (2.3)

See e.g. [7], Chapter 2.

Lemma 2.2. Let U :X → R∪ {+∞} be convex, bounded from below, and lower semicontinuous. Assume in addition
that x �→ ‖D0U(x)‖ ∈ Lp1(X,μ) for some p1 > 1. Then U ∈ W

1,p0
0 (X,μ) for each p0 < p1, DU = D0U a.e., and

limα→0 Uα = U in W
1,p0
0 (X,μ); consequently U ∈ W

1,p0
θ (X,μ) and limα→0 Uα = U in W

1,p0
θ (X,μ) for every θ ≥ 0.

Proof. Let us prove that U ∈ Lq(X,μ) for p0 < p1. For μ-a.e. x ∈ X and for each y ∈ X we have U(y) − U(x) ≥
〈D0U(x), y − x〉 by the convexity assumption, so that

C ≤ U(x) ≤ U(y) − 〈
D0U(x), y − x

〉 ≤ U(y) + ∥∥D0U(x)
∥∥(‖y‖ + ‖x‖).

Fix any y such that U(y) < ∞. Since x �→ ‖x‖ ∈ Lr(X,μ) for every r , by the Hölder inequality U ∈ Lp0(X,μ) for
p0 < p1.

Let us prove that U ∈ W
1,p0
0 (X,μ). Recall that Uα ∈ W

1,p

0 (X,μ) for every α > 0, p > 1. By dominated conver-
gence Uα → U in Lp0(X,μ), and ‖DUα − D0U‖ → 0 in Lp0(X,μ), since C ≤ Uα ≤ U and ‖DUα − D0U‖ ≤
‖D0U‖. Then, U ∈ W

1,p0
0 (X,μ) and DU = D0U a.e. �

If U satisfies the assumptions of Lemma 2.2 with p1 > 2 then its Moreau–Yosida approximations satisfy Hypoth-
esis 2.1. However, there are important examples such that U /∈ W 1,p0(X,μ) for any p0 > 1. We shall see one of such
examples in Section 4.3, where the Moreau–Yosida approximations will be replaced by other ad hoc approximations.

We denote by ν the log-concave measure

ν(dx) = e−2U(x)μ(dx), (2.4)

since e−2U is bounded, ν(X) < +∞.
By Lemma 2.2, we may apply the integration by parts formula (2.1) with ψe−2U replacing ψ , that belongs to

W
1,p0
1/2 (X,μ) for ψ ∈ FC1

b(X). We get, for ϕ, ψ ∈FC1
b(X) and h ∈ N,

∫
X

Dhϕψ dν +
∫

X

Dhψϕ dν = −2
∫

X

DhUϕψ dν + 1

λh

∫
X

xhϕψ dν. (2.5)

Once again, the Sobolev spaces associated to the measure ν are introduced in a standard way with the help of the
integration by parts formula (2.5). We recall that L2(X) is the space of the Hilbert–Schmidt operators, that is the
bounded linear operators L :X �→ X such that ‖L‖2

L2(X)
:= ∑

h,k〈Leh, ek〉2 < ∞.



Maximal Sobolev regularity in infinite dimension 1107

For p > 1 we set as usual p′ := p/(p − 1). In the paper [13] we proved that for all q ≥ p′
0 the operators

D :FC1
b(X) �→ Lq(X,ν;X), Q±1/2D :FC1

b(X) �→ Lq(X,ν;X),(
D,D2) :FC2

b(X) �→ Lq(X,ν;X) × Lq
(
X,ν;L2(X)

)
are closable. Their closures were still denoted by D, Q1/2D, Q−1/2D, and by (D,D2), respectively. The Sobolev
spaces W 1,q (X, ν), W

1,q

1/2 (X, ν), W
1,q

−1/2(X, ν), were defined as the domains of D, Q1/2D, Q−1/2D in Lq(X,ν),

respectively. The space W 2,q (X, ν) was defined as the domain of (D,D2) in Lq(X,ν).
The Sobolev spaces on general subsets C ⊂ X may be defined in several ways. The most convenient for our

purposes relies on the following lemma, which allows to extend the above definitions to the case of a subset C ⊂ X,
C 
= X.

Lemma 2.3. Let G be fixed version of an element of
⋂

p>1 W
1,p

1/2 (X,μ), and assume that C = G−1((−∞,0])
has positive measure. Then for every θ ∈ R and q ≥ p′

0 the operators D :FC1
b(X) �→ Lq(C, ν;X), u �→ Du|C ,

QθD :FC1
b(X) �→ Lq(C, ν;X), u �→ QθDu are closable. Their closures are still denoted by D, QθD, respectively.

Similarly, the operator (D,D2) :FC2
b(X) �→ Lq(C, ν;X) × Lq(C, ν;L2(X)), u �→ (Du|C,D2u|C) is closable. The

closure is still denoted by (D,D2).

Proof. Let uk ∈ FC1
b(X) be such that uk → 0 and Duk → � (respectively, Q1/2Duk → �, Q−1/2Duk → �) in

Lq(C, ν;X) as k → ∞. We claim that
∫
C〈�,ei〉ψ dν = 0 for each ψ ∈ Lq ′

(C, ν) and i ∈ N. Since the restrictions

to C of the elements of C1
b(X) are dense in Lq ′

(C, ν) (as a consequence of the density of C1
b(X) in Lq ′

(X, ν)) it is
sufficient to prove that∫

C
〈�,ei〉ψ dν = 0, ψ ∈ C1

b(X). (2.6)

To this aim, for every ψ ∈ C1
b(X) we approach its restriction to C by restrictions to C of elements of W

1,q ′
1/2 (X,μ)

that vanish outside C. This is to reduce integrals over C to integrals over X, avoiding surface integrals in the next
integration by parts. We fix a function θ ∈ C∞

c (R) such that θ(r) = 0 for r ≥ −1, θ(r) = 1 for r ≤ −2, and we set

θn(r) := θ(nr), ψn(x) := ψ(x)θn

(
G(x)

)
, n ∈ N, x ∈ X.

By dominated convergence the sequence (ψn|C) goes to ψ|C in Lq ′
(C, ν) as n → ∞. Then,∫

C
〈�,ei〉ψ dν = lim

n→∞

∫
C
〈�,ei〉ψn dν.

Moreover each ψn vanishes in G−1([−1/n,+∞)), and Q1/2Dψn = Q1/2Dψθn ◦ G + ψθ ′
n ◦ GQ1/2DG, so that ψn

belongs to W
1,r
1/2(X,μ) for every r > 1. It follows that for each k ∈N, ukψn belongs to W

1,r
1/2(X,μ) for every r > 1.

Taking into account that e−2U ∈ W
1,p0
0 (X,μ) ⊂ W

1,p0
1/2 (X,μ), the integration by parts formula (2.1) gives

∫
C

Di(ukψn)dν =
∫

X

Di(ukψn)e
−2U dμ = 2

∫
C

ukψnDiU dν + 1

λi

∫
C

xiukψn dν,

so that∫
C

ψnDiuk dν = −
∫
C

ukDiψn dν + 2
∫
C

ukψnDiU dν + 1

λi

∫
C

xiukψn dν (2.7)

and letting k → ∞ the right-hand side converges to 0, and the left-hand side converges to λ−θ
i

∫
C ψn〈�,ei〉dμ (it is

here that we need q ≥ p′
0). Then,

∫
C ψn〈�,ei〉dμ = 0 for each n and (2.6) holds.
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The proof of the second part of the statement is similar. In this case we have a sequence uk ∈ FC2
b(X) such that

uk → 0 and Duk → � in Lq(C, ν;X), D2uk → Q in Lq(C, ν;L2(X)) as k → ∞. By the first part of the proof,
� = 0. Moreover, formula (2.7) applied to Djuk instead of uk gives

∫
C

ψnDijuk dν = −
∫
C

DjukDiψn dν + 2
∫
C

DjukψnDiU dν + 1

λi

∫
C

xiDjukψn dν,

where the left-hand side converges to
∫
C ψn〈Qei, ej 〉dμ and the right-hand side converges to 0. Then,

∫
C ψn〈Qei,

ej 〉dμ = 0 for each n, so that for every ψ ∈ C1
b(X) we have

∫
C

ψ〈Qei, ej 〉dμ = lim
n→∞

∫
C

ψn〈Qei, ej 〉dμ = 0,

which implies that Q= 0. �

The Sobolev spaces W
1,p
θ (C, ν) and W 2,p(C, ν) for p ≥ p′

0 are defined as the domains of the closures of the above
operators. For p = 2 they are Hilbert spaces with the scalar products

〈u,v〉
W

1,2
θ (C,ν)

:=
∫
C

(
uv + 〈

QθDu,QθDv
〉
X

)
dν,

〈u,v〉W 2,2(C,ν) := 〈u,v〉
W

1,2
θ (C,ν)

+
∫
C

〈
D2u,D2v

〉
L2(X)

dν.

Of course, W
1,p

−1/2(C, ν) ⊂ W
1,p

0 (C, ν) ⊂ W
1,p

1/2 (C, ν) for every p ≥ p′
0.

Note that if G1 = G2 a.e., the symmetric difference of the sets C1 = G−1
1 ((−∞,0]) and C2 = G−1

1 ((−∞,0]) is
negligible, and the above defined Sobolev spaces on C1 and C2 coincide.

It is not our aim here to develop a complete theory of Sobolev spaces. We just mention some properties that will
be used in the sequel.

Proposition 2.4. Let p ≥ p′
0, and let θ ∈R. Then:

(i) W
1,p
θ (C, ν) is reflexive;

(ii) if a bounded sequence of elements of W
1,p
θ (C, ν) converges a.e. in C to a function f , then f ∈ W

1,p
θ (C, ν);

(iii) if f ∈ W
1,2
−1/2(C, ν), g ∈ W

1,2
0 (C, ν), then 〈Q−1/2Df,Q1/2Dg〉 = 〈Df,Dg〉 (as an element of L1(C, ν)).

Proof. The proof of statement (i) is similar to the standard proof in finite dimension. The mapping u �→ T u =
(u,QθDu) is an isometry from W

1,p
θ (C, ν) to the product space E := Lp(C, ν) × Lp(C, ν;X), which implies that

the range of T is closed in E. Now, Lp(C, ν) and Lp(C, ν;X) are reflexive (e.g. [16], Chapter IV) so that E is
reflexive, and T (W

1,p
θ (C, ν)) is reflexive too. Being isometric to a reflexive space, W

1,p
θ (C, ν) is reflexive.

Concerning (ii), the proof of the analogous statement for Gaussian measures given in [6], Lemma 5.4.4, works as
well in our case.

Statement (iii) is proved approaching f by a sequence of FC1
b(X) functions in W

1,2
−1/2(X, ν) (and hence, in

W
1,2
0 (X, ν)) and approaching g by a sequence of FC1

b(X) functions in W
1,2
0 (X, ν) (and hence, in W

1,2
1/2(X, ν)). Since

the equality 〈Q−1/2Dfn,QDgn〉 = 〈Dfn,Dgn〉 is true for the approximating functions, the claim follows letting
n → ∞. �

In the rest of the paper to simplify notation we shall drop the subindex 0, namely we shall set W 1,p(C, ν) :=
W

1,p

0 (C, ν).
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2.2. Elliptic problems in the whole space, with regular U

Here we report some results from [13] that will be used in the sequel. They concern weak solutions to

λu −Ku = f, (2.8)

where Ku = 1
2 Tr[D2u]− 〈Ax +DU(x),Du〉, in the case that U :X �→ R is a differentiable convex function bounded

from below, with Lipschitz continuous gradient.
Given λ > 0, f ∈ L2(X, ν), a weak solution to (2.8) is a function u ∈ W 1,2(X, ν) such that

λ

∫
X

uϕ dν + 1

2

∫
X

〈Du,Dϕ〉dν =
∫

X

f ϕ dν, ∀ϕ ∈ W 1,2(X, ν). (2.9)

Existence and uniqueness of a weak solution u to (2.8) is an easy consequence of the Lax–Milgram lemma. Taking u

as a test function and using the Hölder inequality in the right-hand side we obtain

λ

∫
X

u2 dν + 1

2

∫
X

‖Du‖2 dν ≤ 1

λ

∫
X

f 2 dν. (2.10)

We denote by K :D(K) ⊂ L2(X, ν) �→ L2(X, ν) the operator associated to the quadratic form (u,ϕ) �→∫
X
〈Du,Dϕ〉dν in W 1,2(X, ν). So, the domain D(K) consists of all u ∈ W 1,2(X, ν) such that there exists v ∈ L2(X, ν)

satisfying

1

2

∫
X

〈Du,Dϕ〉dν = −
∫

X

vϕ dν

for all ϕ ∈ W 1,2(X, ν), or equivalently for all ϕ ∈ FC1
b(X). In this case, v = Ku. The weak solution u to (2.8) belongs

to D(K) and it is just (λI − K)−1f .

Theorem 2.5. For every λ > 0 and f ∈ L2(X, ν) the weak solution u to (2.8) belongs to W 2,2(X, ν) ∩ W
1,2
−1/2(X, ν),

and the estimate

λ

∫
X

‖Du‖2 dν + 1

2

∫
X

Tr
[(

D2u
)2]dν +

∫
X

∥∥Q−1/2Du
∥∥2 dν ≤ 4

∫
X

f 2 dν (2.11)

holds. Moreover, the weak solution is also a strong solution in the Friedrichs sense, that is: there is a sequence (un) of
FC2

b(X) functions (in fact, un ∈FC3
b(X)) that converge to u in L2(X, ν) and such that λun −Kun → f in L2(X, ν).

Remark 2.6. Note that estimates (2.10) and (2.11) imply that the above mentioned sequence of cylindrical functions
(un) converge to u in W 2,2(X, ν) ∩ W

1,2
−1/2(X, ν). Indeed, it is sufficient to set λun −Kun = fn, and to use (2.10) and

(2.11) with u replaced by u − un and f replaced by f − fn.

3. The Neumann problem

Throughout this section U satisfies Hypothesis 2.1. Moreover, G :X �→ R satisfies the assumptions of Lemma 2.3
and C = G−1((−∞,0]) is a closed convex set with positive measure. Given any λ > 0 and f ∈ L2(C, ν), a function
u ∈ W 1,2(C, ν) is a weak solution to (1.1) if

λ

∫
C

uϕ dν + 1

2

∫
C
〈Du,Dϕ〉dν =

∫
C

f ϕ dν, ∀ϕ ∈ W 1,2(C, ν). (3.1)

Since the restrictions to C of the functions in FC1
b(X) are dense in W 1,2(C, ν), it is enough that the above equality is

satisfied for every ϕ ∈FC1
b(X).
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Existence and uniqueness of a weak solution is an easy consequence of the Lax–Milgram lemma. As in the case of
the whole space, taking ϕ = u in (3.1) we obtain

λ

∫
C

u2 dν + 1

2

∫
C

‖Du‖2 dν ≤ 1

λ

∫
C

f 2 dν. (3.2)

3.1. Regularity of weak solutions

Here we use the results of Section 2.2 to study Sobolev regularity of the weak solutions to (1.1). We approach the
problem in C by penalized problems in the whole space X, replacing U by

Vα(x) := Uα(x) + 1

2α
dist(x,C)2, (3.3)

where α > 0 and Uα are the approximations of U given by Hypothesis 2.1.
The corresponding Kolmogorov operator Kα is defined on the smooth cylindrical functions by

Kαu(x) = Lu(x) − 〈
DUα(x),Du(x)

〉 − 1

α

〈
x − ΠC(x),Du(x)

〉
, x ∈ X,

where ΠC(x) is the unique element of C with minimal distance from x. ΠC(x) is called “projection of x on C.”
Since the function x �→ DVα(x) = DUα(x) + 1

α
(x − ΠC(x)) is Lipschitz continuous, the results of Section 2.2

may be applied. In particular, for every λ > 0 and f ∈ Cb(X) the problem

λuα −Kαuα = f (3.4)

has a unique weak solution uα ∈ W 1,2(X, να), where

να(dx) := exp
(−2Vα(x)

)
μ(dx). (3.5)

By Theorem 2.5, uα ∈ W 2,2(X, να) ⊂ W 2,2(X, ν), and estimate (2.11) implies

λ

∫
X

‖Duα‖2 dνα + 1

2

∫
X

Tr
[(

D2uα

)2]dνα

+
∫

X

∥∥Q−1/2Duα

∥∥2
dνα +

∫
X

〈
D2UαDuα,Duα

〉
dνα ≤ 4

∫
X

f 2 dνα. (3.6)

Taking into account that Uα ≤ U and that Vα ≥ C for each α, from (2.10) and (3.6) we obtain

‖uα‖2
W 2,2(C,ν)

≤
(

1

λ2
+ 4

λ
+ 8

)∫
X

f 2 dνα ≤
(

1

λ2
+ 4

λ
+ 8

)
‖f ‖2∞e−2C,

∫
C

∥∥Q−1/2Duα

∥∥2 dν ≤ 4‖f ‖2∞e−2C,

so that the restrictions of uα to C are bounded in W 2,2(C, ν) and in W
1,2
−1/2(C, ν). A sequence (uαn|C ) converges weakly

to a function u in W 2,2(C, ν) and in W
1,2
−1/2(C, ν).

Proposition 3.1. Let f ∈ Cb(X) and let αn → 0 be such that (uαn|C ) converges weakly to a function u in W 2,2(C, ν)

and in W
1,2
−1/2(C, ν). Then (uαn|C ) converges strongly to u in W 1,2(C, ν), moreover u is the weak solution to (1.1) and

it satisfies

1

2

∫
C

Tr
[(

D2u
)2]dν +

∫
C

∥∥Q−1/2Du
∥∥2 dν ≤ 4‖f ‖2

L2(C,ν)
. (3.7)
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Proof. Since C is closed, dist(x,C) > 0 for every x ∈ Cc . Therefore, by dominated convergence,

lim sup
n→∞

∫
Cc

e−2Vαn dμ ≤ e−2C lim
n→∞

∫
Cc

e−2 dist(x,C)2/αn dμ = 0. (3.8)

Let ϕ ∈ FC1
b(X), n ∈N. Then

λ

∫
X

uαnϕ dναn + 1

2

∫
X

〈Duαn,Dϕ〉dναn =
∫

X

f ϕ dναn . (3.9)

The right-hand side is splitted as the sum of an integral over C and an integral over Cc . We have

lim
n→∞

∫
C

f ϕe−2Uαn dμ =
∫
C

f ϕe−2U dμ

by dominated convergence, and∫
Cc

f ϕe−2Vαn dμ ≤ ‖f ‖∞‖ϕ‖∞
∫
Cc

e−2Vαn dμ

that vanishes as n → ∞, by (3.8). So, the right-hand side of (3.9) goes to
∫
C f ϕe−2U dμ as n → ∞.

The integrals in the left-hand side too are splitted as integrals over C and integrals over Cc . Concerning the integrals
over C, arguing as in [13], proof of Theorem 3.7, we obtain

lim
n→∞

∫
C

(
λuαnϕ + 1

2
〈Duαn,Dϕ〉

)
e−2Uαn dμ =

∫
C

(
λuϕ + 1

2
〈Du,Dϕ〉

)
e−2U dμ.

Concerning the integrals over Cc , by the Hölder inequality we get∣∣∣∣
∫
Cc

(
λuαnϕ + 1

2
〈Duαn,Dϕ〉

)
e−2Vαn dμ

∣∣∣∣
≤

(∫
Cc

(
λuαnϕ + 1

2
〈Duαn,Dϕ〉

)2

e−2Vαn dμ

)1/2(∫
Cc

e−2Vαn dμ

)1/2

≤ ‖ϕ‖C1
b (X)

(
‖λuαn‖L2(X,ναn ) + 1

2
‖‖Duαn‖‖L2(X,ναn )

)(∫
Cc

e−2Vαn dμ

)1/2

,

where ‖λuαn‖L2(X,ναn ) and ‖‖Duαn‖‖L2(X,ναn ) are bounded by a constant independent of n by (3.6), and
∫
Cc e−2Vαn dμ

vanishes as n → ∞ by (3.8).
Putting everything together and letting n → ∞ in (3.9) we get

λ

∫
C

uϕ dν + 1

2

∫
C
〈Du,Dϕ〉dν =

∫
C

f ϕ dν,

that is, u is a weak solution to (1.1). Now, the argument of [13], Lemma 3.8, shows that uαn|C converges to u in
W 1,2(C, ν).

It remains to prove that u satisfies (3.7). Since uαn|C converges weakly to u in W 2,2(C, ν) and in W
1,2
−1/2(C, ν), then

1

2

∫
C

(
Tr

[(
D2u

)2] + ∥∥Q−1/2Du
∥∥2)dν

≤ lim sup
n→∞

1

2

∫
C

(
Tr

[(
D2uαn

)2] + ∥∥Q−1/2Duαn

∥∥2)dν

≤ lim sup
n→∞

1

2

∫
C

(
Tr

[(
D2uαn

)2] + ∥∥Q−1/2Duαn

∥∥2)dναn ≤ lim sup
n→∞

4
∫

X

f 2 dναn .
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Here we have used (2.11) in the last inequality, and Uα ≤ U in the last but one inequality.
We already know that the integral

∫
X

f 2 dναn goes to
∫
C f 2e−2U dμ, as n → ∞. Then, (3.7) follows. �

Corollary 3.2. For every λ > 0 and f ∈ L2(C, ν) the weak solution u of (1.1) belongs to W 2,2(C, ν) ∩ W
1,2
−1/2(C, ν)

and it satisfies (3.7).

Proof. Let (fn) be a sequence of functions in Cb(X) that converge to the null extension of f to X in L2(X, ν).
By estimate (3.2), the corresponding weak solutions to (1.1) with f replaced by fn|C converge to u in W 1,2(C, ν),

and by estimate (3.7) they are a Cauchy sequence also in W 2,2(C, ν) and in W
1,2
−1/2(C, ν), so that u ∈ W 2,2(C, ν) ∩

W
1,2
−1/2(C, ν) and it satisfies (3.7). �

3.2. The Neumann boundary condition

Here we show that the weak solution to problem (1.1) satisfies the Neumann condition 〈Du,DG〉 = 0 at G−1(0), in
the sense of the traces of Sobolev functions. We need further assumptions on G.

Hypothesis 3.3. G :X �→ R is a C2,p-quasicontinuous function for every p > 1, and:

(i) G ∈ ⋂
p>1 W

2,p

1/2 (X,μ), 1
‖Q1/2DG‖ ∈ ⋂

p>1 Lp(X,μ);

(ii) G ∈ ⋂
p>1 W 1,p(X,μ).

Moreover, C := G−1((−∞,0]) is a closed convex nonempty set with positive measure.

Let us recall that a function G is called C2,p-quasicontinuous if for each ε > 0 there is an open set A ⊂ X such
that C2,p(A) ≤ ε and G|X\A is continuous. Here C2,p(A) denotes the usual Gaussian capacity of order (2,p), see [6],

Section 5.9. Every element of
⋂

p>1 W
2,p

1/2 (X,μ) has a version which is C2,p-quasicontinuous for every p > 1.

Assumption (i) coincides with the hypotheses of [8], where it was shown that the elements of W
1,q

1/2 (C,μ) with

q > 1 have traces at G−1(0), as well as at the other level sets of G. Such traces belong to L1(G−1(0), ρ), where ρ is
the Hausdorff–Gauss measure of Feyel and De la Pradelle [17].

The condition G ∈ ⋂
p>1 W

2,p

1/2 (X,μ) allows to consider a reasonably large class of admissible domains C. As-

suming only G ∈ ⋂
p>1 W 2,p(X,μ) would be much more restrictive, for instance balls would be excluded since

G(x) = ‖x − x0‖2 does not belong to W 2,p(X,μ) for any p. The hypothesis 1/‖Q1/2DG‖ ∈ Lp(X,μ) for every p

is classical (e.g., [1], [6], Section 6.10), it is a sort of infinite dimensional generalization of the condition ∇G 
= 0 at
G = 0 in finite dimensions.

Assumption (ii) will be used in Proposition 3.11, for the Neumann condition 〈Du,DG〉 = 0 be meaningful. To
this aim one needs that DG exists (at least, near G−1(0)), and (i) is not sufficient.

The trace of any Sobolev function u ∈ W
1,p

1/2 (C,μ) at G−1(0) is denoted by u|G−1(0). It coincides ρ-a.e. with
any C1,p-quasicontinuous version of u, in particular if u has a continuous version, its trace coincides ρ-a.e. with the

restriction of u to G−1(0). The trace operator u �→ u|G−1(0) is bounded from W
1,p

1/2 (X,μ) to Lq(G−1(0)), ρ), for every

q ∈ [1,p). (Under further assumptions that are not needed here, it is bounded from W
1,p

1/2 (X,μ) to Lp(G−1(0)), ρ)).
The integration formula∫

C
Dkudμ =

∫
C

xk

λk

udμ +
∫

G−1(0)

u|G−1(0)

DkG

‖Q1/2DG‖ dρ (3.10)

holds for every k ∈N and u ∈ W
1,p

1/2 (X,μ) for some p > 1. For the proofs of these statements and for other properties
of traces we refer to [8].

Moreover, if u(x) ≥ C for μ-a.e. x, then u|G−1(0) ≥ C, ρ-a.e. This is not immediate, since under Hypothesis 3.3,

the set G−1(0) is μ-negligible. However, this can be seen approaching u in W
1,p

1/2 (C,μ) by a sequence of continuous
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functions un ∈ W
1,p

1/2 (C,μ) such that un(x) ≥ C for every x ∈ C (for instance, we may take un(x) = max{vn(x),C},
where (vn) is any sequence of Lipschitz continuous functions approaching u in W

1,p

1/2 (C,μ)). Since un(x) ≥ C for

every x ∈ G−1(0), and un|G−1(0) converges to u|G−1(0) in L1(G−1(0), ρ), the statement follows.
We shall show that the elements of W 1,p(C, ν) with p > p0/(p0 − 1) have traces at the boundary that belong to

L1(G−1(0), e−2U dρ). The weight e−2U is meaningful in the surface integrals, as the next lemma shows.

Lemma 3.4. U(x) < ∞ for ρ-a.e. x ∈ G−1(0), and the trace of exp(−2U) coincides with exp(−2U|G−1(0)) for ρ-a.e.
x ∈ G−1(0).

Proof. Since U ∈ W
1,p0
1/2 (X,μ), its trace at G−1(0) belongs to L1(G−1(0), ρ) hence it cannot be equal to +∞ in a set

with positive measure. Let us show that e−2U

|G−1(0)
coincides with e−2U|G−1(0) for ρ-a.e. x ∈ G−1(0). We already know

that Uα and e−2Uα converge to U and to e−2U in W 1,p0(X,μ) as α → 0. Then, their traces at G−1(0) converge to
U|G−1(0) and of (e−2U)|G−1(0) in L1(G−1(0), ρ). Uα and e−2Uα are continuous, their traces are just their restrictions

at G−1(0), ρ-a.e. It remains to show that e−2U
α|G−1(0) converges to e−2U|G−1(0) in L1(G−1(0), ρ). To this aim we

remark that U|G−1(0) ≥ C, ρ-a.e. Now, since ξ �→ e−2ξ is Lipschitz continuous in [C,+∞) and both Uα|G−1(0) and

U|G−1(0) have values in [C,+∞), then e−2U
α|G−1(0) converges to e−2U|G−1(0) in L1(G−1(0), ρ), along the converging

subsequence, and the statement follows. �

As a first step we establish a formula similar to (3.10), that involves the measure ν in C and the measure e−2U dρ

in G−1(0).

Lemma 3.5. Let u ∈ W
1,p

1/2 (C, ν), with p > p0/(p0 − 1). Then for every k ∈ N we have

∫
C

Dkue−2U dμ =
∫
C

(
2DkU + xk

λk

)
ue−2U dμ +

∫
G−1(0)

u|G−1(0)

DkG

‖Q1/2DG‖e−2U|G−1(0) dρ. (3.11)

Proof. It is sufficient to apply formula (3.10) to the function ue−2U , which belongs to W
1,r
1/2(X,μ) with r =

p0p/(p0 + p), and to remark that the trace of the product ue−2U is the product of the respective traces. �

Proposition 3.6. Let u ∈ C1
b(X) and let p > p0/(p0 − 1). Then for every q ∈ [1,p(p0 − 1)/p0) there is C0 =

C0(G,q) > 0, independent of u and U , such that∫
G−1(0)

|u|qe−2U|G−1(0) dρ ≤ C0‖u‖q

W
1,p
1/2 (C,ν)

e−2C(p−q)/p
(
1 + ∥∥∥∥Q1/2DU

∥∥∥∥
Lp0 (X,μ)

)
. (3.12)

Proof. Applying (3.11) to the functions λk|u|qDkG, that belong to W
1,s
1/2(X,μ) for every s > 1, and summing over k,

we get∫
C

(
q|u|q−2u

〈
Q1/2Du,Q1/2DG

〉 + (
L0G − 2

〈
Q1/2DU,Q1/2DG

〉)|u|q)
e−2U dμ

=
∫

G−1(0)

|u|q∥∥Q1/2DG
∥∥e−2U dρ,

where L0 is the Ornstein–Uhlenbeck operator of the Malliavin Calculus,

L0G(x) =
∞∑

k=1

(
λkDkkG(x) − xkDkG(x)

)
.
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Here, for every s > 1 the series converges in Ls(X,μ) and there is cs > 0 such that ‖L0G‖Ls(X,μ) ≤ cs‖G‖
W

2,s
1/2(X,μ)

(e.g., [6], Section 5.8). Then, for every q ≥ 1,∫
G−1(0)

|u|q∥∥Q1/2DG
∥∥e−2U|G−1(0) dρ

≤
∫
C

(
q|u|q−1

∥∥Q1/2Du
∥∥∥∥Q1/2DG

∥∥ + |u|q(|L0G| + 2
∥∥Q1/2DU

∥∥∥∥Q1/2DG
∥∥))

e−2U dμ.

The latter integral is finite, since u and ‖Q1/2Du‖ are bounded, ‖Q1/2DG‖, L0G ∈ Ls(C,μ) ⊂ Ls(C, ν) for every
s, and ‖Q1/2DU‖ ∈ Lp0(C,μ) ⊂ Lp0(C, ν). Using the Hölder inequality to estimate it in terms of ‖u‖

W
1,p
1/2 (C,ν)

, with

p > q , we get:

(i)
∫
C

q|u|q−1
∥∥Q1/2Du

∥∥∥∥Q1/2DG
∥∥e−2U dμ

≤ q‖u‖q−1
Lp(C,ν)

∥∥∥∥Q1/2Du
∥∥∥∥

Lp(C,ν)

∥∥∥∥Q1/2DG
∥∥∥∥

Lp/(p−q)(C,ν)
,

(ii)
∫
C

|u|q |L0G|e−2U dμ ≤ ‖u‖q

Lp(C,ν)
‖L0G‖Lp/(p−q)(C,ν),

(iii)
∫
C

|u|q∥∥Q1/2DU
∥∥∥∥Q1/2DG

∥∥e−2U dμ ≤ ‖u‖q

Lp(C,ν)

∥∥∥∥Q1/2DU
∥∥∥∥

Lp0 (C,ν)

∥∥∥∥Q1/2DG
∥∥∥∥

Ls(C,ν)
,

with 1/s = 1 − (q/p + 1/p0). Then,∫
G−1(0)

|u|q∥∥Q1/2DG
∥∥e−2U|G−1(0) dρ ≤ C1‖u‖q

W
1,p
1/2 (C,ν)

e−2C(p−q)/p
(
1 + ∥∥∥∥Q1/2DU

∥∥∥∥
Lp0 (X,μ)

)
, (3.13)

where C1 > 0 depends only on q and G.
Now we recall that ‖Q1/2DG‖−1 ∈ Ls(G−1(0), ρ) ⊂ Ls(G−1(0), e−2U|G−1(0)ρ) ∀s > 1. Going back to (3.12),

for any u ∈ C1
b(X) and 1 ≤ q < r < p(p0 − 1)/p0 we may write

∫
G−1(0)

|u|qe−2U dρ = ∫
G−1(0)

|u|q‖Q1/2DG‖q/r ×
‖Q1/2DG‖−q/re−2U|G−1(0) dρ, and using the Hölder inequality, estimate (3.13) with r instead of q , we obtain (3.12). �

Let v ∈ W
1,p

1/2 (C, ν) for some p > p0/(p0 −1). By Proposition 3.6, for every sequence (vn) ⊂ C1
b(X) such that vn|C

converges to v in W
1,p

1/2 (C, ν), vn|G−1(0) is a Cauchy sequence in Lq(G−1(0), e−2U dρ), for each q ∈ [1,p(p0 −1)/p0).

This allows to define the traces at the boundary of the elements of W
1,p

1/2 (C, ν).

Definition 3.7. Let v ∈ W
1,p

1/2 (C, ν) for some p > p0/(p0 − 1). The trace of v at G−1(0) is the unique element of

L1(G−1(0), e−2U|G−1(0)ρ) to which vn|G−1(0) converges, for every sequence (vn) ⊂ C1
b(X) such that vn|C converges to

v in W
1,p

1/2 (C, ν). It is denoted by v|G−1(0).

Corollary 3.8. The trace at G−1(0) of any v ∈ W
1,p

1/2 (C, ν) belongs to Lq(G−1(0), e−2U|G−1(0)ρ) for 1 ≤ q <

p(p0 − 1)/p0, and estimate (3.12) holds with u replaced by u|G−1(0) in the surface integral. Therefore, the map-

ping W
1,p

1/2 (C, ν) �→ Lq(G−1(0), e−2U dρ), v �→ v|G−1(0) is bounded. Since W 1,p(C, ν) ⊂ W
1,p

1/2 (C, ν) with continuous

embedding, the same holds for functions in W 1,p(C, ν).

Let u be the weak solution u to (1.1). The main result of this section is the fact that 〈Du,DG〉 has trace at G−1(0),
and that such trace vanishes.

The first step is the following proposition.

Proposition 3.9. Let f ∈ Cb(X) and let u, uα be the weak solutions to (1.1) and to (3.4), respectively. Then:
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(i) For every α > 0 and p < 2, 〈Duα,DG〉 ∈ W
1,p

1/2 (X, να), and there is Cp independent of f and α such that
‖〈Duα,DG〉‖

W
1,p
1/2 (X,να)

≤ Cp‖f ‖L2(X,να).

(ii) The function 〈Du,DG〉 belongs to W
1,p

1/2 (C, ν), for every p ∈ [p′
0,2), and ‖〈Du,DG〉‖

W
1,p
1/2 (C,ν)

≤ Cp‖f ‖L2(X,ν),

with the same constant Cp as in (i).
(iii) There is a vanishing sequence (αn) such that uαn|C converge weakly to u in W 2,2(C, ν) and in W

1,2
−1/2(C, ν),

〈Duαn,DG〉|C converges weakly to 〈Du,DG〉|C in W
1,p

1/2 (C, ν).

Proof. By Remark 2.6, there exists a sequence (uα,n) ⊂ FC2
b(X) that converges to uα in W 2,2(X, να) ∩

W
1,2
−1/2(X, να), and such that fn := λuα,n − Kαnuα,n goes to f in L2(X, να) as n → ∞. We set

vα := 〈Duα,DG〉, vα,n := 〈Duα,n,DG〉.

Then, vα,n = ∑∞
k=1 Dkuα,nDkG ∈ W

1,p

1/2 (X, να) for every p > 1, since the series is in fact a finite sum (note that,
since DVα is Lipschitz continuous, then ‖DVα‖ ∈ Lp(X,ν) for every α, and the Sobolev spaces with respect to να

are well defined for every p > 1). By the Hölder inequality, limn→∞ vα,n = vα in Lp(X,να). Possibly replacing vα,n

by a subsequence, we may assume that (vα,n) converges to vα , να-a.e.
Now we prove that the sequence (vα,n) is bounded in W

1,p

1/2 (X, να), for p < 2. For every k ∈N we have

∣∣Dk〈Duα,n,DG〉∣∣ ≤
∣∣∣∣∑
j∈N

(Dkjuα,nDjG + DjuDkjG)

∣∣∣∣
≤

(∑
j∈N

(Dkjuα,n)
2
)1/2(∑

j∈N
(DjG)2

)1/2

+
(∑

j∈N
λ−1

j (Djuα,n)
2
)1/2(∑

j∈N
λj (DkjG)2

)1/2

so that∥∥Q1/2D
(〈Duα,n,DG〉)∥∥

≤ √
2
[
max
k∈N

λ
1/2
k

(
Tr

(
D2u2

α,n

))1/2‖DG‖ + ∥∥Q−1/2Duα,n

∥∥(
Tr

(
Q1/2D2GQ1/2)2)1/2

]
.

By our assumptions, ‖DG‖ and (Tr(Q1/2D2GQ1/2)2)1/2 belong to Ls(X,μ) ⊂ Ls(X,να) for every s. Since e−2Uα ≤
e−2C , their Ls(X,να)-norm is bounded by a constant independent of α. Using the Hölder inequality with s = 2/(2 −
p), we obtain∫

X

∥∥Q1/2D
(〈Duα,n,DG〉)∥∥p dνα ≤ cp

(‖uα,n‖W 2,2(X,να) + ‖uα,n‖W
1,2
−1/2(X,να)

)p
,

where cp > 0 does not depend on α and n. By estimates (2.10) and (2.11),

‖uα,n‖W 2,2(X,να) + ‖uα,n‖W
1,2
−1/2(X,να)

≤ kλ‖fn‖L2,(X,να),

where kλ depends only on λ. Therefore,

lim sup
n→∞

∥∥〈Duα,n,DG〉∥∥
W

1,p
1/2 (X,να)

≤ Cp,λ‖f ‖L2(X,να),

where Cp,λ is independent of f , α and n. Applying now Proposition 2.4(ii), with X replacing C and να replacing ν,
yields statement (i).

Let now uαn be any sequence of solutions to (3.4) such that the restrictions uαn|C converge weakly to u in W 2,2(C, ν)

and in W
1,2
−1/2(C, ν). Since W

1,p

1/2 (X, να) ⊂ W
1,p

1/2 (X, ν) for every p ∈ [p′
0,2), by (i) the sequence 〈Duαn,DG〉|C is
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bounded in W
1,p

1/2 (C, ν). More precisely, we have∥∥〈Duαn,DG〉|C
∥∥

W
1,p
1/2 (C,ν)

≤ ∥∥〈Duαn,DG〉|C
∥∥

W
1,p
1/2 (C,ναn )

≤ Cp,λ‖f ‖L2(X,ναn ),

so that

lim sup
n→∞

∥∥〈Duαn,DG〉|C
∥∥

W
1,p
1/2 (C,ν)

≤ lim sup
n→∞

Cp,λ‖f ‖L2(X,ναn ) = Cp,λ‖f ‖L2(X,ν). (3.14)

Since W
1,p

1/2 (C, ν) is reflexive by Proposition 2.4(i), a subsequence of 〈Duαn,DG〉|C converges weakly in W
1,p

1/2 (C, ν)

to an element ψ ∈ W
1,p

1/2 (C, ν), that satisfies ‖ψ‖
W

1,p
1/2 (C,ν)

≤ Cp,λ‖f ‖L2(X,ν), by (3.14).

Let us identify ψ with 〈Du,DG〉. Indeed, by the Hölder inequality, the mapping v �→ 〈Dv,DG〉 is bounded from
W 1,2(C, ν) to Lp(C, ν). Since uαn|C converges weakly to u in W 1,2(C, ν), then 〈Duαn,DG〉|C converges weakly to
〈Du,DG〉 in Lp(C, ν). Then ψ = 〈Du,DG〉 ∈ Lp(C, ν). This proves statements (ii) and (iii). �

The reason why we need two steps in the proof of Proposition 3.9 is that, while the sequence of cylindrical functions
(uα,n) that approaches uα is bounded both in W 2,2(X, ν) and in W

1,2
−1/2(X, ν), it seems not easy to find a sequence of

cylindrical functions that approaches u and that is bounded both in W 2,2(C, ν) and in W
1,2
−1/2(C, ν).

Note that in Proposition 3.9 there is an interplay between different types of Sobolev spaces. The functions uα , G

belong to W 1,2(X, να), while the scalar product 〈Duα,DG〉 is in W
1,p

1/2 (X, να) for some p > 1, and in the proof we

use the fact that uα ∈ W
1,2
−1/2(X, να) with norm independent of α.

As a consequence of Proposition 3.9(ii), the function 〈Du,DG〉 has trace at G−1(0), that belongs to Lq(G−1(0), ρ)

for every q < 2. To show that such a trace vanishes we shall use the integration formula of the next lemma for the
approximating functions uαn .

Lemma 3.10. Fix α > 0, f ∈ L2(X, να), and let uα be the weak solution to (3.4). Then, for every ϕ ∈ C1
b(X) we have∫

C
Kαuαϕe−2Uα dμ = −1

2

∫
C
〈Duα,Dϕ〉e−2Uα dμ + 1

2

∫
G−1(0)

ϕ
〈Duα,DG〉
‖Q1/2DG‖ e−2Uα dρ. (3.15)

Proof. By Theorem 2.5 and Remark 2.6, there exists a sequence uα,n ∈ FC2
b(X) such that limn→∞ uα,n = uα ,

limn→∞ Kαuα,n = Kαuα = λuα − f , in L2(X, να), and limn→∞ uα,n = uα in W
2,2
0 (X, να) ∩ W

1,2
−1/2(X, να). For

every k ∈N, ϕDkuα,n ∈ C1
b(X). Replacing u by ϕDkuα,n in (3.11), with ν replaced by να , and summing over k yields∫

C
Kαuα,nϕe−2Uα dμ = −1

2

∫
C
〈Duα,n,Dϕ〉e−2Uα dμ + 1

2

∫
G−1(0)

ϕ
〈Duα,n,DG〉
‖Q1/2DG‖ e−2Uα dρ. (3.16)

The integrals over C converge to their respective limits by dominated convergence. Concerning the integral over
G−1(0), in the proof of Proposition 3.9 we have shown that the sequence (〈Duα,n,DG〉) is bounded in W

1,p

1/2 (X, να)

and converges to 〈Duα,DG〉 in Lp(X,να). Since W
1,p

1/2 (X, να) is reflexive, a subsequence converges weakly to
〈Duα,DG〉. The linear functional

v �→
∫

G−1(0)

ϕ
〈Dv,DG〉
‖Q1/2DG‖e−2Uα dρ

is bounded in W
1,p

1/2 (X, να), hence it is an element of (W
1,p

1/2 (X, να))′. Letting n → ∞ along the weakly convergent
subsequence, yields

lim
n→∞

∫
G−1(0)

ϕ
〈Duα,n,DG〉
‖Q1/2DG‖ e−2Uα dρ =

∫
G−1(0)

ϕ
〈Duα,DG〉
‖Q1/2DG‖ e−2Uα dρ,

and (3.15) follows.
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Note that the approximation procedure is needed, because we do not know whether the series
∑

k(Dkkuα/2 −
xkDkuα/λk + DkUDkuα) converges to Kαuα in L1(C, να), while replacing uα by uα,n this is just a finite sum, and
(3.16) follows. �

Theorem 3.11. For λ > 0 and f ∈ L2(C, ν), let u be the weak solution of (1.1). Then 〈Du,DG〉 = 0 at G−1(0),
ρ-a.e.

Proof. To begin with, we consider data f ∈ Cb(X). Using a subsequence of the approximating functions uα and
Lemma 3.10, we shall prove that∫

G−1(0)

ϕ
〈Du,DG〉
‖Q1/2DG‖e−2U|G−1(0) dρ = 0, ϕ ∈ C1

b(X). (3.17)

Then, using Proposition 3.9 we will prove that (3.17) holds even if f ∈ L2(C,μ). From (3.17) the statement will
follow.

First step: if f ∈ Cb(X), (3.17) holds. For every α > 0 let uα be the weak solution to (3.4). Fix p ∈ (p′
0,2),

and let (αn) be any vanishing sequence such that (uαn|C) converges weakly to u in W 2,2(C, ν) and in W
1,2
−1/2(C, ν),

and 〈Duαn,DG〉|C converges weakly to 〈Du,DG〉 in W
1,p

1/2 (C, ν). Such sequence exists by Proposition 3.9. More-
over, possibly choosing a further subsequence, we may assume that exp(−2Uαn(x)) → exp(−2U|G−1(0)(x)), ρ-a.e.
in G−1(0). Indeed, as we already remarked in the proof of Lemma 3.4, since exp(−2Uαn) converges to exp(−2U) in

W
1,p0
1/2 (C,μ), the trace of exp(−2Uαn) at G−1(0) converges to the trace of exp(−2U) in L1(G−1(0), ρ).

By Lemma 3.10, for every ϕ ∈ C1
b(X) and n ∈N we have

∫
C
(λuαn − f )ϕe−2Uαn dμ = −1

2

∫
C
〈Duαn,Dϕ〉e−2Uαn dμ + 1

2

∫
G−1(0)

ϕ
〈Duαn,DG〉|G−1(0)

‖Q1/2DG‖ e−2Uαn dρ. (3.18)

Letting n → ∞, the proof of Proposition 3.1 yields

lim
n→∞

∫
C
(λuαn − f )ϕe−2Uαn dμ =

∫
C
(λu − f )ϕe−2U dμ,

lim
n→∞

1

2

∫
C
〈Duαn,Dϕ〉e−2Uαn dμ = 1

2

∫
C
〈Du,Dϕ〉e−2U dμ.

We split the surface integral in (3.18) as I1,n + I2,n, where

I1,n =
∫

G−1(0)

ϕ
〈Duαn,DG〉|G−1(0)

‖Q1/2DG‖ e−2U|G−1(0) dρ,

I2,n =
∫

G−1(0)

ϕ
〈Duαn,DG〉|G−1(0)

‖Q1/2DG‖
(
e−2Uαn − e−2U|G−1(0)

)
dρ.

Since ϕ exp(−2U|G−1(0)) ∈ Lq(G−1(0), ρ) for every q > 1, the mapping

v �→
∫

G−1(0)

ϕ
〈Dv,DG〉|G−1(0)

‖Q1/2DG‖ e−2U|G−1(0) dρ (3.19)

is in the dual space of W
1,p

1/2 (C, ν). Since 〈Duαn,DG〉|C converges weakly to 〈Du,DG〉 in W
1,p

1/2 (C, ν), then

lim
n→∞ I1,n =

∫
∂C

ϕ
〈Du,DG〉|G−1(0)

‖Q1/2DG‖ e−2U|G−1(0) dρ.
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Choosing q ∈ (1,p(p0 − 1)/p0) and using the Hölder inequality with respect to the measure e−2Uαn ρ we get

|I2,n| ≤ ‖ϕ‖∞
∫

G−1(0)

|〈Duαn,DG〉|
‖Q1/2DG‖

(
1 − e−2U|G−1(0)

+2Uαn
)
e−2Uαn dρ

≤ ‖ϕ‖∞
(∫

G−1(0)

∣∣〈Duαn,DG〉∣∣qe−2Uαn dρ

)1/q(∫
G−1(0)

(
1 − e−2U|G−1(0)

+2Uαn

‖Q1/2DG‖
)q ′

e−2Uαn dρ

)1/q ′

.

Now we use Proposition 3.6, with U replaced by Uαn . Estimate (3.12) yields∫
G−1(0)

∣∣〈Duαn,DG〉|G−1(0)

∣∣qe−2Uαn dρ

≤ C0
∥∥〈Duαn,DG〉∥∥q

W
1,p
1/2 (C,ναn )

e−2Cαn (p−q)/p
(
1 + ∥∥∥∥Q1/2DUαn

∥∥∥∥
Lp0 (X,μ)

)
.

By Proposition 3.9(i), ‖〈Duαn,DG〉‖W 1,p(C,ναn ) is bounded by a constant independent of n. Moreover, Uαn(x) ≥ C

for every x, so that e−2Cαn (p−q)/p ≤ e−2C(p−q)/p , and ‖‖Q1/2DUαn‖‖Lp0 (X,μ) is bounded by a constant independent
of n by Hypothesis 2.1.

On the other hand the integral
∫
G−1(0)

((1−e−2U|G−1(0)
+2Uαn )/‖Q1/2DG‖)q ′

e−2Uαn dρ vanishes by dominated con-

vergence as n → ∞, since e−2U|G−1(0)
+2Uαn → 0 ρ-a.e. in G−1(0), 1 − e−2U+2Uαn ∈ [0,1], e−2Uαn ≤ e−2C , and

1/‖Q1/2DG‖ ∈ Ls(G−1(0), ρ) for every s. Therefore,

lim
n→∞ I2,n = 0.

So, letting n → ∞ in (3.18) we get∫
C
(λu − f )ϕe−2U dμ = −1

2

∫
C
〈Du,Dϕ〉e−2U dμ

+ 1

2

∫
G−1(0)

ϕ
〈Du,DG〉|G−1(0)

‖Q1/2DG‖ e−2U|G−1(0) dρ,

and since u is a weak solution to (1.1), then
∫
G−1(0)

ϕ
〈Du,DG〉|G−1(0)

‖Q1/2DG‖ e−2U|G−1(0) dρ = 0.

Second step: if f ∈ L2(C, ν), (3.17) holds. Approaching the null extension of f to the whole X by a sequence
of functions fn ∈ C1

b(X), the sequence of the solutions un to (1.1) with datum fn converge to u in W 2,2(C, ν) ∩
W

1,2
−1/2(C, ν), by Corollary 3.2. By Proposition 3.9(ii), the sequence (〈Dun,DG〉) converge to 〈Du,DG〉 in

W
1,p

1/2 (C, ν), for every p ∈ [p′
0,2).

For every n we have
∫
G−1(0)

ϕ
〈Dun,DG〉|G−1(0)

‖Q1/2DG‖ e−2U|G−1(0) dρ = 0, and since the mapping (3.19) is continuous from

W 1,p(C, ν) to R, letting n → ∞ yields that u satisfies (3.17).
Third step: 〈Du,DG〉|G−1(0) = 0, ρ-a.e. Let x ∈ X, r > 0, and let (ϕn) be a sequence of nonnegative functions

belonging to C1
b(X), that converge monotonically to 1B(x,r). Then,

0 = lim
n→∞

∫
G−1(0)

ϕn

|〈Du,DG〉|G−1(0)|
‖Q1/2DG‖ e−2U|G−1(0) dρ

=
∫

G−1(0)∩B(x,r)

|〈Du,DG〉|G−1(0)|
‖Q1/2DG‖ e−2U|G−1(0) dρ,

and since dρ is a Borel measure, |〈Du,DG〉|G−1(0)|e−2U|G−1(0) = 0, ρ-a.e. By Lemma 3.4, e−2U|G−1(0) cannot vanish
on a set with positive surface measure. It follows that 〈Du,DG〉|G−1(0) = 0, ρ-a.e. �
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4. Applications

4.1. Admissible sets C

Admissible sets C are for instance halfplanes such as C = {x ∈ X: 〈x, y〉 ≤ c}, for any y ∈ X and c ∈ R, balls and
ellipsoids such as C = {x ∈ X:

∑
k∈N αkx

2
k ≤ r2}, where (αk) is any bounded sequence with positive values and r > 0.

In these cases, G(x) = r2 − ∑
k∈N αkx

2
k is smooth and Hypothesis 3.3 is easily seen to hold. See [8]. Moreover, since

the interior part of C is not empty, μ(C) > 0.
We could also take an unbounded sequence αk , still satisfying

∞∑
k=1

α2
kλk < +∞. (4.1)

Indeed, in this case we have also
∑∞

k=1 αkλk < +∞, so that G is C2,p-quasicontinuous function for every p > 1,
and Hypothesis 3.3(i) is satisfied by [8], Section 5.3. Moreover it is easy to see that C = G−1(−∞,0] is convex and
closed. In this case G is not continuous, and the interior part of C is empty. However, μ(C) > 0 by e.g. [8], Lemma 5.8.

Another class of admissible domains, that may be seen as generalization of halfplanes, are the regions below
graphs of concave functions. For every k ∈ N set X = span ek ⊕ Yk , where Yk is the orthogonal complement of the
linear span of ek . The measure μ may be seen as the product measure of two Gaussian measures on span ek and on
Yk , precisely μ ◦ Π−1

k and μY := μ ◦ (I − Πk)
−1, where Πk is the orthogonal projection on the linear span of ek ,

Πkx = 〈x, ek〉ek = xkek .
For every concave F :Yk �→ R, the set C = {x: xk ≤ F((I − Πk)x)} is convex. If in addition F ∈ W

2,p

1/2 (Y,μY ) ∩
W

1,p

0 (Y,μY ) for every p > 1, then the function G(x) = xk − F((I − Πk)x) satisfies Hypothesis 3.3. Indeed, it is

continuous, it belongs to W
2,p

1/2 (X,μ) ∩ W
1,p

0 (X,μ) for every p > 1, and ‖Q1/2DG‖ ≥ λ
1/2
k , so that 1/‖Q1/2DG‖ ∈

Lp(X,μ) for every p > 1.

4.2. Kolmogorov equations of stochastic reaction–diffusion systems

We choose here X = L2((0,1),dξ), and D(A) = W 2,2((0,π),dξ) ∩ W
1,2
0 ((0,π),dξ), Ax = x′′. X is endowed with

the Gaussian measure μ with mean 0 and covariance Q := − 1
2A−1. As orthonormal basis of X we choose {ek(ξ) :=√

2 sin(kπξ), k ∈ N} that consists of eigenfunctions of Q with eigenvalues λk = 1/(2k2π2).
The function U is defined by

U(x) =
{∫ 1

0 �(x(ξ))dξ, x ∈ Lp(0,1),

+∞, x /∈ Lp(0,1),
(4.2)

where � :R �→ R is a C1 convex lowerly bounded function, such that∣∣�′(t)
∣∣ ≤ C

(
1 + |t |p−1), t ∈ R, (4.3)

for some C > 0, p ≥ 1. Note that (4.3) implies �(t) ≤ C1(1 + |t |p) for every t , so that U(x) < +∞ for every
x ∈ Lp(0,1).

In the paper [13] we proved that U satisfies the hypothesis of Lemma 2.2, with any p1 > 1 and

D0U(x) = �′(x), μ-a.e. x ∈ X.

Therefore, Hypothesis 2.1 is satisfied taking as Uα the Moreau–Yosida approximations of U .
If G :X �→ R satisfies Hypothesis 3.3, the results of Corollary 3.2 and of Theorem 3.11 hold. Namely, the weak so-

lution u to (1.1) in C = G−1((−∞,0]) belongs to W 2,2(C, ν)∩W
1,2
−1/2(C, ν), it satisfies (3.7), and 〈Du,DG〉|G−1(0) =

0, ρ-a.e.
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In this setting, (1.1) is the Kolmogorov equation of the reaction–diffusion problem⎧⎪⎨
⎪⎩

dX = ( ∂2X

∂ξ2 − �′(X))dt + NC(X(t))dt � dW(t), t > 0, ξ ∈ (0,1),

X(t,0) = X(t,1) = 0, t > 0,

X(0, x) = x, ξ ∈ (0,1).

4.3. Kolmogorov equations of Cahn–Hilliard type equations

Cahn–Hilliard type operators are characterized by a fourth order linear part and a nonlinearity of the type u �→
∂2/∂ξ2(f ◦ u). In the above section we have interpreted the nonlinearity x �→ �′ ◦ x as the gradient of a suitable
function in the space X = L2(0,1). For a nonlinearity of the type x �→ ∂2/∂ξ2(�′ ◦ x) be a gradient, we have to
change reference space and replace L2(0,1) by a Sobolev space with negative exponent. It is convenient to work with
functions with null average, setting

x =
∫ 1

0
x(ξ)dξ, x ∈ L2(0,1),

H := {
x ∈ H 1(0,1): x = 0

}
, ‖x‖H := ∥∥x′∥∥

L2(0,1)
.

We take as X the dual space of H, endowed with the dual norm. We consider the spaces Lp(0,1) as subspaces of X,
identifying any x ∈ Lp(0,1) with the element y �→ ∫ 1

0 x(ξ)y(ξ)dξ of X.
A realization of the negative second order derivative is a canonical isometry from H to X. More precisely, for every

x ∈ H we define

Bx(y) =
∫ 1

0
x′(ξ)y′(ξ)dξ, y ∈H,

so that for every x ∈H we have ‖Bx‖X = supy 
=0〈x, y〉H/‖y‖H = ‖x‖H. If x ∈ H 2(0,1)∩H and x′(0) = x′(1) = 0,
then Bx(y) = −〈x′′, y〉L2(0,1) for every y ∈ H. Therefore B may be seen as an extension to H of the negative second
order derivative with Neumann boundary condition. It follows that if y ∈ X and g ∈ L2(0,1), then 〈B−1y,g〉L2(0,1) =
〈y,g〉X .

The functions ek(ξ) = √
2 cos(kπξ)/kπ, k ∈N, constitute an orthonormal basis of H, and therefore, setting fk :=

Bek = k2π2ek , the set {fk: k ∈N} is an orthonormal basis of X. The operator A := −B2 :D(B2) �→ X is a realization
of the negative fourth order derivative with null boundary condition for the first and third order derivatives in X, and
we have A−1fk = −fk/k4π4. Therefore Q := −A−1/2 is of trace class, and the Gaussian measure μ in X with mean
0 and covariance Q is well defined.

As in Section 4.2, let � :R �→ R be any regular convex lowerly bounded function, satisfying (4.3), and let U be
defined by (4.2). It is possible to see that U ∈ W

1,q

1/2 (H,μ) for every q > 1, while in general U /∈ W
1,2
0 (H,μ). The

proof given in [13] in a slightly different context works also in the present situation. Also, rephrasing the proof of
Proposition 6.2 and Corollary 6.3 of [13] yields the following lemma,

Lemma 4.1. For every p ≥ 1, μ({x ∈ Lp(0,1): x = 0}) = 1, and in addition
∫
X

‖x‖q

Lp(0,1) dμ < +∞ for every
q > 1.

Let us check that Hypothesis 2.1 is satisfied. The approximating functions Uα are constructed as in [11], namely
we consider the Moreau–Yosida approximations of �,

�α(r) = inf
{
�(s) + (r − s)2/2α: s ∈R

}
, r ∈R,

and we define, for α > 0,

Uα(x) =
∫ 1

0
�α

(
(I + αB)−1x(ξ)

)
dξ, x ∈ X.
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Lemma 4.2. Let � ∈ C2(R) be a convex and lowerly bounded function satisfying

|�′′(t)| ≤ K
(
1 + |t |p−2), t ∈ R, (4.4)

for some K > 0, p ≥ 2. Then the functions Uα satisfy Hypothesis 2.1.

Proof. We see immediately that each Uα is convex, lowerly bounded by C := inf�, and of class C2. Moreover for
every x, y ∈ X we have

DUα(x)(y) =
∫ 1

0
�′

α

(
(I + αB)−1x(ξ)

)
(I + αB)−1y(ξ)dξ

=
∫ 1

0

(
B(I + αB)−1�′

α

(
(I + αB)−1x

))
(ξ)B−1y(ξ)dξ

= 〈
B(I + αB)−1�′

α

(
(I + αB)−1x

)
, y

〉
X

so that

DUα(x) = B(I + αB)−1�′
α

(
(I + αB)−1x

)
. (4.5)

Since �′
α :R �→R is Lipschitz continuous, so is DUα :X �→ X, and Hypothesis 2.1(i) is satisfied.

An argument taken from [11] shows that Uα(x) ≤ U(x) for almost every x ∈ X. Indeed, for x ∈ L2(0,1),

(I + αB)−1x(ξ) =
∫ 1

0
k(ξ, s)x(s)ds,

where k(ξ, s) ≥ 0 for each (ξ, s) ∈ (0,1)2, and
∫ 1

0 k(ξ, s)ds = 1 for every ξ . Then,

�α

(
(I + αB)−1x(ξ)

) ≤ �
(
(I + αB)−1x(ξ)

) ≤ (I + αB)−1(�(x)
)
(ξ),

where the last inequality follows from the Jensen inequality. Then, Hypothesis 2.1(ii) is satisfied.
Now, let us prove that Uα(x) converges to U(x) as α → 0, for a.e. x ∈ X. Note that (4.4) implies

(i)
∣∣�′(t)

∣∣ ≤ C1
(
1 + |t |p−1), (ii)

∣∣�(t)
∣∣ ≤ C0

(
1 + |t |p)

, t ∈ R, (4.6)

for some C1, C0 > 0. Moreover, (4.6)(ii) implies that � ◦ x ∈ L1(0,1), for every x ∈ Lp(0,1). Moreover, let us recall
that limα→0(I + αB)−1x = x in Lp(0,1), and ‖(I + αB)−1x‖Lp(0,1) ≤ ‖x‖Lp(0,1) for every x ∈ Lp(0,1) with zero
average.

Let x ∈ Lp(0,1) have zero average. Then, we split �α((I + αB)−1x(ξ)) − �(x(ξ)) = fα(ξ) + gα(ξ), with
fα(ξ) := �α((I + αB)−1x(ξ)) − �α(x(ξ)), gα(ξ) := �α(x(ξ)) − �(x(ξ)), and using (4.6)(i) we get

∣∣fα(ξ)
∣∣ =

∣∣∣∣
∫ 1

0

[
�′

α

(
σ(I + αB)−1x(ξ)

) + (1 − σ)x(ξ)
]

dσ
(
(I + αB)−1x(ξ) − x(ξ)

)∣∣∣∣
≤ C1

(
1 + 2p−2

∣∣(I + αB)−1x(ξ)
∣∣p−1 + ∣∣x(ξ)

∣∣p−1)∣∣(I + αB)−1x(ξ) − x(ξ)
∣∣

so that fα ∈ L1(0,1). Using the Hölder inequality, we get

‖fα‖L1(0,1) ≤ C1
∥∥(I + αB)−1x − x

∥∥
L1(0,1)

+ C12p−2(∥∥(I + αB)−1x
∥∥p−1

Lp(0,1)
+ ‖x‖p−1

Lp(0,1)

)∥∥(I + αB)−1x − x
∥∥

Lp(0,1)

≤ C1
∥∥(I + αB)−1x − x

∥∥
L1(0,1)

+ C12p−1‖x‖p−1
Lp(0,1)

∥∥(I + αB)−1x − x
∥∥

Lp(0,1)
.
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Therefore, ‖fα‖L1(0,1) vanishes as α → 0. Moreover, ‖gα‖L1(0,1) vanishes too as α → 0, by monotone convergence.
This implies that Uα(x) converges to U(x) as α → 0, for all x ∈ Lp(0,1) with null average.

Now we claim that Uα converges to U as α → 0, in Lq(X,μ), for every q > 1. We have∫
X

∣∣∣∣
∫ 1

0

(
�α

(
(I + αB)−1x(ξ)

) − �
(
x(ξ)

))
dξ

∣∣∣∣
q

μ(dx)

≤ 2q−1
∫

X

(
C1

∥∥(I + αB)−1x − x
∥∥

L1(0,1)

+ C12p−1‖x‖p−1
Lp(0,1)

∥∥(I + αB)−1x − x
∥∥

Lp(0,1)

)q
μ(dx)

+ 2q−1
∫

X

(∫ 1

0

(
�

(
x(ξ)

) − �α

(
x(ξ)

))
dξ

)q

μ(dx).

The first integral vanishes as α → 0, by Lemma 4.1 and dominated convergence. The second integral vanishes by
monotone convergence, and the claim follows.

Similar arguments yield that Q1/2DUα(x) = B−1DUα(x)/
√

2 converges to �′(x)/
√

2 pointwise a.e. and in
Lq(X,μ), for every q > 1. Indeed, by (4.5) we have B−1DUα(x) = (I + αB)−1(�′

α(I + αB)−1x) for every
x ∈ X. Arguing as before, with �′

α replacing �α , we see that �′
α((I + αB)−1(x)) converges to �′(x) in L1(0,1)

as α → 0, for every x ∈ Lp−1(0,1). (Note that now gα does not converge to 0 by monotone convergence but
by dominated convergence, recalling that �′

α ◦ x converges to �′ ◦ x pointwise, and |�′
α(x(ξ)) − �′(x(ξ))| ≤

|�′(x(ξ))| ≤ C1(1 + |x(ξ)|p−1).) Recalling that the part of (I + αB)−1 in L1(0,1) is a contraction in L1(0,1)

we obtain that (I + αB)−1(�′
α(I + αB)−1x) converges to �′(x) in L1(0,1). Moreover, the last estimate yields

‖B−1DUα‖L1(0,1) ≤ C1(1 + ‖x‖p−1
Lp−1(0,1)

). Since L1(0,1) is continuously embedded in X, Lemma 4.1 implies

that ‖B−1DUα(x)‖ ≤ g(x) for some g ∈ ⋂
q>1 Lq(X,μ) and for every x ∈ Lp−1(0,1), hence for μ-a.e. x ∈ X.

By dominated convergence, Q1/2DUα converges to �′(·)/√2 in Lq(X,μ;X), for every q ≥ 1. This shows that
U ∈ W

1,q

1/2 (X,μ), and ends the proof. �

So, we can consider Kolmogorov operators of the Cahn–Hilliard equation with reflection⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

dX = d2

dξ2 (− d2X

dξ2 + �′(X))dt + NC(X(t))dt � dW(t), t > 0, ξ ∈ (0,1),∫ 1
0 X(ξ)dξ = 0, t > 0,

dX
dξ

(t,0) = d3X

dξ3 (t,0) = dX
dξ

(t,1) = d3X

dξ3 (t,1) = 0, t > 0,

X(0, ·) = x,

provided � satisfies the assumptions of Lemma 4.2. If in addition G :X �→ R satisfies Hypothesis 3.3, Corollary 3.2
and Theorem 3.11 yield that the weak solution u to (1.1) in C = G−1((−∞,0]) belongs to W 2,2(C, ν) ∩ W

1,2
−1/2(C, ν),

it satisfies (3.7), and 〈Du,DG〉|G−1(0) = 0, ρ-a.e.
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