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Abstract. We prove that the random variable 7 = argmax, g {A2 (1) — 12}, where Ay is the Airy; process, has tails which decay

like e~¢!". The distribution of 7T is a universal distribution which governs the rescaled endpoint of directed polymers in 1 + 1
dimensions for large time or temperature.

Résumé. Nous prouvons qu’une variable aléatoire 7 = argmax, g {Az () — 12}, ot Ap est un processus Airy; a une queue qui
décroit comme e~¢!". La distribution de 7~ est une distribution universelle qui gouverne la position du point final d’un polymére
dirigé en dimension 1 + 1 a temps grand ou a grande température.
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1. Introduction

Consider the following model of a directed polymer in a random environment. A polymer path is a nearest-neighbor
random walk path 7 = (mg, 1, ...) in Z started at the origin, that is, 7o = 0 and 7y — w1 = 1. On Z4 x Z we
place a collection of independent random weights {w;, ;}i>0, jez. The weight of a polymer path segment 7 of length
N is defined as

Wy () = eP Yilo @i

for some fixed 8 > 0 which is known as the inverse temperature. If we restrict our attention to paths of length N
which go from the origin to some given x € Z then we talk about a point-to-point polymer, defined through the path
measure

O () = Wy ()

Zpoint( N, x)
for 7 of length N going from the origin to x and QIZ)\,O’Tt () = 0 otherwise. The normalizing constant ZP°"'(N, x) =
Y i ©)=0.7(N)y=x Wn () is known as the point-to-point partition function. Similarly, if we consider all possible paths
of length N then we talk about a point-to-line polymer, defined through the path measure

ol () = Wy ()

1
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for 7 of length N and Qg{,ne(rr) = 0 otherwise, with the point-to-line partition function Z""(N) = Z/I(\/:_ N Zpoint(n7,
k).

Our main interest will be the point-to-line case. The main quantities of interest in this case are the partition function
and the position of the endpoint of the randomly chosen path, which we will denote by 7y . It is widely believed that
these quantities should satisfy the scalings

log(Z"™(N)) ~aN +bN'"3x and Ty~ N?T,

where the constants a and b may depend on the distribution of the w; ; and 8, but x and 7 should be universal (up to
some moment assumptions on the w; ;’s).

While there are few results available in the general case described above, the zero-temperature limit § — oo,
known as last passage percolation, is very well understood, at least for some specific choices of the environment
variables w; ;. We will restrict the discussion to geometric last passage percolation, where one considers a family
{@i,j}iez+, jez of independent geometric random variables with parameter g (i.e., P(w; j = k) =g (1 — q)* for k > 0)
and defines the point-to-point last passage time by

N

L(N,y) = max Wi (i
. ) ﬂ:n(O):O,n(N):yig(; b ()

and the point-to-line last passage time by

L(N)= max L(N,y).
y=—N,...,.N

.....

We remark that this model is usually defined on (Z¥)?, which corresponds to rotating our picture by 45 degrees and
working on the dual lattice. Although the exact results we will describe next have been proved for that case, the picture
in our situation is morally the same, and hence for simplicity we present the results for last passage percolation on
ZJ,_ X 7.

We define the rescaled process t — Hy (¢) by linearly interpolating the values given by scaling L(N, y) through
the relation

L(N,y) =ciN + NP Hy(c3N~2y),

where the constants ¢; have explicit expressions which depend only on ¢ and can be found in [12]. The point-to-line
rescaled process is then given by

G(N) = sup Hy (1),
te[—c3N1/3 c3N1/3)

and it is known in this case [4] that
G(N)~aN +bN'3y (1.1)

with x having the Tracy—Widom largest eigenvalue distribution for the Gaussian Orthogonal Ensemble (GOE) from
random matrix theory [24] (the analogous result holds in the point-to-point case with y now having the Tracy—Widom
largest eigenvalue distribution for the Gaussian Unitary Ensemble (GUE) [23]). On the other hand, [12] showed that

Hy () > Ax(t) — t*

in distribution as N — oo, in the topology of uniform convergence on compact sets. Here A, is the Airy, process,
which we describe below, and which is a universal limiting spatial fluctuation process in such models. As a conse-
quence of Johansson’s result (see also [6]), (1.1) translates into

P(sup(/lz(t) —?) < m) = Fgor(4'm) (12)
teR

(the 4173 arises from scaling considerations, or alternatively from the direct proof given in [6]).
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The Airy, process was introduced by [16], and is defined through its finite-dimensional distributions, which are

given by a Fredholm determinant formula: given xg, ..., x, € Rand g <--- <1, in R,
P(A2(t0) < X0, -, Ao(tn) < xn) = det(l — 2 Kexet"/?) o0 (1.3)
where we have counting measure on {fy, ..., ?,} and Lebesgue measure on R, f is defined on {#9,...,#,} x R by

f(tj,x) = lxe(xj,oo), and the extended Airy kernel [9,13,16] is defined by

K Os/gﬁ—kﬁmm%“”M@+MM@+M, ifr>1
SRS S0 e M AlE + 1) AIE 1), ifr <7,

where Ai(-) is the Airy function. In particular, the one point distribution of 4, is given by the Tracy—Widom GUE

distribution. An alternative formula for .4, due to [16], which is the starting of the proofs given in [6] of (1.2) and

(1.8) below, and also of the main result of this paper, is given by

P(Ax(to) < x0, ..., A2 (tn) < xn)
— det(l — Kaj + [)xoe(to—t])HﬁXIe(tl—tz)H . ﬁxne(t'l_tO)HKAi), (1.4)

where K aj is the Airy kernel

0
Kmezf a1 Ai(x — 1) Ai(y — ),

—00

H is the Airy Hamiltonian H = —8% + x and P, denotes the projection onto the interval (—oo, a]. Here, and in ev-
erything that follows, the determinant means the Fredholm determinant on the Hilbert space L2(R), unless a different
Hilbert space is indicated in the subscript (the last formula (1.4) should be compared with (1.3), where the Fredholm
determinant is computed in an extended space). The equivalence of (1.3) and (1.4) was derived in [16] and [17]. We
refer the reader to [6,18] for more details.

Coming back to geometric last passage percolation, we turn to the random variables

Ty = inf{t :sup Hy (s) = sup HN(s)],
s=<t seR
which correspond to the location of the endpoint of the maximizing path with unconstrained endpoint (that is, the
zero-temperature point-to-line polymer). From the above discussion one expects the following:

Theorem 1. Let T = arg max, g {Aa(t) — t*}. Then, as N — oo, Ty — T in distribution.

This result was proved by [12] under the additional hypothesis that the supremum of A,(r) — ¢ is attained at a
unique point. The uniqueness was proved, using two different methods, by [7] and by Moreno Flores and us [15].

Although the result of Theorem 1 has only been proved in the case of geometric (or exponential) last passage
percolation, the key point is that the polymer endpoint distribution is expected to be universal for directed polymers
in random environments in 1 4+ 1 dimensions, and even more broadly in the KPZ universality class, for example in
particle models such as asymmetric attractive interacting particle systems (e.g. the asymmetric exclusion process),
where second class particles play the role of polymer paths. This problem has received quite a bit of recent interest in
the physics literature, see [15] and references therein for more details.

In [15] we obtained an explicit expression for the distribution of 7. More precisely, we obtained an explicit ex-
pression for the joint density of

T= argmax{Az(t) — t2} and M= max{Az(t) — t2},
teR teR

which we will denote as f (¢, m). To state the formula we need some definitions. Let B, be the integral operator with
kernel

B, (x,y)=Ai(x +y+m).
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Recall that [8] showed that Fgog can be expressed as the determinant
Fooe(m) = det(I — PyBy, Po), (1.5)

where P, denotes the projection onto the interval [a, 0o) (the formula essentially goes back to [20]). In particular, note
that since Fgog(m) > 0 for all m € R, (1.5) implies that I — Py B,,, Py is invertible. For ¢, m € R define the function

Vi (x) =27 [t Ai(x +m + %) + AT (x +m + %) ]

and the kernel

Y o (x, y) = 21/31/’[,m (21/3)(?) Y—tm (2]/3)’) .
Then the joint density of 7 and M is given by

f(t,m) = det(I — PoByuss,, Po + PoWym Po) — Foor(4'°m)

= tr[(l — PoByis, P())_IP()lI’t’m PO]FGOE(41/3m)~ (1.6)

Integrating over m one obtains a formula for the probability density fenq(¢) of 7T, although it does not appear that
the resulting integral can be computed explicitly. One can readily check nevertheless that feng(¢) is symmetric in ¢.
Figure 1, taken from [15], shows a plot of the marginal 7 density.

The goal of this paper is to study the decay of the tails of 7. We will prove:

Theorem 2. There is a ¢ > 0 such that for every k > 33—2 and large enough t,

3 3 2 3/2
ek < IP’(|7'| - t) < ce(—4/3r 22+ 0 / ).

We believe that the correct exponent is the —% obtained in the upper bound (we remark that we have not attempted

to get better estimates on the lower order terms in the upper bound). The tail decay of order e =’ * confirms a prediction
made in the physics literature in [11], see also [14]. Their idea is to argue by analogy with the argmax of Brownian
motion minus a parabola. In that case one has a complete analytical solution [10].

We will give two proofs of the upper bound, both in Section 2. The first one is based on a direct application of
the formula (1.6) for the joint density of 7 and M. The second proof will start from a probabilistic argument and
then use the continuum statistics formula for the Airy, process obtained in [6] to estimate the probability that the
maximum is attained very far from the origin. This formula corresponds to the continuum limit of (1.4) and is given

Fig. 1. Plot of the density of 7 compared with a Gaussian density with the same variance 0.2409 (dashed line). The excess kurtosis
E(TH/E(T?? -3 is —0.2374.
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as follows (see [6] for more details). Fix £ < r and g € H!([£, r]) and define an operator @[i’r] acting on L%(R) by
@é,r] f()=u(r,-), where u(r, -) is the solution at time r of the boundary value problem

oou+ Hu=0 forx <g(t),te(,r),
u(l, x) = f(x)li<ge), (L.7)
u(,x)=0 forx > g(t).

Then
P(Ax (1) < g(1) for £ € [£,7]) =det(] — Kai + O ;e Kaj). (1.8)

We remark that in the second proof actually get an upper bound with a larger O(#%) correction in the exponent.

Not surprisingly, the lower bound turns out to be more difficult (in fact, for the upper bound we can basically use
the estimate | det(/ + A) —det(I + B)| < ||A — B||;e! T4 +IBll for trace class operators A and B directly to estimate
the decay by computing the trace norm of two operators; no such estimate is available for the lower bound). In this
case we will have to use a probabilistic argument to extract the lower bound from the well-known exact asymptotics
for the tails of the GUE distribution, and then show that the remaining terms are of lower order. For this last task
we will use again (1.8), but the argument is much more complicated than for the upper bound. Interestingly, it will
involve turning an instance of (1.8) which mixes continuum and discrete statistics for A, back into an extended kernel
formula.

Remark 1.1.

1. A few days before submitting this article, we became aware of the very recent work of [21], where he obtains, using
non-rigorous arguments, an alternative formula for the joint distribution function of M and T . His formula is
obtained by taking the limit in N of a known formula for the joint distribution of the maximum and location of the
maximum for the top line of N non-intersecting Brownian excursions, which is expected to converge to the Airy;
process. The resulting formula is expressed in terms of quantities associated to the Hastings—McLeod solution of
the Painlevé II equation, and has tails decaying like =%/ e,

2. During the refereeing process, [3] proved the equivalence of the formula of [21] and (1.6). Hence the rigorous
validity of the formula of [21] is established based on [15], as well as the tail decay.

2. Upper bound

Throughout the paper ¢ and C will denote positive constants whose values may change from line to line. We will
denote by || - llop, Il - l1 and || - ||2 respectively the operator, trace class and Hilbert—Schmidt norms of operators on
L?>(R) (see Section 3 of [6] for the definitions or [22] for a complete treatment). We will use the following facts
repeatedly (they can all be found in [22]): if A and B are bounded linear operators on L(R), then

IABI1 = [ All211Bll2, [ABll2 < [|Allopll B2, [ABl2 < [[All21| Bllops
[Allop < [IAll2 < [ A1, (2.1)

113 =f dedyA(x, y)%,
R2
where in the last one we are assuming that A has integral kernel A(x, y). We will also use the bound
‘det(l + A) —det(I + B)| <|lA- BH]eHAIh-i-HBHl-‘:-l <A - B||le\|A—BH1+2HBII1+1 (2.2)

for any two trace class operators A and B.
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We recall that the shifted Airy functions ¢, (x) = Ai(x — A) are the generalized eigenfunctions of the Airy Hamil-
tonian, as H¢), = A¢,, and the Airy kernel K, is the projection of H onto its negative generalized eigenspace (see
Remark 1.1 of [6]). This implies that e* H g i has integral kernel

o0
ST Kai(x,y) = / die ™" Ai(x 4+ A) Ai(y + 1). (2.3)
0

It also implies that e*f K p;e?H K 5; = e @t H K 5 We will use this fact several times in this and the next section.
2.1. First proof

We start by writing
P(T >t <P(T >t, M > =2t) + P(M < =2r).

By (1.2) the second probability on the right side equals Fgog( —23/31) < ce= /31 3, where the tail bound can be found
in [2]. Thus it will be enough to prove that

32

P(T > 1, M > —21) < ce4/3r*+2624+0( (2.4)

Let s > r. We will assume for the rest of the proof that m > —2¢. Using (1.5) and the first formula in (1.6) we get
from (2.2) that

f(s,m) < || PoWs.m Pol| e T21P0Ba1s3, ol Po¥em Polly 2.5)

Using the identity
o
/ du Aia +uw) Ai(b —u) =273 Ai(273(a + b))
—00
and letting & = r~! we may write

PyByis, Po=2"7010,
with Q1(x, 1) = Lz Ai(2'x +m + 2)eV/D 0,(n, y) =e T2 A 213y +m — A)1,20. (2.6)

Lemma 4.2 now gives
1 PoByi 3, Polly < ct*/2. 2.7

On the other hand, recall that the trace norm of an operator ¥ acting on LZ(R) is defined as

[e¢]

1@l = (en, [¥len).

n=1

where {e;},>1 is any orthonormal basis of L?*(R) and |¥| = ~V/W¥*W is the unique positive square root of
the operator ¥*¥. For the case ¥ = Py, Py, since ¥ is a rank one operator it is easy to check that
w*Y has only one eigenvector, and in fact it is given by 1y>o¥—sm (21/ 3x) with associated eigenvalue Ag ,, =
2311 Py, m 12131 Powr—s,m (2173 |13. We deduce that || PoWs ,u Polli = /As,m, and then by (2.5) and (2.7) we get

o0 o0
/ dmf (s, m) < f dm /g e T B, 2.8)
—2t 2t
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Now Lemma 4.3 gives

00 o
[ ami =2 [ an] 2 @) Povcn ),
iy ~2t
0o 5 1/2 00 2 172
52”6[/ an| Pm/fs,m(zl/3~)Hz] U 1P @) ”2}
2t —at

3
< Ce(—4/3)s +2st ,

and it is not hard to see from the proof of Lemma 4.3 that A ;, is bounded uniformly for m > —2¢, s > ¢ and large
enough 7. We deduce then from (2.8) that [ dmf (s, m) < ce(—4/Ds H2514+00Y ) and hence

> = > 4/3)s3+2st+0 (1
P(T>I,M>—2t)=f ds/ dmf(s,m)gcf dse(T4/3Is 251400
t =2t t

3 2 3/2
< ce~HRP+APHOU / ).

where the last estimate can be easily obtained from an application of Laplace’s method, see the proof of Lemma 4.1
for a similar estimate. This gives (2.4) and the upper bound of Theorem 2.

2.2. Second proof

Since we already have a full proof of the upper bound, we will skip some details. The key result for this proof is the
following:

Proposition 2.1. Fix L > 1. Then there is a ¢ > 0 such that for every m > 0

]P’( sup Ay(x) >m+ 1) < ce—4/3IM?
xe[—L,L]

Proof. By (1.8) we have, writing g,,(s) = s2 4+ m,

IE”( sup Ar(x) <m+ 1) > IP’( sup (Az(x) —xz) < m)
xe[—L,L] xe[—L,L]

=det(I — Kai +e""Kpi0f", | 1" Kni), (2.9)

where we have used the cyclic property of the determinant together with the identity e>/7 K o; = el K pjelH K ; (see
the remark after (2.3)). Now recall from Theorem 1.3 of [6] that

Foor(4'°m) = det(I — e“" K ai R e"" K ai),
where Ry, is defined in (1.5) in [6]. Therefore by (2.2) we deduce that

det(I — Kai +e " KpiOf", | 1€ Kai) = Foor(4'Pm) — | A — B|je TIA- Bl #2181, (2.10)
where

A=Kai—e""KpnOF" " Kai and B=c""KpiRLe K

and we have used the triangle inequality in the exponent. Now || B||; can easily be bounded by some constant uniformly
in m > 0 by an argument similar to the one used to obtain (2.7). On the other hand, using the decomposition of (H)[gfL’ L]
given in (3.5) in [6] we have

A—B= eLHKAi.QLeLHKAi,
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where 21 = (R, — Py, ;2R P p2) — (@ 2EH — P 10e 2LH P o) By Lemma 4.4 we get | A — B|; < ce™"”

for some 1 > %, and then using this and (2.10) in (2.9) we obtain

P((sup Axw) <m+1) = Foop(dm) — e
xe[—1,1]

The result follows from this and the asymptotics [2] Fgog(4!/3m) > 1 — cm=3/2e(=4/ Iym? O
Using Proposition 2.1 we can derive the upper bound. Start by observing that, for fixed o € (0, 1),

P(T els,s+2]) < P( sup  (Ax(x) — xz) > Az(O)) < IF’( sup  Az(x) > A(0) + s2)

x€[s,s+2] x€[s,s+2]
< IP( sup Ar(x) > (1 — 0)s2> +P(A2(0) < —os?). 2.11)
x€[s,s+2]

The last probability equals Fgug(—os?), and then the asymptotics obtained in [2] give P(A,(0) < —os?) <
ce=1/120°° For the other term on the right side of (2.11) we use Proposition 2.1 and the stationarity of the Airy,
process to write, for s > ¢,

IP’( sup  Ax(x) > (1 — o)sz) < ce—H/INA=0)s? 1P
x€[s,s+2]

Therefore

P(T els,s +2]) < ce— min{(1/12)0°5%,(4/3)[(1-0)s>~ 112}

Take o = 4%/3571 so that the minimum in the above exponent equals %[s2 — 4235 — 112 = %53 + O(s?) for large
enough s. We deduce that

P(T €ls, s+ 2]) < ce(_4/3)33+0(s2)‘
Summing this inequality over intervals of the form [z + 2k, r + 2(k 4+ 1)] for k > 0 gives
P(T > t) < Ce(_4/3)13+0(12)

for some ¢ > 0 and large enough 7, and now the upper bound in Theorem 2 (with a worse O(¢?) correction) follows
from the symmetry of 7.

3. Lower bound

As we mentioned, the lower bound turns out to be more delicate, because in this case a simple bound like (2.2) is not
available. The main idea of the proof is to compare the probability we are interested in with an expression involving
the one-dimensional marginal of the Airy, process, and then extract the lower bound from known asymptotics for the
Tracy—Widom GUE distribution. This comparison will introduce an error term, and most of the work in the proof will
be to show that this error term is of lower order.

The first step in the comparison is to write, for > 0, 8 > 0 and s > 0,

P(IT| > t) = P(Ax(x) —x? < B2 Vx <1, Ao (t +5) — (t + 5)* > B1?). (3.1)

The idea is the following. If s is now taken to be reasonably large, then A, (¢ + s) and A3(x), x < ¢, should have
decorrelated somewhat. Assuming they have completely decorrelated, we would have that the right side is bounded
below by P(A(t +5) — (r + $)% > Br2), which has the correct decay if we choose s = af. So the whole proof comes
down to estimating the correction coming from the correlation.
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Of course, from (3.1) we have
P(IT| > t) = P(Ax(x) — x* < Bt Vx <1)
—P(Ay(x) —x? < B2 Vx <1, Aot +5) — (t +5)* < Bt?). (3.2)
The bound will then follow from the following lemma.

Lemma 3.1. Let 8 > 3. There is an g > O (which depends on B) such that if o € (0, o) and s = at, then for large
enough t we have

P(Ax(x) — x% < B2 Vx <t, Aa(t +5) — (t +5)> < Bt?)
<P(Ar(x) — x? < Br? ¥x < t)P(Aa(t +5) — (1 +5)* < Bt?)

: [1 + laz(t + s)_3e(_4/3)(/3+1)3/2(’+”3]
5 ,
where aj is defined implicitly in (3.3).

To see how the lower bound follows from this, let 8 > 3 and choose « as in the lemma. Then letting s = ot and
using the lemma and (3.2) we get

P(IT1> 1) = P(Ax(x) — x* < B1* ¥x < 1)
: (1 —P(Ay(t +5) — (t +5)° < Br?) |:1 + %az(t + s)_36(_4/3)(ﬂ+1)3/2(’+s)3]).

Now if we let pg = P(Az(x) — x> <0 Vx € R) = FGor(0) > 0 then, since ¢ > 0, the first probability on the right side
above is larger than pg. On the other hand,

P(Ax(t +5) — (t +5)° < Bt*) = Fue((B + D> +2st +57) < Foue((B + Dt +5))
< 1—ay(t +5) 3eADED 0+ (3.3)

for some explicit constant a; > 0 and large enough ¢, see for instance [2] for the precise bounds on the tails of the
GUE distribution. This implies that

! 1
P>z p0<5a2(t +5) DT SG 0+ S)_6e(—8/3)(ﬁ+1)3/2(1+s)3)
> (1 + o) 3 3eCHIATH At

and now the lower bound in Theorem 2 follows from choosing B > 3 and a small enough « > 0 so that %(1 +8)32(1+
a)3 <K.

Our goal then is to prove Lemma 3.1. For this we need an expression for the probability we want to bound. The
answer follows from a simple extension of the result in [19], where we obtained an explicit expression for probabilities
of the form

P(sup(.Az(x) —x?%) < m)
X<t
and showed that they to correspond (after a suitable shift) to the one-dimensional marginals of the Airy,_,| process
[5]. To state the extension of that formula, define for a, € R the operators

0ai f)=F2(a+1?) —x) and My, f(x)=e¥ "4 f(x)

acting on f € L*>(R). We will say that an operator acting on L?(R) is identity plus trace class if it can be written in
the form 7 + A with A a trace class operator.



10 J. Quastel and D. Remenik

Lemma 3.2. With the above definitions, and for any a, b € R and s > 0,
P(Ax(x) —x* <aVx <t, Ao(t +5) — (t +5)* < b)
=det(l — Kai + Kaill — Ma10a.0) Pyy e Py 2™ K i) (3.4)

Moreover, the operator inside this determinant is identity plus trace class.

Proof. For L > 0 itis straighforward to adapt the proof given in [6] of the continuum statistics formula (1.8) to deduce
that

P(Ax(x) —x* <aV¥x € [—L, 1], As(t +5) — (t +5)* <b)
= det(] - KAI + @lfL’[]e_SH};b+(t+s)26(l‘+t+x)HKAi),

where @[_L ;) is defined as @[g_LJ] (see (1.7)) for g(x) = x2 + a. Since eLH+IH K\ — oSH g\ e(L+DH g0 and

Kai =T Kaje™ " Ka; = e " Kpje®t K a; (see the remark after (2.3)), we can use the cyclic property of the deter-
minant to turn the last determinant into

det([ — Kai + 6(L+I)HKA1@[,L,;]G_‘YH]_)b+(,+s)2e‘YHKAi). 3.5)
Rewriting the above operator as
I — e_SHKAi Pb_,,_(t_,'_s)zeSHKAi — e(L-H)HKAi (e_(L+t)H — @[_LJ])e_SHI;h+(l+S)zeSHKAi, 3.6)

it follows from an easy adaptation of the proof of Proposition 3.2 of [6] that the operator is identity plus trace class.
On the other hand, in the proof of Theorem 1 of [19] it was shown that

e(L+t)HKAi@[—L,t] —> Kai(I — Ma,tQa,t)ISa-i-tz
L—o0

in Hilbert-Schmidt norm, and a straightforward extension of the proof shows that the same holds if we post-multiply
both sides by e_SHPb+(t+S)2N, where Nf(x) = (1 + x2)!/2 f(x). Thus, since N~'e’ K »; is Hilbert-Schmidt by
(3.4) in [6] deduce by (2.1) that

e(L+t)HKAi@[_L’t]67SHIsb+(t+s)ZCSHKAj Ljo)o KAI(I - Ma,tQa,t)Pa+t267sHPh_ﬁ_(tﬂ_x)zesHKAi

in trace class norm. This together with (3.5) and (3.6) yields (3.4) and, in particular, the fact that the operator inside
this determinant is identity plus trace class. ]

The key to obtain Lemma 3.1 from Lemma 3.2 is to turn the last determinant into the determinant of a 2 x 2 matrix

kernel. Observe that, since M, ; and P, ,,» commute and P, 204,r = Qa,t P, 2, the formula (3.4) can be rewritten as

]P’(.Az(x) —x?<aVx<t,Ao(t+s)— (t+5)°< b)
=det(I — Kai + Kail — Qe (I — Py)e* Ky), (3.7)

where

Py = Pa-i-tz’ Py = Pb-l—(t-i—s)2 and Q=P+ Mgy10a,1) = Pa+t2 + Mg 10a,r a+t2- (3.8)

Note that 02 = Q (although Q is not a projection in L2(R), as it is an unbounded operator). This formula has exactly
the same structure as the formula (1.4) for the finite-dimensional distributions of the Airy, process (in the case n = 2)
which, we recall, is equivalent to the extended kernel formula (1.3). The equivalence of the two types of formulas was
developed by [16] and [17], and later made rigorous and extended to the Airy; case by us in [18]. The same method
will work for (3.7), and the result is the following:
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Proposition 3.3. With the notation introduced above,
P(Ax(x) —x* <aVx <t, Ao(t +5) — (t +5)> < b)

OKaP1 Qe (Kpi— I)Pz} _1)
=det|\I—-T ) r , 39
< [Pze“HKAipl P KAi P> 2R G:9)

where

I = [g g] with Gf (x) = e—2zx¢—1(x)f(x) and ¢(x) = (1 ~|—x2)1/2_

In particular, the operator above is identity plus trace class.

The conjugation by I is needed to make the operator trace class. Note that there is a slight difference between
this formula and the ones for the Airy; and Airy, processes: the formula is not written in the most symmetric way, as
the first column in the brackets is post-multiplied by P; instead of Q. Formally there is no difference, because since
0? = Q one can pre-multiply the whole matrix by [g g] and then use the cyclic property of the determinant to turn
this into a post-factor of P;Q = Q for the first column. But this form of the formula will turn out to be better for
obtaining the desired bounds in Lemma 3.4.

The proof of Proposition 3.3 follows the steps of the proofs in [17,18], but given the slight difference noted above,
and since it is short and easy to present in the two-dimensional case, we include the details.

Proof of Proposition 3.3. We remark that all the manipulations performed on Fredholm determinants below rely on
knowing that the operators inside each of them are identity plus trace class (see the proof of Theorem 1 of [18] for
more details), but this can be seen in each case from Lemma 3.2 and Lemma 3.4 and similar estimates.

Let D denote the determinant in (3.9). The operator inside it can be factored as

I GQesHp,G1
0 I

- | CKaiP— Qe Pt KaiP1 Qe KaiPy — Qe PyKai Py o
PZCSHKAiP] PyKai P> ’

Note that the determinant of the first matrix on the right side above is 1, so D equals

det (1 -r [QKAiPI — Qe Pt T KpiPr Qe Kai Py — QeXHPzKAiPﬂ F‘1>
P Kai Py PryKai P> L2®)?

—getl1-T1 OKai— Qe pyestiky 0[P e*H P, e
o PQGSHKAi 0[]0 0 L2(R)? ’

Since K aj is a projection we may pre-multiply each entry in the second bracket by K a; and then use the cyclic property
of the determinant to get

KaiP1 Kaie 7P| [QKai — Qe PresTKpi 0
0 0 Pzes KAI 0 LZ(R)Z

—det (1 — | KaiQKai — KaiQe 1 Pyes K pi +eSHKpiPres T Kpi 0
0 0 L2(R)2

=det(l — KaiQKai + Kai Qe Pre’ T Kpj — e K o PzeSHKAi)Lz(R)-

This last determinant equals the one on the right side of (3.7), and the result follows. U
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The 2 x 2 matrix kernel formula is useful because it will allow us to extract easily the first two factors in the
bound given in Lemma 3.1. This idea was introduced by [25], where he studied the asymptotics in ¢ of P(A3(0) <
s1, A2 (1) < s2).

Proof of Lemma 3.1. We start with the formula in Proposition 3.3, witha =b =8 ¢2, and use the idea introduced in
[25]: factor out the two diagonal terms in the determinant and then estimate the remainder. More precisely, we write

I F[ QK ai Py QeSH(KAi—I)PZi| |

Prest K pi Py P,KAi P>
_(;_ | 9KaiPi 0 ~1
o (1 F|: 0 PyKai Py r
. (, _ p[ 0 (I — QKaiP) ™ Qe H (Kpi — I)Pz} F_1>
—1 sH
(I — P2KpiPo)7 " Pre’ Kpi P 0

and then recognize that the determinant of the first factor on the right side equals
det(] — GQKAiplG_l) det([ — GPQKAiPZG_l)
=P(Ar(x) —x? <0Vx <1)P(Ax(t +5) — (t +5)> <0).

To get the last equality, observe first that det(/ — G P> K a; PZG’I) = Foue((t + s)z) which is the second factor on
the right side. For the first one we note that, by the cyclic property of determinants and the facts that K 12“ = Kaj and

PO=0,
det(l — GOKAiPIG™") = det(I — KaiQKai) = P(Ax(x) —x? <0 Vx <1)

by (2.9) in [19]. So we are left with estimating

0 (I — QKAiP1) ' QeH (K — I)Pz] —1>
det{I—-T r '
( [(1 — PyKiPy) 7' Pae* K i Py 0 L2A(R)?

The last determinant equals det(/ — I?), with K = Ri1R12R22R>,1 and
Rii=GU - QKaP)'G™!,  Ria=GQe™ " (Kai— )P,
(3.10)
Roa=(—PKaiP)™',  Rayi=PeKpi PG

Now | det(I — I?) —det(l)] < ||I?||1el+”1?”' < ||§||1e2 for ||I?||1 < 1, so the proof will be complete once we show
that

~ 1 _ 3 (_ 3/2 3
1Kl < e 2ay (1 4 5) 3 THI BT (3.11)

To get this estimate we use (2.1) to write

IK N1 < IR11lllIR1 20l R22 111l Ra, Il
and use Lemma 3.4, which gives, writing 0 =1 + 8,

||I?||1 < CS—3/2t1/2(t2 + sz)3/26(—2/3)(0,2_‘_2”_’_52)3/2_(2/3)03/2,3_5(0[24_2”_”2).

Now taking s = at we get

~ 3.3/2,3 3
1Kl < ca—3/2(1 +a2)3/2,2e(—4/3>(1+a) 03283 —hg (a)t ’
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where h, (@) = %03/2 +o(o+2a+a?)— %(0 +2a +a?)3/2. Observe that for fixed 0 = S+ 1 > 4 we have i, (0) =0
and A/, (0) > 0, which implies that /5 (o) > 0 for small enough . Therefore (3.11) holds for small enough « and large
enough ¢, and the result follows. O

Lemma 3.4. Let Ry 1, R12, Ry 2 and Ry 1 be defined as in (3.10). Then there is a ¢ > 0 such that if t and s are large
enoughando =B +1>4,

lRi 1l <2, (3.12a)
IRl < Cs—l/2t—1(t2 +S2)2e—2ot3—s(012+21s+s2)7 (3.12b)
IR2201 <2, (3.12¢)
IRa1 1 < Cs71t3/2(l2 +SZ)*1/26(72/3)(0t2+2ts+s2)3/27(2/3)(r3/2t3+2crt3. (3.12d)

The proof of this result is postponed to Section 4.2.

4. Estimates of operator norms
We will use below the following well-known estimates for the Airy function (see (10.4.59-60) in [1]):

Ai()| < CeT¥I forx >0, |Ai(x)|<C forx <0. 4.1)
We start some with some basic integral estimates involving the Airy function:

Lemma 4.1. There is a ¢ > 0 such that for any m > 0 and a, &', k,t € R such that if « > 0 or m > }Taztz we have,

for large enough t,
o
/ dxxke—aix Ai(x)2 < ct2k7]efatm7(4/3)m3/2
m

and

00 00 .
/ dx/ dyxke—atx Ai(x +y)2ea’y < Ct2k—le—atm—(4/3)m/ )
m 0

Proof. Using (4.1) the first integral is bounded by

o0 o
C/ dxxke—atx—(4/3)x3/2 =Ct2(k+l)/ dxxke—(ax+(4/3)x3/2)t3.
m

mt—2

The exponent is maximized for x > 0 at x = %az <m if @ < 0 and at 0 otherwise, so the first estimate follows from a

simple application of Laplace’s method, see Lemma 5.1 of [6]. The second integral is bounded in the same way after
noting that Ai(x +y) < ce 23—/ for x,y=>0. ]

4.1. Estimates used for the upper bound

Lemma 4.2. Let Q1 and Q) be defined as in (2.6). Then there is a ¢ > 0 such that for m > —2t and t > 1 we have

4 4
10112 <ct?* and | Qa2 <t/

Proof. Writing ¥ =2!/3x we have
00 o] 00 5 0
10113 = / dx / dre®* Ai(Z +m + 1) = f dxe e<—em f dre* Ai(r)?
0 —00 0 —00

o0
<ct / dret’’ Ai(r)?

—00
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by our assumption m > —2¢ and the facts that ¢ = r~! and 7 > 1. Using the estimate | Ai(A)| < c|A|~"/* as A - —o0

(see (10.4.60) in [1]) and (4.1) we deduce that || Q ||% < ¢t3/%. The bound for Q> is proved in exactly the same way.
O

Lemma 4.3. For large enought > 0 and s > t we have

/Oo dm ” Pors,m (21/3-) H; < e(—4/3)s3+4sz
2t

and
o0 ) 3
/ dim | Poyr—s m(2'73) [ < €4
—2J1

Proof. Since | Ai’(x)| satisfies the same bound (4.1) as Ai(x) for x > 0 (see (10.4.61) in [1]) we have for s > ¢ > 2
and m > —2¢ that

o0
| Povren (2135 = / dx4e? [5 Ai(x +m + 57) + Al (x +m +52)]”
0

o
<c(l+5?) f e =@/ ms?) 2,
0

Integrating over m > —2¢ and scaling m and x by s we get

OO 1/3 )12 6 [ * 2x53 —(4/3) (x+m+1)3/253
dm H Povrs.m (2 ) H2 <cs dm dxe
2t 2ts—2 0
— 50 /oodm /OOdxezxs—*—(4/3)(x+m+1—2m*2)3/2s3
0 0

o0 o0
SCSG/ dm/ dxe[Zx—(4/3)(x+m+l)3/2]x3e4ts«/x+m+l’
0 0

where in the last line we used the inequality %(x +m41 =222 > %(x +m+ D32 —4ts 2 /x +m+1 for
x>0, m > —2t and s >t > 2. The term in brackets in the first exponential in the last integral is maximized at
x =m =0, and then applying Laplace’s method as in the proof of Lemma 4.1 gives

o0 ) 3
/ dm || Povrs m (21/3,) ”2 < cs3e— (/D +ats
0

This gives the first bound. The second bound is similar (and slightly simpler). ]

Lemma 4.4. Let 2] be the operator defined in (1.6) in [6] for m, L > 0 (here we are making the dependence on m
explicit in the notation). Then there is an n > % satisfying the following: for fixed L > 0 there is a ¢ > 0 such that for
allm=>0

HeLH KAi.Q'LneLH Kai ” 1 = Ce_nm3/2.

Proof. The proof of this result can be adapted from the proof of Lemmas 5.2 and 5.3 of [6]. In that result it is only
proved that the above norm is finite, but one can get the above estimate by carefully keeping track of the dependence
in m. We leave the details to the reader. ]
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4.2. Proof of Lemma 3.4

15

We will use Lemma 4.1 repeatedly without reference. The assumption o = 8 4+ 1 > 4 enters crucially as it ensures
in each case that the hypothesis of the lemma holds. Throughout the proof we will assume that ¢ > g, where fy > 1

should be taken as large as needed to make the estimates work.

Recall the notation introduced in (3.8). In the present case we have a = b = B¢, and thus recalling that o = 1 + 8

and writing r2 = o't? 4 2ts 4+ 52, M = Mg, ; and ¢ = 0g,2 , to simplify the notation, we have
Pi=P, ., P,=P, and Q=Pi(I+ Mo).

We also define the multiplication operator
Nf@) =@~ f ),

where, as before, ¢(x) = (1 + x2)!/2. Finally, we will use repeatedly the decomposition
K ai = BoPoBo,

where, we recall, Bo(x, y) = Ai(x + y).
Let us start with the first estimate. Since Q = P; + P M, we have

|GOK PIG™" |, <IGP1BoPoll2| PoBoPiG™" |, + IIG PiMoBoPoN || N~ PoBoPiG ™" .

Now
2 * * —2 —4tx p: 2 —5 —4o13—(4/3)03/%13
||GPlBoP0||2=/ dx/ dye(x) 2™ Ai(x + y)? < ot e WA
ot? 0
while, recalling that Mof (x) = e ("_(”2).]‘ (201> — x), we have
2 * OO —2 —dat3 4 - 2 2 -2
IGPMoByPoN Iz = | dx | dyg(n)™e™" Ai(201" —x +5) 0 ()
ot

<e A | Pie T Sl |5 s e e

Similarly

_ o0 o0 . 3 3/2,3
H PyBo PG 1||§ = / dx/ . dyg(y)2e* Ai(x + y)? < crietot —@/3o
0 ot

4.2)

and one can easily see that the same estimate holds with a possibly larger constant for | N~! PyByP;G ! ||%. Putting

these estimates together with (4.2) we deduce that

60K PG, < ate 97 < L

for large enough ¢, and then

IRi 11l < Z” (GQKAiP]G_l)kul < Z”GQKAiPIG_l ”]1( <2,
k>0 k>0

which gives (3.12a).

We turn now to Rj ». Since e *H(Ka; — I has integral kernel (in x, y) given by fi)oo dre* Ai(x + A) Ai(y + A)
(see (2.3) and the paragraph around it), we may use the decomposition Qe ™" (K a; — I) P, = Q By Pye*¢ By P>, where

e is the multiplication operator defined by (€% f)(x) = e™ f(x), so that

IR 21l < 1GQBoPoN 12| N " Poe*® By Py .

(4.3)
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Now
b A2 oo 0 4 2 2 2
|G P1BoPoN||3 =/ dx/ dye™ " p(x) 77 Ai(x 4+ y) @ (y)”
ot? —00
. 112 112 _ 3 _9 _ 3
< IAiZ | Pre~ e~ 5e ™" < cr2etr,
while

[ 0
IGPIMoByPyN||3 = f i dx/ dye_‘k”"}ga(x)_2 Ai(201* —x + y)2<p(y)_2 <t~ 2e40r
ot —00
in a similar way. On the other hand
0 [
|| N~ Pye’t By P> ||§ = / dx/ dy(x)%e®* Ai(x + y)?
—00 2
oo y
= / dye Y / dx(1+ (x — »)?)e™™ Ai(x)2.
r2 —00
We split the x integral into the regions (—oo, 0] and (0, y]. On the first one we can estimate the integral by

00 0
[VNTES / 2 dye™2y f dx(1+ (x — y)2)e®* < erts~2e 27,
r

—00

while on the second one we estimate by

OO -2 Y 2\ . —(4/3)x3/242 4 —1_—2sr%
c/ dye ‘ny dx(1+ (x — y)°)e /3x ¥ <ertsTe™,
r2 0

giving
|| N1 f_’()es‘E By P> ”; < Cr4sflefzsr2.

Putting the three bounds in (4.3) gives (3.12b).

For Ry > we observe that || P2K i P2||1 < || P2Bo Poll21l PoBo P2||2, which can easily be seen to be bounded by % for
large enough ¢ by bounds similar to (and simpler than) those used to prove (3.12a), and thus we get (3.12c) in exactly
the same way.

Finally, for R21 we use a similar decomposition as for Rj »: using (2.3) we may write

| Pt K PiG ], = | PoBoe 42 Ry | o525 G .

Now
2 o0 o0 3
” PzBOe—s‘f/ZPOH2 :/ dx/ dye—sy Ailx +y)2 Scs—lr—le(—4/3)r
r2 0
and
—s&/2 —1)2 * Oo — . 2 2 4t —1,3 403 —(4/3)0328
| Poe™*5/2By P\ G “2:/ dx/ dye ™ Ai(x 4+ y)?p(y) e <csTIPet @I
0 ot?
which gives (3.12d).
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