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#### Abstract

A continuous finite element method to approximate Friedrichs' systems is proposed and analyzed. Stability is achieved by penalizing the jumps across mesh interfaces of the normal derivative of some components of the discrete solution. The convergence analysis leads to optimal convergence rates in the graph norm and suboptimal of order $\frac{1}{2}$ convergence rates in the $L^{2}$-norm. A variant of the method specialized to Friedrichs' systems associated with elliptic PDE's in mixed form and reducing the number of nonzero entries in the stiffness matrix is also proposed and analyzed. Finally, numerical results are presented to illustrate the theoretical analysis.
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## 1. Introduction

Friedrichs' systems are systems of first-order PDE's endowed with a symmetry and a positivity property. The mathematical analysis of such systems, which was initiated by Friedrichs in 1958 [18], has made considerable progress in the last decades; see, e.g., Jensen's thesis [21]. Recently, the theory was revisited by Ern and Guermond [13] where the well-posedness of the Friedrichs' system was established whenever a suitable boundary operator can be defined on the graph of the differential operator. Friedrichs' systems are encountered in many applications, including advection-reaction equations, advection-diffusion-reaction equations, the linear elasticity equations, the wave equation, the linearized Euler equations, and the Maxwell equations in the so-called elliptic regime, to cite a few examples.

The finite element approximation of Friedrichs' systems was initiated by Lesaint and Raviart in 1974 [24-26] where the discontinuous Galerkin method (DGM) was analyzed. The convergence estimate was subsequently improved by Johnson and Pitkäranta [22] and Falk and Richter [17], and more recently a thorough systematic analysis was proposed by Ern and Guermond [13, 14]. From a practical viewpoint, the DGM offers various advantages, including the flexibility in using non-matching grids, handling heterogeneous media, and performing $h p$-refinement. However, a drawback is that keeping the mesh fixed, the method involves a much larger number of degrees of freedom than the continuous finite element method (CFEM). There is therefore a clear motivation to design and analyze suitable approximation schemes for Friedrichs' systems based on continuous finite elements.
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To approximate satisfactorily the simplest example of Friedrichs' systems, namely an advection-reaction equation, using continuous finite elements, it is well-known that a stabilization technique must be used. Drawing on earlier ideas by Babuška [1], Babuška and Zlámal [2], Baker [3], and Douglas and Dupont [10] on interior penalty methods for elliptic problems, the analysis of face penalty finite element methods has been recently extended to advection-diffusion equations [5,6]. The principle of the method consists of stabilizing the continuous finite element approximation by penalizing the jumps of the advective derivative of the discrete solution across mesh interfaces. The degrees of freedom in the resulting stabilized continuous finite element method (SCFEM) are those of the CFEM on the same mesh, which represents a substantial saving with respect to a DGM. However, the penalty term acting on the gradient jumps extends the discretization stencil, since a mesh node $\nu$ is coupled to the nodes located in the set $\mathcal{T}_{\nu}$ of the elements to which $\nu$ belongs, but also to the nodes located in the neighboring elements sharing a face with the elements in $\mathcal{T}_{\nu}$. In two space dimensions (assuming that each vertex is shared on the average by six triangles and that the number of triangles is twice the number of vertices), the number of nonzero entries in the stiffness matrix scales as 7,13 , and 72 times the number of mesh vertices for CFEM, SCFEM, and DGM, respectively, when working with first-order finite elements, and this number scales as 46,100 , and 288 times the number of mesh vertices for CFEM, SCFEM, and DGM, respectively, when working with second-order finite elements. Another technique for solving systems of first-order PDE's was proposed in [9]. This is a least-squares technique that results in a symmetric system at the price of a squared condition number.

The goal of this work is to generalize the face penalty technique of $[5,6]$ in order to approximate satisfactorily Friedrichs' systems using continuous finite elements. In Section 2 the main results on Friedrichs' systems derived in $[13,14]$ are briefly restated. The reader familiar with this material can directly jump to Section 3 where the SCFEM with face penalty is designed and analyzed. In Section 4 the setting is specialized to a certain class of Friedrichs' systems associated with elliptic-like PDE's written in mixed form. Approximating the mixed form of the PDE presents some advantages: it provides a more accurate reconstruction of the fluxes (the gradient of the primal variable for diffusion-like problems and the stress tensor for linear elasticity problems), it can reduce the condition number of the stiffness matrix from a multiple of $h^{-2}$ to a multiple of $h^{-1}$ (see, e.g. [16]), and it can be the only viable formulation whenever complex constitutive laws such as those of viscoelastic fluids are considered (see, e.g. [4]). Finally, in Section 5 numerical results are presented to illustrate the convergence estimates and the fact that oscillations produced by CFEM without stabilization can effectively be controlled by the present face penalty technique.

## 2. FRIEDRICHS' SYSTEMS

Let $\Omega$ be a bounded, open, and connected Lipschitz domain in $\mathbb{R}^{d}$ and let $m$ be a positive integer. Let $\mathcal{K}$ and $\left\{\mathcal{A}^{k}\right\}_{1 \leq k \leq d}$ be $(d+1)$ functions on $\Omega$ with values in $\mathbb{R}^{m, m}$. Assume that these fields satisfy

$$
\begin{align*}
& \mathcal{K} \in\left[L^{\infty}(\Omega)\right]^{m, m},  \tag{A1}\\
& \mathcal{A}^{k} \in\left[L^{\infty}(\Omega)\right]^{m, m} \quad \text { and } \quad \sum_{k=1}^{d} \partial_{k} \mathcal{A}^{k} \in\left[L^{\infty}(\Omega)\right]^{m, m}  \tag{A2}\\
& \mathcal{A}^{k}=\left(\mathcal{A}^{k}\right)^{t} \quad \text { a.e. in } \Omega  \tag{A3}\\
& \exists \mu_{0}>0, \quad \mathcal{K}+\mathcal{K}^{t}-\sum_{k=1}^{d} \partial_{k} \mathcal{A}^{k} \geq 2 \mu_{0} \mathcal{I}_{m} \quad \text { a.e. on } \Omega, \tag{A4}
\end{align*}
$$

where $\mathcal{I}_{m}$ is the identity matrix in $\mathbb{R}^{m, m}$. Set $L=\left[L^{2}(\Omega)\right]^{m}$ and let $\mathfrak{D}(\Omega)$ the space of $\mathfrak{C}^{\infty}$ functions that are compactly supported in $\Omega$. Let $w \in L$. If the linear form $[\mathfrak{D}(\Omega)]^{m} \ni \varphi \longmapsto-\int_{\Omega} \sum_{k=1}^{d} w^{t} \partial_{k}\left(\mathcal{A}^{k} \varphi\right) \in \mathbb{R}$, is bounded on $L$, the function $w$ is said to have an $A$-weak derivative in $L$, and the function in $L$ that can be associated with the above linear form by means of the Riesz representation theorem is denoted by $A w$. Clearly,
if $w \in\left[\mathfrak{C}^{1}(\Omega)\right]^{m}, A w=\sum_{k=1}^{d} \mathcal{A}^{k} \partial_{k} w$. Define the graph space $W=\{w \in L ; A w \in L\}$. Equipped with the graph norm $\|w\|_{W}^{2}=\|A w\|_{L}^{2}+\|w\|_{L}^{2}, W$ is a Hilbert space. Define the operators $T \in \mathcal{L}(W ; L)$ and $\tilde{T} \in \mathcal{L}(W ; L)$ as

$$
\begin{equation*}
T w=\mathcal{K} w+\sum_{k=1}^{d} \mathcal{A}^{k} \partial_{k} w, \quad \tilde{T} w=\mathcal{K}^{t} w-\sum_{k=1}^{d} \partial_{k}\left(\mathcal{A}^{k} w\right) \tag{1}
\end{equation*}
$$

Let $D \in \mathcal{L}\left(W ; W^{\prime}\right)$ be the operator such that for all $(v, w) \in W \times W$,

$$
\begin{equation*}
\langle D v, w\rangle_{W^{\prime}, W}=(T v, w)_{L}-(v, \tilde{T} w)_{L} \tag{2}
\end{equation*}
$$

The operator $D$ is self-adjoint and is a boundary operator in the sense that $[\mathfrak{D}(\Omega)]^{m} \subset \operatorname{Ker}(D)$.
Consider the following problem: For $f$ in $L$, seek $z \in W$ such that $T z=f$. In general, boundary conditions must be enforced for this problem to be well-posed. In other words, one must find a closed subspace $V$ of $W$ such that the restricted operator $T: V \rightarrow L$ is an isomorphism. To specify the space $V$, the key assumption consists of assuming that there exists an operator $M \in \mathcal{L}\left(W ; W^{\prime}\right)$ such that

$$
\begin{align*}
& \langle M w, w\rangle_{W^{\prime}, W} \geq 0 \text { for all } w \text { in } W  \tag{м1}\\
& W=\operatorname{Ker}(D-M)+\operatorname{Ker}(D+M) \tag{м2}
\end{align*}
$$

Assumption (M2) implies that $\operatorname{Ker}(D)=\operatorname{Ker}(M)$ so that $M$ is also a boundary operator. For all $(v, w) \in W \times W$, let

$$
\begin{equation*}
a(v, w)=(T v, w)_{L}+\frac{1}{2}\langle(M-D) v, w\rangle_{W^{\prime}, W} \tag{3}
\end{equation*}
$$

In this framework, the main result proven in [13] is the following:
Theorem 2.1. Assume (A1)-(A4) and (M1)-(M2). Then, for all $f \in L$, the following problem is well-posed:

$$
\begin{equation*}
\text { Find } z \in W \text { such that } a(z, y)=(f, y)_{L}, \forall y \in W \tag{4}
\end{equation*}
$$

and the unique solution to (4) is such that $z \in V:=\operatorname{Ker}(D-M)$ and $T z=f$ in $L$.
On $\partial \Omega$, define the $\mathbb{R}^{m, m}$-valued field $\mathcal{D}=\sum_{k=1}^{d} n_{k} \mathcal{A}^{k}$ where $n=\left(n_{1}, \ldots, n_{d}\right)^{t}$ is the unit outward normal vector to $\partial \Omega$. Then, it is clear that for $v, w$ smooth enough,

$$
\begin{equation*}
\langle D v, w\rangle_{W^{\prime}, W}=\int_{\partial \Omega} w^{t} \mathcal{D} v \tag{5}
\end{equation*}
$$

Henceforth, we assume that the boundary operator $M$ can be associated with a matrix-valued field $\mathcal{M}: \partial \Omega \longrightarrow$ $\mathbb{R}^{m, m}$ such that for $v, w$ smooth enough,

$$
\begin{equation*}
\langle M v, w\rangle_{W^{\prime}, W}=\int_{\partial \Omega} w^{t} \mathcal{M} v \tag{6}
\end{equation*}
$$

This assumption holds true for the various Friedrichs' systems considered in the following section.
Remark 2.1. In some situations, assumption (A4) can be relaxed. For instance, this is the case for Friedrichs' systems endowed with a $2 \times 2$ block structure such that a Poincaré-like inequality holds for some components of the dependent variable; see [15] for more details.

## 3. The continuous finite element method with face penalty

The purpose of this section is to design and analyze a continuous finite element method to approximate Friedrichs' systems. The two main features of the method are that boundary conditions are enforced weakly and that the jumps across mesh interfaces of the normal derivative are penalized for some components of the discrete solution. The main results are Theorem 3.1 and estimate (30) which yield a suboptimal estimate (of order $\frac{1}{2}$ ) for the $L^{2}$-norm and an optimal estimate for the graph norm if the mesh is quasi-uniform.

### 3.1. The discrete setting

Let $\left\{\mathcal{T}_{h}\right\}_{h>0}$ be a shape-regular family of affine meshes of $\Omega$. We assume that the meshes do not possess hanging nodes and that $\Omega$ is a polyhedron so that the meshes cover $\Omega$ exactly. The notation $A \lesssim B$ represents the inequality $A \leq c B$ with $c$ positive and independent of $h$.

Let $\mathcal{F}_{h}^{\mathrm{i}}$ be the set of interior faces in the mesh, let $\mathcal{F}_{h}^{\partial}$ the set of the faces that separate the mesh from the exterior of $\Omega$, and set $\mathcal{F}_{h}=\mathcal{F}_{h}^{\mathrm{i}} \cup \mathcal{F}_{h}^{\partial}$. For all $F \in \mathcal{F}_{h}^{\mathrm{i}}$, let $T_{1}(F)$ and $T_{2}(F) \in \mathcal{T}_{h}$ be such that $F=T_{1}(F) \cap T_{2}(F)$ and set $\mathcal{T}(F)=T_{1}(F) \cup T_{2}(F)$. Let $n_{F}$ be the unit normal vector to $F$ pointing from $T_{1}(F)$ to $T_{2}(F)$ (nothing that is said hereafter depends on the orientation of $n_{F}$ ) and set $\mathcal{D}_{F}=\sum_{k=1}^{d} \mathcal{A}^{k} n_{F, k}$; then, $\left|\mathcal{D}_{F}\right|$ is well-defined. For $F \in \mathcal{F}_{h}^{\partial}$, let $T(F)$ denote the mesh element of which $F$ is a face. Furthermore, for an $\mathbb{R}^{m}$-valued function $v$ such that $\nabla v$ admits a (possibly two-valued) trace on $F$, define the $\mathbb{R}^{m}$-valued jump of its normal derivative as

$$
\begin{equation*}
\llbracket \nabla v \rrbracket_{F}=\left(\left.\nabla v\right|_{T_{1}(F)}-\left.\nabla v\right|_{T_{2}(F)}\right) \cdot n_{F} . \tag{7}
\end{equation*}
$$

The subscript $F$ in jumps is omitted if there is no ambiguity.
For $T \in \mathcal{T}_{h}$ (resp., $F \in \mathcal{F}_{h}$ ), $h_{T}$ (resp., $h_{F}$ ) denotes the diameter of $T$ (resp., of $F$ ). Let $\mathfrak{h}$ be the continuous, piecewise affine function equal on each vertex $\nu$ of $\mathcal{T}_{h}$ to the mean-value of the elements of the set $\left\{h_{T} ; T \ni \nu\right\}$. Owing to the shape-regularity of the mesh family, for all $T \in \mathcal{T}_{h}$ and for all $T^{\prime} \in \mathcal{T}_{h}$ such that $T^{\prime} \cap T \neq \emptyset$, $\left.h_{T^{\prime}} \lesssim \mathfrak{h}\right|_{T} \lesssim h_{T^{\prime}}$.

Let $p$ be a positive integer and set

$$
\begin{equation*}
V_{h}=\left\{v_{h} \in \mathfrak{C}^{0}(\Omega) ; \forall T \in \mathcal{T}_{h},\left.v_{h}\right|_{T} \in \mathbb{P}_{p}\right\} \tag{8}
\end{equation*}
$$

where $\mathbb{P}_{p}$ denotes the vector space of polynomials of total degree less than or equal to $p$. Set $W_{h}=\left[V_{h}\right]^{m}$ and $W(h)=W_{h}+\left[H^{1}(\Omega)\right]^{m}$.

For any measurable subset of $\Omega$, say $E,(\cdot, \cdot)_{E}$ denotes the usual $L^{2}$-scalar product on $E$, and $\|\cdot\|_{E}$ the associated norm. The same notation is used for vector-valued functions. Since the mesh family is shape-regular, for all $v_{h} \in V_{h}$ and for all $T \in \mathcal{T}_{h}$,

$$
\begin{align*}
& \left\|\nabla v_{h}\right\|_{T} \lesssim h_{T}^{-1}\left\|v_{h}\right\|_{T},  \tag{9}\\
& \left\|v_{h}\right\|_{F} \lesssim h_{T}^{-\frac{1}{2}}\left\|v_{h}\right\|_{T}, \quad \forall F \subset \partial T \tag{10}
\end{align*}
$$

To enforce boundary conditions weakly, we introduce for all $F \in \mathcal{F}_{h}^{\partial}$ an $\mathbb{R}^{m, m}$-valued field $\mathcal{M}_{F}$ such that for all $v, w \in\left[L^{2}(F)\right]^{m}$,

$$
\begin{align*}
& 0 \leq \mathcal{M}_{F} \leq \mathcal{I}_{m},  \tag{11}\\
& (\mathcal{M} v=\mathcal{D} v) \Longrightarrow\left(\mathcal{M}_{F} v=\mathcal{D} v\right),  \tag{12}\\
& \left|\left(\left(\mathcal{M}_{F}-\mathcal{D}\right) v, w\right)_{L, F}\right| \lesssim|v|_{M, F}\|w\|_{F},  \tag{13}\\
& \left|\left(\left(\mathcal{M}_{F}+\mathcal{D}\right) v, w\right)_{L, F}\right| \lesssim\|v\|_{F}|w|_{M, F}, \tag{14}
\end{align*}
$$

where we have introduced for all $v \in W(h)$ the semi-norms $|v|_{M, F}=\left(\mathcal{M}_{F} v, v\right)_{F}^{\frac{1}{2}}$. Furthermore, to penalize normal derivative jumps across interfaces, we introduce for all $F \in \mathcal{F}_{h}^{\mathrm{i}}$ an $\mathbb{R}^{m, m}$-valued field $\mathcal{S}_{F}$ such that

$$
\begin{align*}
& \mathcal{S}_{F} \text { is symmetric, }  \tag{15}\\
& h_{F}^{2}\left|\mathcal{D}_{F}\right| \lesssim \mathcal{S}_{F} \lesssim h_{F}^{2} \mathcal{I}_{m} \tag{16}
\end{align*}
$$

and we introduce for all $v \in W(h)$ the semi-norms $|\llbracket \nabla v \rrbracket|_{S, F}=\left(\mathcal{S}_{F} \llbracket \nabla v \rrbracket, \llbracket \nabla v \rrbracket\right)_{F}^{\frac{1}{2}}$.
On $W(h) \times W(h)$ define the bilinear form

$$
\begin{equation*}
a_{h}(v, w)=(T v, w)_{\Omega}+\sum_{F \in \mathcal{F}_{h}^{\partial}} \frac{1}{2}\left(\left(\mathcal{M}_{F}-\mathcal{D}\right) v, w\right)_{F}+\sum_{F \in \mathcal{F}_{h}^{i}}\left(\mathcal{S}_{F} \llbracket \nabla v \rrbracket, \llbracket \nabla w \rrbracket\right)_{F} . \tag{17}
\end{equation*}
$$

Then, to approximate the solution $z$ of (4), the following problem is considered:

$$
\begin{equation*}
\text { Find } z_{h} \in W_{h} \text { such that } a_{h}\left(z_{h}, y_{h}\right)=\left(f, y_{h}\right)_{\Omega}, \forall y_{h} \in W_{h} . \tag{18}
\end{equation*}
$$

Remark 3.1. The design conditions on the boundary field $\mathcal{M}_{F}$ are similar to those introduced for the DGM by Ern and Guermond [13]. The design of the interface field $\mathcal{S}_{F}$ is, however, different, since in the DGM, this operator penalizes the jumps of the discrete solution and scales independently of $h$.

### 3.2. Convergence analysis

To perform the error analysis we introduce the following norm on $W(h)$,

$$
\begin{equation*}
\|v\|^{2}=\|v\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{\partial}}|v|_{M, F}^{2}+\sum_{F \in \mathcal{F}_{h}^{\mathfrak{i}}}|\llbracket \nabla v \rrbracket|_{S, F}^{2}+\left\|\mathfrak{h}^{\frac{1}{2}} A v\right\|_{\Omega}^{2} \tag{19}
\end{equation*}
$$

Using integration by parts yields for all $v, w \in W(h)$,

$$
\begin{equation*}
a_{h}(v, w)=(v, \tilde{T} w)_{\Omega}+\sum_{F \in \mathcal{F}_{h}^{\partial}} \frac{1}{2}\left(\left(\mathcal{M}_{F}+\mathcal{D}\right) v, w\right)_{F}+\sum_{F \in \mathcal{F}_{h}^{\mathbf{i}}}\left(\mathcal{S}_{F} \llbracket \nabla v \rrbracket, \llbracket \nabla w \rrbracket\right)_{F} . \tag{20}
\end{equation*}
$$

Hence, owing to (A4), for all $v_{h} \in W_{h}$,

$$
\begin{equation*}
a_{h}\left(v_{h}, v_{h}\right) \gtrsim\left\|v_{h}\right\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{a}}\left|v_{h}\right|_{M, F}^{2}+\sum_{F \in \mathcal{F}_{h}^{\mathrm{i}}}\left|\llbracket \nabla v_{h} \rrbracket\right|_{S, F}^{2}, \tag{21}
\end{equation*}
$$

which shows that the bilinear form $a_{h}$ is at least $L$-coercive on $W_{h}$. To control the last term in (19), a sharper stability result is needed. This is the purpose of the following lemma. The proof combines the ideas of $[5,6]$ for the SCFEM approximation of scalar transport equations and those of [13] for the DGM approximation of Friedrichs' systems.
Lemma 3.1 (stability). Assume that for all $k \in\{1, \ldots, d\}, \mathcal{A}^{k} \in\left[\mathcal{C}^{0, \frac{1}{2}}(\Omega)\right]^{m, m}$. Then, the following holds:

$$
\begin{equation*}
\forall v_{h} \in W_{h}, \quad \sup _{w_{h} \in W_{h} \backslash\{0\}} \frac{a_{h}\left(v_{h}, w_{h}\right)}{\left\|w_{h}\right\|} \gtrsim\left\|v_{h}\right\| . \tag{22}
\end{equation*}
$$

Proof. Let $v_{h} \in W_{h}$. Owing to (21), the first three terms in the norm $\left\|v_{h}\right\|$ defined by (19) are already controlled, so that it only remains to control the last term.
(i) For all $T \in \mathcal{T}_{h}$, denote by $\overline{\mathcal{A}_{T}^{k}}$ the mean-value of $\mathcal{A}^{k}$ on $T$. Then, by assumption

$$
\left\|\overline{\mathcal{A}_{T}^{k}}-\mathcal{A}^{k}\right\|_{\left[L^{\infty}(T)\right]^{m, m}} \lesssim h_{T}^{\frac{1}{2}}
$$

Define $\left.\bar{A} v_{h}\right|_{T}=\sum_{k=1}^{d} \overline{\mathcal{A}_{T}^{k}} \partial_{k} v_{h}$. Set $\zeta_{h}^{\prime}=\mathfrak{h} \bar{A} v_{h}$ and observe that for all $T \in \mathcal{T}_{h},\left.\zeta_{h}^{\prime}\right|_{T} \in\left[\mathbb{P}_{p}\right]^{m}$ and that

$$
\begin{equation*}
\left\|\zeta_{h}^{\prime}\right\|_{T} \lesssim \min \left(\left\|v_{h}\right\|_{T}, h_{T}^{\frac{1}{2}}\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{T}+h_{T}^{\frac{1}{2}}\left\|v_{h}\right\|_{T}\right) \tag{23}
\end{equation*}
$$

Let $\zeta_{h}=\pi_{h} \zeta_{h}^{\prime}$ where $\pi_{h}$ is the Oswald interpolation operator defined as follows: For all $w_{h} \in\left[L^{2}(\Omega)\right]^{m}$ such that $\left.w_{h}\right|_{T} \in\left[\mathbb{P}_{p}\right]^{m}$ for all $T \in \mathcal{T}_{h}, \pi_{h} w_{h} \in W_{h}$ is defined by its values at the usual Lagrange interpolation nodes by setting

$$
\pi_{h} w_{h}(\nu)=\left.\frac{1}{\operatorname{card}\left(\mathcal{T}_{\nu}\right)} \sum_{T \in \mathcal{T}_{\nu}} w_{h}\right|_{T}(\nu)
$$

where $\nu$ is a Lagrange interpolation node and $\mathcal{T}_{\nu}$ is the the set of elements to which $\nu$ belongs. Recall the following local stability and interpolation results [5,11, 12, 20, 23]:

$$
\begin{align*}
\left\|\pi_{h} w_{h}\right\|_{T} & \lesssim\left\|w_{h}\right\|_{\Delta_{1}(T)},  \tag{24}\\
\left\|w_{h}-\pi_{h} w_{h}\right\|_{T} & \lesssim \sum_{F \in \Delta_{2}(T)} h_{F}^{\frac{1}{2}}\left\|\llbracket w_{h} \rrbracket\right\|_{F}, \tag{25}
\end{align*}
$$

where $\Delta_{1}(T)=\left\{T^{\prime} \in \mathcal{T}_{h} ; T^{\prime} \cap T \neq \emptyset\right\}, \Delta_{2}(T)=\left\{F \in \mathcal{F}_{h}^{\mathrm{i}} ; F \cap T \neq \emptyset\right\}$, and $\llbracket w_{h} \rrbracket=\left.w_{h}\right|_{T_{1}(F)}-\left.w_{h}\right|_{T_{2}(F)}$. The shape-regularity of the mesh family implies that $\operatorname{card}\left(\Delta_{1}(T)\right) \lesssim 1$ and $\operatorname{card}\left(\Delta_{2}(T)\right) \lesssim 1$. Furthermore, using (9), (10), (11) (upper bound), (16) (upper bound), (23), and (24), it is inferred that

$$
\left\|\zeta_{h}\right\| \lesssim\left\|v_{h}\right\| .
$$

(ii) Observe that

$$
\begin{aligned}
\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{\Omega}^{2}= & a_{h}\left(v_{h}, \zeta_{h}\right)-\left(\mathcal{K} v_{h}, \zeta_{h}\right)_{\Omega}-\sum_{F \in \mathcal{F}_{h}^{\partial}} \frac{1}{2}\left(\left(\mathcal{M}_{F}-\mathcal{D}\right) v_{h}, \zeta_{h}\right)_{F}-\sum_{F \in \mathcal{F}_{h}^{i}}\left(\mathcal{S}_{F} \llbracket \nabla v_{h} \rrbracket, \llbracket \nabla \zeta_{h} \rrbracket\right)_{F} \\
& +\left(A v_{h}, \mathfrak{h} A v_{h}-\zeta_{h}\right)_{\Omega}:=a_{h}\left(v_{h}, \zeta_{h}\right)+R_{1}+R_{2}+R_{3}+R_{4} .
\end{aligned}
$$

We now bound the remainder terms $R_{1}$ to $R_{4}$. Using (23) (first bound) and (24) yields

$$
\left|R_{1}\right| \lesssim \sum_{T \in \mathcal{T}_{h}}\left\|v_{h}\right\|_{T}\left\|\zeta_{h}\right\|_{T} \lesssim\left\|v_{h}\right\|_{\Omega}^{2}
$$

Using (13), (10), (23) (second bound), (24), and Young's inequality leads to

$$
\left|R_{2}\right| \lesssim\left\|v_{h}\right\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{\partial}}\left|v_{h}\right|_{M, F}^{2}+\gamma\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{\Omega}^{2}
$$

where $\gamma$ can be chosen as small as needed. Similarly, using (16) (upper bound), (9), (10), (24), (23) (second bound), and Young's inequality yields

$$
\left|R_{3}\right| \lesssim\left\|v_{h}\right\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{\mathrm{i}}}\left|\llbracket \nabla v_{h} \rrbracket\right|_{S, F}^{2}+\gamma\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{\Omega}^{2}
$$

Finally, observe that

$$
R_{4}=\left(A v_{h}, \mathfrak{h} A v_{h}-\zeta_{h}^{\prime}\right)_{\Omega}+\left(A v_{h}, \zeta_{h}^{\prime}-\zeta_{h}\right)_{\Omega}:=R_{4,1}+R_{4,2}
$$

Using (9) yields

$$
\left|R_{4,1}\right| \lesssim\left\|v_{h}\right\|_{\Omega}^{2}+\gamma\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{\Omega}^{2}
$$

Using (25) yields

$$
\left|R_{4,2}\right| \lesssim \sum_{T \in \mathcal{T}_{h}}\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{T}\left(\sum_{F \in \Delta_{2}(T)}\left\|\llbracket \zeta_{h}^{\prime} \rrbracket\right\|_{F}\right)
$$

For all $F \in \mathcal{F}_{h}^{\mathrm{i}}$, using the continuity of $\mathfrak{h}$ it is inferred that

$$
\left\|\llbracket \zeta_{h}^{\prime} \rrbracket\right\|_{F} \leq\left\|\llbracket \mathfrak{h}(\bar{A}-A) v_{h} \rrbracket\right\|_{F}+\left\|\mathfrak{h} \llbracket A v_{h} \rrbracket\right\|_{F} \lesssim\|v\|_{\mathcal{T}(F)}+\left\|\mathfrak{h} \llbracket A v_{h} \rrbracket\right\|_{F} .
$$

Now, (16) (lower bound) is used to control $\left\|\mathfrak{h} \llbracket A v_{h} \rrbracket\right\|_{F}$. Indeed, since $v_{h}$ and the fields $\mathcal{A}^{k}$ are continuous,

$$
\begin{aligned}
\left\|\mathfrak{h} \llbracket A v_{h} \rrbracket\right\|_{F}^{2} \lesssim h_{F}^{2}\left(\llbracket A v_{h} \rrbracket, \llbracket A v_{h} \rrbracket\right)_{F} & =h_{F}^{2}\left(\mathcal{D}_{F} \llbracket \nabla v_{h} \rrbracket, \mathcal{D}_{F} \llbracket \nabla v_{h} \rrbracket\right)_{F} \\
& \lesssim h_{F}^{2}\left(\left|\mathcal{D}_{F}\right| \llbracket \nabla v_{h} \rrbracket, \llbracket \nabla v_{h} \rrbracket\right)_{F} \lesssim\left|\llbracket \nabla v_{h} \rrbracket\right|_{S, F}^{2} .
\end{aligned}
$$

This yields

$$
\left|R_{4,2}\right| \lesssim\left\|v_{h}\right\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{\mathrm{i}}}\left|\llbracket \nabla v_{h} \rrbracket\right|_{S, F}^{2}+\gamma\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{\Omega}^{2}
$$

Collecting the above bounds, using (21), and taking $\gamma$ small enough leads to

$$
\left\|\mathfrak{h}^{\frac{1}{2}} A v_{h}\right\|_{\Omega}^{2} \lesssim a_{h}\left(v_{h}, \zeta_{h}\right)+a_{h}\left(v_{h}, v_{h}\right)
$$

Since $\left\|\zeta_{h}\right\| \lesssim\left\|v_{h}\right\|$, the conclusion is straightforward.
Lemma 3.2 (continuity). Define the following norm on $W(h)$,

$$
\begin{equation*}
\|v\|_{*}^{2}=\|v\|^{2}+\sum_{T \in \mathcal{T}_{h}}\left[h_{T}^{-1}\|v\|_{T}^{2}+\|v\|_{\partial T}^{2}\right] \tag{26}
\end{equation*}
$$

Then, the following holds:

$$
\begin{equation*}
\forall(v, w) \in W(h) \times W(h), \quad a_{h}(v, w) \lesssim\|v\|_{*}\|w\| . \tag{27}
\end{equation*}
$$

Proof. We bound the three terms in the right-hand side of (20). For the first term,

$$
\left|(v, \tilde{T} w)_{\Omega}\right| \lesssim\|v\|_{\Omega}\|w\|_{\Omega}+\sum_{T \in \mathcal{T}_{h}} h_{T}^{-\frac{1}{2}}\|v\|_{T} h_{T}^{\frac{1}{2}}\|A w\|_{T} \lesssim\|v\|_{*}\|w\|
$$

For the second term, (14) yields

$$
\sum_{F \in \mathcal{F}_{h}^{\partial}} \frac{1}{2}\left|\left(\left(\mathcal{M}_{F}+\mathcal{D}\right) v, w\right)_{F}\right| \lesssim \sum_{F \in \mathcal{F}_{h}^{\partial}}\|v\|_{F}|w|_{M, F} \lesssim\|v\|_{*}\|w\| .
$$

The bound on the third term is straightforward.
Lemma 3.3 (consistency). Let $z$ solve (4) and let $z_{h}$ solve (18). If $z \in\left[H^{2}(\Omega)\right]^{m}$, then,

$$
\begin{equation*}
\forall y_{h} \in W_{h}, \quad a_{h}\left(z-z_{h}, y_{h}\right)=0 \tag{28}
\end{equation*}
$$

Proof. Since $z \in\left[H^{2}(\Omega)\right]^{m}$ solves (4), $\mathcal{M} z=\mathcal{D} z$ a.e. on $\partial \Omega$ and $T z=f$ in L. Assumption (12) yields $\left.\mathcal{M}_{F} z\right|_{F}=\left.\mathcal{D} z\right|_{F}$ for all $F \in \mathcal{F}_{h}^{\partial}$. Moreover, $\llbracket \nabla z \rrbracket_{F}=0$ for all $F \in \mathcal{F}_{h}^{\mathrm{i}}$. The conclusion follows readily.

The above results yield the following:

Theorem 3.1 (convergence). Let $z$ solve (4) and let $z_{h}$ solve (18). Assume $z \in\left[H^{2}(\Omega)\right]^{m}$. Then, under the assumption of Lemma 3.1,

$$
\begin{equation*}
\left\|z-z_{h}\right\| \lesssim \inf _{v_{h} \in W_{h}}\left\|z-v_{h}\right\|_{*} . \tag{29}
\end{equation*}
$$

Using standard interpolation properties in $W_{h}$, it is inferred that

$$
\begin{equation*}
\left\|z-z_{h}\right\| \lesssim h^{p+\frac{1}{2}}\|z\|_{\left[H^{p+1}(\Omega)\right]^{m}} \tag{30}
\end{equation*}
$$

if $z \in\left[H^{p+1}(\Omega)\right]^{m}$. In particular, the method yields $\left(p+\frac{1}{2}\right)$-order convergence in the $L$-norm and, provided the mesh family is quasi-uniform, optimal order convergence in the graph norm. These estimates are identical to those obtained with other stabilization methods like Galerkin/Least-Squares, subgrid viscosity, or DGM.
Remark 3.2. When the exact solution is too rough to be in $\left[H^{2}(\Omega)\right]^{m}$, assuming that $\left[H^{2}(\Omega)\right]^{m} \cap W$ is dense in $W$, it can be proven by proceeding as in [13] that $\lim _{h \rightarrow 0}\left\|z-z_{h}\right\|_{\Omega}=0$.

### 3.3. Examples

In this section we apply the theoretical results of Section 3.2 to the four examples of Friedrichs' systems for which the approximation by DGM is discussed in [13, 14]. For brevity, proofs are omitted.

### 3.3.1. Advection-reaction

Let $\mu \in L^{\infty}(\Omega)$, let $\beta \in\left[L^{\infty}(\Omega)\right]^{d}$ with $\nabla \cdot \beta \in L^{\infty}(\Omega)$, and assume that $\mu(x)-\frac{1}{2} \nabla \cdot \beta(x) \geq \mu_{0}>0$ a.e. in $\Omega$. Let $f \in L^{2}(\Omega)$. The PDE

$$
\begin{equation*}
\mu u+\beta \cdot \nabla u=f \tag{31}
\end{equation*}
$$

falls into the category of Friedrichs' systems by setting $m=1, \mathcal{K}=\mu$ and $\mathcal{A}^{k}=\beta^{k}$ for $k \in\{1, \ldots, d\}$. The graph space is $W=\left\{w \in L^{2}(\Omega) ; \beta \cdot \nabla w \in L^{2}(\Omega)\right\}$. Define $\partial \Omega^{ \pm}=\{x \in \partial \Omega ; \pm \beta(x) \cdot n(x)>0\}$. Assume that $\mathfrak{C}^{1}(\bar{\Omega})$ is dense in $W$ and that $\partial \Omega^{-}$and $\partial \Omega^{+}$are well-separated, i.e., $\operatorname{dist}\left(\partial \Omega^{-}, \partial \Omega^{+}\right)>0$. Then, an admissible boundary condition is to enforce homogeneous Dirichlet conditions at the inflow boundary [13]. The boundary operators $D$ and $M$ admit the representation (5)-(6) with

$$
\begin{equation*}
\mathcal{D}=\beta \cdot n, \quad \mathcal{M}=|\beta \cdot n| \tag{32}
\end{equation*}
$$

Let $\alpha>0$ and take

$$
\begin{equation*}
\mathcal{S}_{F}=\alpha h_{F}^{2}\left|\beta \cdot n_{F}\right|, \quad \mathcal{M}_{F}=\left|\beta \cdot n_{F}\right| . \tag{33}
\end{equation*}
$$

Then, (11)-(16) hold. Hence, if $\beta \in\left[\mathcal{C}^{0, \frac{1}{2}}(\Omega)\right]^{d}$ and the exact solution is smooth enough,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} \beta \cdot \nabla\left(u-u_{h}\right)\right\|_{\Omega} \lesssim h^{p+\frac{1}{2}}\|u\|_{H^{p+1}(\Omega)} . \tag{34}
\end{equation*}
$$

### 3.3.2. Advection-diffusion-reaction

Let $\mu, \beta$, and $f$ be as above. The $\mathrm{PDE}-\Delta u+\beta \cdot \nabla u+\mu u=f$ written in the following mixed form

$$
\left\{\begin{array}{l}
\sigma+\nabla u=0  \tag{35}\\
\mu u+\nabla \cdot \sigma+\beta \cdot \nabla u=f
\end{array}\right.
$$

falls into the category of Friedrichs' systems by setting $m=d+1$ and

$$
\mathcal{K}=\left[\begin{array}{c:c}
\mathcal{I}_{d} & 0  \tag{36}\\
\hdashline 0 & \mu
\end{array}\right], \quad \mathcal{A}^{k}=\left[\begin{array}{c:c}
0 & e^{k} \\
\hdashline\left(e^{k}\right)^{t} & \beta^{k}
\end{array}\right],
$$

where $\mathcal{I}_{d}$ is the identity matrix in $\mathbb{R}^{d, d}$ and $e^{k}$ is the $k$-th vector in the canonical basis of $\mathbb{R}^{d}$. The graph space is $W=H(\operatorname{div} ; \Omega) \times H^{1}(\Omega)$. An admissible boundary condition is to enforce a Dirichlet condition on $u$ (Neumann
and Robin boundary conditions can be treated as well; see [13]). Then, the boundary operators $D$ and $M$ admit the representation (5)-(6) with

$$
\mathcal{D}=\left[\begin{array}{c:c}
0 & n  \tag{37}\\
\hdashline n^{t} & \beta \cdot n
\end{array}\right], \quad \mathcal{M}=\left[\begin{array}{c:c}
0 & -n \\
\hdashline n^{t} & 0
\end{array}\right] .
$$

Remark 3.3. Using a Poincaré inequality, one can show that well-posedness still holds if $\mu(x)-\frac{1}{2} \nabla \cdot \beta(x) \geq 0$ a.e. in $\Omega$.

Let $\alpha_{1}>0, \alpha_{2}>0$, and $\eta>0$ and take

$$
\mathcal{S}_{F}=h_{F}^{2}\left[\begin{array}{c:c}
\alpha_{1} n_{F} \otimes n_{F} & 0  \tag{38}\\
\hdashline 0 & \alpha_{2}
\end{array}\right], \quad \mathcal{M}_{F}=\left[\begin{array}{c:c}
0 & -n_{F} \\
\hdashline n_{F}^{t} & \eta
\end{array}\right] .
$$

Then, (11)-(16) hold. Hence, if $\beta \in\left[\mathcal{C}^{0} \frac{1}{2}(\Omega)\right]^{d}$ and the exact solution is smooth enough,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} \nabla\left(u-u_{h}\right)\right\|_{\Omega}+\left\|\sigma-\sigma_{h}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} \nabla \cdot\left(\sigma-\sigma_{h}\right)\right\|_{\Omega} \lesssim h^{p+\frac{1}{2}}\|(\sigma, u)\|_{\left[H^{p+1}(\Omega)\right]^{d+1}} \tag{39}
\end{equation*}
$$

### 3.3.3. Linear elasticity

Let $\gamma_{1}$ and $\gamma_{2}$ be two positive functions in $L^{\infty}(\Omega)$ uniformly bounded away from zero. Let $f \in\left[L^{2}(\Omega)\right]^{d}$. Let $u$ be the $\mathbb{R}^{d}$-valued displacement field and let $\sigma$ be the $\mathbb{R}^{d, d}$-valued stress tensor. The PDE's $\sigma=\frac{1}{2}(\nabla u+$ $\left.(\nabla u)^{t}\right)+\frac{1}{\gamma_{1}}(\nabla \cdot u) \mathcal{I}_{d}$ and $-\nabla \cdot \sigma+\gamma_{2} u=f$ can be written in the following mixed stress-pressure-displacement form

$$
\left\{\begin{array}{l}
\sigma+p \mathcal{I}_{d}-\frac{1}{2}\left(\nabla u+(\nabla u)^{t}\right)=0  \tag{40}\\
\operatorname{tr}(\sigma)+\left(d+\gamma_{1}\right) p=0 \\
-\frac{1}{2} \nabla \cdot\left(\sigma+\sigma^{t}\right)+\gamma_{2} u=f
\end{array}\right.
$$

The tensor $\sigma$ in $\mathbb{R}^{d, d}$ can be identified with the vector $\bar{\sigma} \in \mathbb{R}^{d^{2}}$ by setting $\bar{\sigma}_{[i j]}=\sigma_{i j}$ with $1 \leq i, j \leq d$ and $[i j]=d(j-1)+i$. Then, (40) falls into the category of Friedrichs' systems by setting $m=d^{2}+1+d$ and

$$
\mathcal{K}=\left[\begin{array}{c:c:c}
\mathcal{I}_{d^{2}} & \mathcal{Z} & 0  \tag{41}\\
\hdashline(\mathcal{Z})^{t} & \left(d+\gamma_{1}\right) & 0 \\
\hdashline 0 & 0 & \gamma_{2} \overline{\mathcal{I}}_{d}
\end{array}\right], \quad \mathcal{A}^{k}=\left[\begin{array}{c:c:c}
0 & 0 & \mathcal{E}^{k} \\
\hdashline 0 & 0 & 0 \\
\hdashline\left(\mathcal{E}^{k}\right)^{t} & 0
\end{array}\right],
$$

where $\mathcal{Z} \in \mathbb{R}^{d^{2}}$ has components given by $\mathcal{Z}_{[i j]}=\delta_{i j}$, and for all $k \in\{1, \ldots, d\}, \mathcal{E}^{k} \in \mathbb{R}^{d^{2}, d}$ has components given by $\mathcal{E}_{[i j], l}^{k}=-\frac{1}{2}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)$; here, $i, j, l \in\{1, \ldots, d\}$ and the $\delta$ 's denote Kronecker symbols. The graph space is $W=H_{\bar{\sigma}} \times L^{2}(\Omega) \times\left[H^{1}(\Omega)\right]^{d}$ with $H_{\bar{\sigma}}=\left\{\bar{\sigma} \in\left[L^{2}(\Omega)\right]^{d^{2}} ; \nabla \cdot\left(\sigma+\sigma^{t}\right) \in\left[L^{2}(\Omega)\right]^{d}\right\}$. An admissible boundary condition is to enforce a Dirichlet condition on $u$. Then, the boundary operators $D$ and $M$ admit the representation (5)-(6) with

$$
\mathcal{D}=\left[\begin{array}{c:c:c}
0 & 0 & \mathcal{H}  \tag{42}\\
\hdashline 0 & 0 & 0 \\
\hdashline \mathcal{H}^{t} & 0 & 0
\end{array}\right], \quad \mathcal{M}=\left[\begin{array}{c:c:c}
0 & 0 & -\mathcal{H} \\
\hdashline 0 & 0 & 0 \\
\hdashline \mathcal{H}^{t} & 0 & 0
\end{array}\right],
$$

where $\mathcal{H}=\sum_{k=1}^{d} n_{k} \mathcal{E}^{k} \in \mathbb{R}^{d^{2}, d}$ is such that $\mathcal{H} \xi=-\frac{1}{2}(\xi \otimes n+n \otimes \xi)$ for all $\xi \in \mathbb{R}^{d}$.
Remark 3.4. Using a Korn inequality, one can show that well-posedness still holds if $\gamma_{2} \geq 0$ a.e. in $\Omega$.
Let $\alpha_{1}>0, \alpha_{2}>0$, and $\eta>0$ and take

$$
\mathcal{S}_{F}=h_{F}^{2}\left[\begin{array}{c:c:c}
\alpha_{1} \mathcal{H}_{F} \cdot \mathcal{H}_{F}^{t} & 0 & 0  \tag{43}\\
\hdashline 0 & 0 & 0 \\
\hdashline 0 & 0 & \alpha_{2} \\
\hdashline \mathcal{I}_{d}
\end{array}\right], \quad \mathcal{M}_{F}=\left[\begin{array}{c:c:c}
0 & 0 \mathcal{H}_{F} \\
\hdashline 0 & 0 & 0 \\
\hdashline \mathcal{H}_{F}^{t} & 0 & \eta \mathcal{I}_{d}
\end{array}\right],
$$

where $\mathcal{H}_{F}$ is defined similarly to $\mathcal{H}$ by substituting $n_{F}$ to $n$. Then, (11)-(16) hold. Hence, if the exact solution is smooth enough,

$$
\begin{align*}
\left\|u-u_{h}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} \nabla\left(u-u_{h}\right)\right\|_{\Omega}+\| p- & p_{h}\left\|_{\Omega}+\right\| \sigma-\sigma_{h} \|_{\Omega} \\
& +\left\|\mathfrak{h}^{\frac{1}{2}} \nabla \cdot\left(\left(\sigma+\sigma^{t}\right)-\left(\sigma_{h}+\sigma_{h}^{t}\right)\right)\right\|_{\Omega} \lesssim h^{p+\frac{1}{2}}\|(\bar{\sigma}, p, u)\|_{\left[H^{p+1}(\Omega)\right]^{d^{2}+1+d}} \tag{44}
\end{align*}
$$

where Korn's Second Inequality has been used to simplify the estimate on the graph norm of the displacement.
Remark 3.5. Numerical experiments indicate that the above formulation is stable in the incompressible limit as $\gamma_{1} \rightarrow 0$. However the method becomes more sensitive to the choice of the stabilization parameters. A thorough analysis of the limit case goes beyond the present scope. A SCFEM for the Stokes equations similar to the one proposed here is analyzed in [7].

### 3.3.4. Maxwell's equations in the elliptic regime

Let $\sigma$ and $\mu$ be two positive functions in $L^{\infty}(\Omega)$ uniformly bounded away from zero. A simplified form of Maxwell's equations in $\mathbb{R}^{3}$ in the elliptic regime, i.e., when displacement currents are negligible, consists of the PDE's

$$
\left\{\begin{array}{l}
\mu H+\nabla \times E=f  \tag{45}\\
\sigma E-\nabla \times H=g
\end{array}\right.
$$

with data $f$ and $g$ in $\left[L^{2}(\Omega)\right]^{3}$. The above PDE's fall into the category of Friedrichs' systems by setting $m=6$ and

$$
\mathcal{K}=\left[\begin{array}{c:c}
\mu \mathcal{I}_{3} & 0  \tag{46}\\
\hdashline 0 & \sigma \mathcal{I}_{3}
\end{array}\right], \quad \mathcal{A}^{k}=\left[\begin{array}{c:c}
0 & \mathcal{R}^{k} \\
\hdashline\left(\mathcal{R}^{k}\right)^{t} & 0
\end{array}\right],
$$

with $\mathcal{R}_{i j}^{k}=\epsilon_{i k j}$ for $i, j, k \in\{1,2,3\}, \epsilon_{i k j}$ being the Levi-Civita permutation tensor. The graph space is $W=H(\operatorname{curl} ; \Omega) \times H(\operatorname{curl} ; \Omega)$. An admissible boundary condition is to enforce a Dirichlet condition on the tangential component of the electric field. Then, the boundary operators $D$ and $M$ admit the representation (5)(6) with

$$
\mathcal{D}=\left[\begin{array}{c:c}
0 & \mathcal{N}  \tag{47}\\
\hdashline \mathcal{N}^{t} & 0
\end{array}\right], \quad \mathcal{M}=\left[\begin{array}{c:c}
0 & -\mathcal{N} \\
\hdashline \mathcal{N}^{t} & 0
\end{array}\right],
$$

where $\mathcal{N}=\sum_{k=1}^{3} n_{k} \mathcal{R}^{k} \in \mathbb{R}^{3,3}$ is such that $\mathcal{N} \xi=n \times \xi$ for all $\xi \in \mathbb{R}^{3}$.
Let $\alpha_{1}>0, \alpha_{2}>0$, and $\eta>0$ and take

$$
\mathcal{S}_{F}=h_{F}^{2}\left[\begin{array}{c:c}
\alpha_{1} \mathcal{N}_{F}^{t} \mathcal{N}_{F} & 0  \tag{48}\\
\hdashline 0 & \alpha_{2} \mathcal{N}_{F}^{t} \mathcal{N}_{F}
\end{array}\right], \quad \mathcal{M}_{F}=\left[\begin{array}{c:c}
0 & -\mathcal{N}_{F} \\
\hdashline \mathcal{N}_{F}^{t} & \eta \mathcal{N}_{F}^{t} \mathcal{N}_{F}
\end{array}\right],
$$

where $\mathcal{N}_{F}$ is defined similarly to $\mathcal{N}$ by substituting $n_{F}$ to $n$. Then, (11)-(16) hold. Hence, if the exact solution is smooth enough,

$$
\begin{equation*}
\left\|E-E_{h}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} \nabla \times\left(E-E_{h}\right)\right\|_{\Omega}+\left\|H-H_{h}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} \nabla \times\left(H-H_{h}\right)\right\|_{\Omega} \lesssim h^{p+\frac{1}{2}}\|(H, E)\|_{\left[H^{p+1}(\Omega)\right]^{6}} . \tag{49}
\end{equation*}
$$

## 4. FRIEDRICHS' SYSTEMS WITH $2 \times 2$ BLOCK STRUCTURE

This section deals with a specific class of Friedrichs' systems endowed with a particular $2 \times 2$ block structure such that the dependent variable $z$ in (4) can be partitioned into the form $z=\left(z^{\sigma}, z^{u}\right)$ and the variable $z^{\sigma}$ can be eliminated to yield a system of second-order PDE's for $z^{u}$ that is of elliptic type. This class of Friedrichs' systems and its approximation by a local DGM was recently analyzed in [14]. The purpose of this section is to design and analyze a SCFEM where only the jumps of the normal derivative of the $z^{u}$-component are penalized. The motivation for using this type of stabilization is to substantially reduce the number of nonzero entries in
the stiffness matrix, thus alleviating considerably memory requirements. The main results are Theorem 4.1 (along with Cor. 4.1) and Theorem 4.2. The key difference with the analysis of Section 3 is that only the graph norm of the $u$-component (instead of the full graph norm weighted by $\mathfrak{h}^{\frac{1}{2}}$ ) is controlled. Moreover, an optimal $L^{2}$-error estimate for the $u$-component is derived using elliptic regularity and a duality argument. Furthermore, a singular perturbation of the error estimate is included in the analysis to recover optimal error estimates when the terms associated with elliptic behavior are actually dominated by other first-order derivatives, e.g., for advection-dominated advection-diffusion problems.

### 4.1. The continuous and discrete settings

Let $m_{\sigma}$ and $m_{u}$ be two positive integers such that $m=m_{\sigma}+m_{u}$ and assume that for all $k \in\{1, \ldots, d\}$, the matrices $\mathcal{A}^{k}$ have the following structure

$$
\mathcal{A}^{k}=\left[\begin{array}{c:c}
0 & \frac{1}{2}^{\frac{1}{2}} \mathcal{B}^{k}  \tag{50}\\
\hdashline \epsilon^{\frac{1}{2}}\left(\mathcal{B}^{k}\right)^{t} & \mathcal{C}^{k}
\end{array}\right],
$$

where $\mathcal{B}^{k}$ is $\mathbb{R}^{m_{\sigma}, m_{u}}$-valued and $\mathcal{C}^{k}$ is $\mathbb{R}^{m_{u}, m_{u}}$-valued. To handle the case of advection-diffusion equations with dominant advection, we have also included a positive parameter $\epsilon$ that is at most of order unity but can take arbitrarily small values. The notation $A \lesssim B$ now means that $A \leq c B$ with $c$ positive and independent of $h$ and $\epsilon$. Furthermore, the fields $\mathcal{B}^{k}$ and $\mathcal{C}^{k}$ are of order unity. Examples of Friedrichs' systems endowed with the above structure are advection-diffusion-reaction equations ( $\epsilon$ is the diffusion coefficient, $m_{\sigma}=d$, and $m_{u}=1$ ), linear elasticity equations $\left(\epsilon=1, m_{\sigma}=d^{2}+1\right.$, and $\left.m_{u}=d\right)$, and the Maxwell equations in the elliptic regime $\left(\epsilon=1, m_{\sigma}=3\right.$, and $\left.m_{u}=3\right)$. Owing to (50), the matrix $\mathcal{D}$ is such that

$$
\mathcal{D}=\left[\begin{array}{c:c}
0 & \epsilon^{\frac{1}{2}} \mathcal{D}^{\sigma u}  \tag{51}\\
\hdashline \epsilon^{\frac{1}{2}}\left(\mathcal{D}^{\sigma u}\right)^{t} & \mathcal{D}^{u u}
\end{array}\right],
$$

with obvious notation. For simplicity, we restrict ourselves to the case where the boundary conditions are enforced by taking

$$
\mathcal{M}=\left[\begin{array}{c:c}
0 & -\epsilon^{\frac{1}{2}} \mathcal{D}^{\sigma u}  \tag{52}\\
\hdashline \epsilon^{\frac{1}{2}}\left(\mathcal{D}^{\sigma u}\right)^{t} & 0
\end{array}\right] .
$$

This corresponds to a Dirichlet condition on $u$ both for the advection-diffusion-reaction equation and for the linear elasticity equations, while it enforces the condition $E \times n=0$ for the Maxwell equations in the elliptic regime.

To enforce boundary conditions weakly, we introduce for all $F \in \mathcal{F}_{h}^{\partial}$ a matrix-valued field $\mathcal{M}_{F}$ such that

$$
\mathcal{M}_{F}=\left[\begin{array}{c:c}
0 & -\epsilon^{\frac{1}{2}} \mathcal{D}^{\sigma u}  \tag{53}\\
\hdashline \epsilon^{\frac{1}{2}}\left(\mathcal{D}^{\sigma u}\right)^{t} & \mathcal{M}_{F}^{u u}
\end{array}\right] .
$$

We still assume that the consistency condition (12) holds. However, instead of (11), (13), and (14), we now assume that $\mathcal{M}_{F}^{u u}$ is symmetric and that

$$
\begin{equation*}
\frac{\epsilon}{h_{F}}\left(\left(\mathcal{D}^{\sigma u}\right)^{t} \mathcal{D}^{\sigma u}\right)^{\frac{1}{2}}+\left|\mathcal{D}^{u u}\right| \lesssim \mathcal{M}_{F}^{u u} \lesssim\left(1+\frac{\epsilon}{h_{F}}\right) \mathcal{I}_{m_{u}} \tag{54}
\end{equation*}
$$

If $\epsilon=1$, this yields $\frac{1}{h_{F}}\left(\left(\mathcal{D}^{\sigma u}\right)^{t} \mathcal{D}^{\sigma u}\right)^{\frac{1}{2}} \lesssim \mathcal{M}_{F}^{u u} \lesssim \frac{1}{h_{F}} \mathcal{I}_{m_{u}}$, while if $\epsilon \ll h$, (54) implies that $\mathcal{M}_{F}^{u u}$ and $\mathcal{D}^{u u}$ satisfy (11), (13), and (14).

To penalize the jumps of the normal derivative of the $z^{u}$-component only, we introduce for all $F \in \mathcal{F}_{h}^{\mathrm{i}}$ a matrix-valued field $\mathcal{S}_{F}$ such that

$$
\mathcal{S}_{F}=\left[\begin{array}{c:c}
0 & 0  \tag{55}\\
\hdashline 0 & \mathcal{S}_{F}^{u} \bar{u}
\end{array}\right] .
$$

Instead of (15) and (16), we now assume that $\mathcal{S}_{F}^{u u}$ is symmetric and that

$$
\begin{equation*}
\frac{\epsilon}{h_{F}}\left(\left(\mathcal{D}_{F}^{\sigma u}\right)^{t} \mathcal{D}_{F}^{\sigma u}\right)^{\frac{1}{2}}+\left|\mathcal{D}_{F}^{u u}\right| \lesssim \frac{1}{h_{F}^{2}} \mathcal{S}_{F}^{u u} \lesssim\left(1+\frac{\epsilon}{h_{F}}\right) \mathcal{I}_{m_{u}} \tag{56}
\end{equation*}
$$

If $\epsilon=1$, this yields $h_{F}\left(\left(\mathcal{D}_{F}^{\sigma u}\right)^{t} \mathcal{D}_{F}^{\sigma u}\right)^{\frac{1}{2}} \lesssim \mathcal{S}_{F}^{u u} \lesssim h_{F} \mathcal{I}_{m_{u}}$, while if $\epsilon \ll h$, (56) implies that $\mathcal{S}_{F}^{u u}$ and $\mathcal{D}^{u u}$ satisfy (16).

Owing to the above setting, the bilinear form $a_{h}$ defined by (17) becomes

$$
\begin{align*}
a_{h}(v, w)= & (\mathcal{K} v, w)_{\Omega}+\epsilon^{\frac{1}{2}}\left(B v^{u}, w^{\sigma}\right)_{\Omega}+\epsilon^{\frac{1}{2}}\left(\tilde{B} v^{\sigma}, w^{u}\right)_{\Omega}+\left(C v^{u}, w^{u}\right)_{\Omega} \\
& +\sum_{F \in \mathcal{F}_{h}^{\partial}}\left[-\epsilon^{\frac{1}{2}}\left(\mathcal{D}^{\sigma u} v^{u}, w^{\sigma}\right)_{F}+\frac{1}{2}\left(\left(\mathcal{M}_{F}^{u u}-\mathcal{D}^{u u}\right) v^{u}, w^{u}\right)_{F}\right]+\sum_{F \in \mathcal{F}_{h}^{i}}\left(\mathcal{S}_{F}^{u u} \llbracket \nabla v^{u} \rrbracket, \llbracket \nabla w^{u} \rrbracket\right)_{F}, \tag{57}
\end{align*}
$$

where $B=\sum_{k=1}^{d} \mathcal{B}^{k} \partial_{k}, \tilde{B}=\sum_{k=1}^{d}\left(\mathcal{B}^{k}\right)^{t} \partial_{k}$, and $C=\sum_{k=1}^{d} \mathcal{C}^{k} \partial_{k}$. The discrete problem is still (18) with the discrete space $W_{h}$ unchanged, i.e., equal-order interpolation is used for the $u$ - and the $\sigma$-components.

### 4.2. Convergence analysis

To perform the error analysis we introduce the following norm on $W(h)$,

$$
\begin{equation*}
\|v\|^{2}=\|v\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{\partial}}\left|v^{u}\right|_{M, F}^{2}+\sum_{F \in \mathcal{F}_{h}^{\mathfrak{i}}}\left|\llbracket \nabla v^{u} \rrbracket\right|_{S, F}^{2}+\left\|\epsilon^{\frac{1}{2}} B v^{u}\right\|_{\Omega}^{2}+\left\|\mathfrak{h}^{\frac{1}{2}} C v^{u}\right\|_{\Omega}^{2} \tag{58}
\end{equation*}
$$

with the semi-norms $\left|v^{u}\right|_{M, F}=\left(\mathcal{M}_{F}^{u u} v^{u}, v^{u}\right)_{F}^{\frac{1}{2}}$ and $\left|\llbracket \nabla v^{u} \rrbracket\right|_{S, F}=\left(\mathcal{S}_{F}^{u u} \llbracket \nabla v^{u} \rrbracket, \llbracket \nabla v^{u} \rrbracket\right)_{F}^{\frac{1}{2}}$. The triple norm $\|\cdot\|$ with which we want to control the error is substantially different from that used in Section 3 and defined by (19). Indeed, the full graph norm weighted by $\mathfrak{h}^{\frac{1}{2}}$ is not present in (58); instead, we now want to control the $B$-derivatives of the $u$-component weighted by $\epsilon^{\frac{1}{2}}$ (e.g., the diffusive flux for an advection-diffusion problem) and the $C$-derivatives of the $u$-component weighted by $\mathfrak{h}^{\frac{1}{2}}$ (e.g., the advective derivative weighted by the same factor). Furthermore, only the jumps of the gradient of the $u$-component are controlled.

Lemma 4.1 (stability). Assume that for all $k \in\{1, \ldots, d\}, \mathcal{B}^{k} \in\left[\mathcal{C}^{0,1}(\Omega)\right]^{m_{\sigma}, m_{u}}$ and $\mathcal{C}^{k} \in\left[\mathcal{C}^{0,1}(\Omega)\right]^{m_{u}, m_{u}}$, and that

$$
\begin{equation*}
\forall T \in \mathcal{T}_{h}, \forall w_{h} \in W_{h}, \quad\left\|C w_{h}^{u}\right\|_{T} \lesssim\left\|B w_{h}^{u}\right\|_{T} \tag{59}
\end{equation*}
$$

Then, the following holds:

$$
\begin{equation*}
\forall v_{h} \in W_{h}, \quad \sup _{w_{h} \in W_{h} \backslash\{0\}} \frac{a_{h}\left(v_{h}, w_{h}\right)}{\left\|w_{h}\right\|} \gtrsim\left\|v_{h}\right\| . \tag{60}
\end{equation*}
$$

Proof. Let $v_{h} \in W_{h}$. It is clear that the coercivity property (21) now becomes

$$
a_{h}\left(v_{h}, v_{h}\right) \gtrsim\left\|v_{h}\right\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{\partial}}\left|v_{h}^{u}\right|_{M, F}^{2}+\sum_{F \in \mathcal{F}_{h}^{\mathrm{i}}}\left|\llbracket \nabla v_{h}^{u} \rrbracket\right|_{S, F}^{2}
$$

(i) Take $\zeta_{h}=\pi_{h}\left(0, \mathfrak{h} \bar{C} v_{h}^{u}\right)$ where $\bar{C}$ is defined similarly to $\bar{A}$ in the proof of Lemma 3.1. Let us first prove that $\left\|\zeta_{h}\right\| \lesssim\left\|v_{h}\right\|$. Proceeding as in the proof of Lemma 3.1, it is inferred that for all $T \in \mathcal{T}_{h}$,

$$
\begin{equation*}
\left\|\zeta_{h}\right\|_{T} \lesssim \min \left(\left\|v_{h}^{u}\right\|_{\Delta_{1}(T)}, h_{T}^{\frac{1}{2}}\left\|\mathfrak{h}^{\frac{1}{2}} C v_{h}^{u}\right\|_{\Delta_{1}(T)}+h_{T}^{\frac{1}{2}}\left\|v_{h}^{u}\right\|_{\Delta_{1}(T)}\right) \tag{61}
\end{equation*}
$$

so that $\left\|\zeta_{h}\right\|_{\Omega} \lesssim\left\|v_{h}\right\|_{\Omega} \leq\left\|v_{h}\right\|$. Furthermore, for all $F \in \mathcal{F}_{h}^{\partial}$, using (54) (upper bound) leads to $\left|\zeta_{h}^{u}\right|_{M, F}^{2} \lesssim$ $\left\|\zeta_{h}^{u}\right\|_{F}^{2}+\frac{\epsilon}{h_{F}}\left\|\zeta_{h}^{u}\right\|_{F}^{2}$, and the first term is bounded using (10) and (61) by

$$
\left\|\zeta_{h}^{u}\right\|_{F}^{2} \lesssim\left\|v_{h}^{u}\right\|_{\Delta_{1}(T(F))}^{2}+\left\|\mathfrak{h}^{\frac{1}{2}} C v_{h}^{u}\right\|_{\Delta_{1}(T(F))}^{2}
$$

Moreover, using (10), (24), (59), and (61) yields

$$
\frac{\epsilon}{h_{F}}\left\|\zeta_{h}^{u}\right\|_{F}^{2} \lesssim \epsilon\left\|\bar{C} v_{h}^{u}\right\|_{\Delta_{1}(T(F))}^{2} \lesssim\left\|(C-\bar{C}) v_{h}^{u}\right\|_{\Delta_{1}(T(F))}^{2}+\epsilon\left\|C v_{h}^{u}\right\|_{\Delta_{1}(T(F))}^{2} \lesssim\left\|v_{h}^{u}\right\|_{\Delta_{1}(T(F))}^{2}+\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Delta_{1}(T(F))}^{2}
$$

since $\epsilon \leq 1$. Hence,

$$
\sum_{F \in \mathcal{F}_{h}^{\partial}}\left|\zeta_{h}^{u}\right|_{M, F}^{2} \lesssim\left\|v_{h}\right\|^{2}
$$

Similarly, using (56),

$$
\sum_{F \in \mathcal{F}_{h}^{\mathrm{i}}}\left|\llbracket \nabla \zeta_{h}^{u}\left\|\left.\right|_{S, F} ^{2} \lesssim\right\| v_{h} \|^{2}\right.
$$

Moreover, using (9), (59), and the fact that $\epsilon \leq 1$ yields

$$
\left\|\epsilon^{\frac{1}{2}} B \zeta_{h}^{u}\right\|_{\Omega} \lesssim\left\|\epsilon^{\frac{1}{2}} \bar{C} v_{h}^{u}\right\|_{\Omega} \lesssim\left\|(C-\bar{C}) v_{h}^{u}\right\|_{\Omega}+\left\|\epsilon^{\frac{1}{2}} C v_{h}^{u}\right\|_{\Omega} \lesssim\left\|v_{h}^{u}\right\|_{\Omega}+\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Omega} \lesssim\left\|v_{h}\right\|
$$

Proceeding similarly yields $\left\|\mathfrak{h}^{\frac{1}{2}} C \zeta_{h}^{u}\right\|_{\Omega} \lesssim\left\|v_{h}^{u}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} C v_{h}^{u}\right\|_{\Omega} \lesssim\left\|v_{h}\right\|$. Collecting the above bounds, it is finally inferred that

$$
\left\|\zeta_{h}\right\| \lesssim\left\|v_{h}\right\| .
$$

Now, observe that

$$
\begin{aligned}
\left\|\mathfrak{h}^{\frac{1}{2}} C v_{h}^{u}\right\|_{\Omega}^{2}= & a_{h}\left(v_{h}, \zeta_{h}\right)-\left(\mathcal{K} v_{h}, \zeta_{h}\right)_{\Omega}-\left(\epsilon^{\frac{1}{2}} \tilde{B} v_{h}^{\sigma}, \zeta_{h}^{u}\right)_{\Omega}-\sum_{F \in \mathcal{F}_{h}^{\partial}} \frac{1}{2}\left(\left(\mathcal{M}_{F}^{u u}-\mathcal{D}^{u u}\right) v_{h}^{u}, \zeta_{h}^{u}\right)_{F} \\
& -\sum_{F \in \mathcal{F}_{h}^{\mathrm{i}}}\left(\mathcal{S}_{F}^{u u} \llbracket \nabla v_{h}^{u} \rrbracket, \llbracket \nabla \zeta_{h}^{u} \rrbracket\right)_{F}+\left(C v_{h}^{u}, \mathfrak{h} C v_{h}^{u}-\zeta_{h}^{u}\right)_{\Omega}:=a_{h}\left(v_{h}, \zeta_{h}\right)+R_{1}+R_{2}+R_{3}+R_{4}+R_{5}
\end{aligned}
$$

The term $R_{1}$ is controlled as in the proof of Lemma 3.1. The same is possible for the term $R_{5}$ since (56) (lower bound) implies that $h_{F}^{2}\left|\mathcal{D}_{F}^{u u}\right| \lesssim \mathcal{S}_{F}^{u u}$. Furthermore, owing to (10) and (59),

$$
\begin{aligned}
\left(\epsilon^{\frac{1}{2}} \tilde{B} v_{h}^{\sigma}, \zeta_{h}^{u}\right)_{T} & \lesssim \epsilon^{\frac{1}{2}}\left\|v_{h}^{\sigma}\right\|_{T}\left\|\bar{C} v_{h}^{u}\right\|_{\Delta_{1}(T)} \\
& \lesssim \epsilon^{\frac{1}{2}}\left\|v_{h}^{\sigma}\right\|_{T}\left(\left\|(C-\bar{C}) v_{h}^{u}\right\|_{\Delta_{1}(T)}+\left\|C v_{h}^{u}\right\|_{\Delta_{1}(T)}\right) \\
& \lesssim \epsilon^{\frac{1}{2}}\left\|v_{h}^{\sigma}\right\|_{T}\left(\left\|v_{h}^{u}\right\|_{\Delta_{1}(T)}+\left\|B v_{h}^{u}\right\|_{\Delta_{1}(T)}\right)
\end{aligned}
$$

whence it follows that

$$
\left|R_{2}\right| \lesssim\left\|v_{h}\right\|_{\Omega}^{2}+\gamma\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Omega}^{2}
$$

where $\gamma$ can be chosen as small as needed. To bound $R_{3}$, observe that since $\left|\mathcal{D}^{u u}\right| \lesssim \mathcal{M}_{F}^{u u}$ and $\mathcal{M}_{F}^{u u}$ is positive,

$$
\left|\left(\left(\mathcal{M}_{F}^{u u}-\mathcal{D}^{u u}\right) v_{h}^{u}, \zeta_{h}^{u}\right)_{F}\right| \lesssim\left(\mathcal{M}_{F}^{u u} v_{h}^{u}, \zeta_{h}^{u}\right)_{F} \lesssim\left|v_{h}^{u}\right|_{M, F}\left|\zeta_{h}^{u}\right|_{M, F}
$$

and proceed similarly to bound $R_{4}$. Collecting the above bounds yields

$$
\begin{equation*}
\left\|\mathfrak{h}^{\frac{1}{2}} C v_{h}^{u}\right\|_{\Omega}^{2} \lesssim a_{h}\left(v_{h}, \zeta_{h}\right)+a_{h}\left(v_{h}, v_{h}\right)+\gamma\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Omega}^{2} . \tag{62}
\end{equation*}
$$

(ii) Take $\xi_{h}=\pi_{h}\left(\epsilon^{\frac{1}{2}} \bar{B} v_{h}^{u}, 0\right)$. Proceeding as above leads to

$$
\left\|\xi_{h}\right\| \lesssim\left\|v_{h}\right\| .
$$

Now, observe that

$$
\begin{aligned}
\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Omega}^{2} & =a_{h}\left(v_{h}, \xi_{h}\right)-\left(\mathcal{K} v_{h}, \xi_{h}\right)_{\Omega}+\sum_{F \in \mathcal{F}_{h}^{\partial}}\left(\epsilon^{\frac{1}{2}} \mathcal{D}^{\sigma u} v_{h}^{u}, \xi_{h}^{\sigma}\right)_{F}+\left(\epsilon^{\frac{1}{2}} B v_{h}^{u}, \epsilon^{\frac{1}{2}} B v_{h}^{u}-\xi_{h}^{\sigma}\right)_{\Omega} \\
& :=a_{h}\left(v_{h}, \xi_{h}\right)+R_{1}+R_{2}+R_{3}
\end{aligned}
$$

It is clear that

$$
\left|R_{1}\right| \lesssim\left\|v_{h}^{u}\right\|_{\Omega}^{2}+\gamma\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Omega}^{2}
$$

Furthermore, since $\frac{\epsilon}{h_{F}}\left(\left(\mathcal{D}^{\sigma u}\right)^{t} \mathcal{D}^{\sigma u}\right)^{\frac{1}{2}} \lesssim \mathcal{M}_{F}^{u u}$ owing to (54) (lower bound), it is inferred that

$$
\left(\epsilon^{\frac{1}{2}} \mathcal{D}^{\sigma u} v_{h}^{u}, \xi_{h}^{\sigma}\right)_{F} \lesssim\left\|\left(\frac{\epsilon}{h_{F}}\right)^{\frac{1}{2}} \mathcal{D}^{\sigma u} v_{h}^{u}\right\|_{F}\left\|\xi_{h}\right\|_{\mathcal{T}(F)} \lesssim\left|v_{h}^{u}\right|_{M, F}\left\|\xi_{h}\right\|_{\mathcal{T}(F)}
$$

whence it follows that

$$
\left|R_{2}\right| \lesssim\left\|v_{h}^{u}\right\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{a}}\left|v_{h}^{u}\right|_{M, F}^{2}+\gamma\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Omega}^{2}
$$

Finally, proceeding as in the proof of Lemma 3.1 and using $\left(\left(\mathcal{D}_{F}^{\sigma u}\right)^{t} \mathcal{D}_{F}^{\sigma u}\right)^{\frac{1}{2}} \lesssim\left(\epsilon h_{F}\right)^{-1} \mathcal{S}_{F}^{u u}$ from (56) (lower bound) yields

$$
\left|R_{3}\right| \lesssim\left\|v_{h}^{u}\right\|_{\Omega}^{2}+\sum_{F \in \mathcal{F}_{h}^{i}} \left\lvert\, \llbracket \nabla v_{h}^{u}\left\|_{S, F}^{2}+\gamma\right\| \epsilon^{\frac{1}{2}} B v_{h}^{u}\right. \|_{\Omega}^{2}
$$

Collecting the above bounds leads to

$$
\begin{equation*}
\left\|\epsilon^{\frac{1}{2}} B v_{h}^{u}\right\|_{\Omega}^{2} \lesssim a_{h}\left(v_{h}, \xi_{h}\right)+a_{h}\left(v_{h}, v_{h}\right) \tag{63}
\end{equation*}
$$

(iii) The bounds (62) and (63) readily imply

$$
\left\|v_{h}\right\|^{2} \lesssim a_{h}\left(v_{h}, \zeta_{h}\right)+a_{h}\left(v_{h}, \xi_{h}\right)+a_{h}\left(v_{h}, v_{h}\right)
$$

and the conclusion results from the fact that $\left\|\zeta_{h}\right\| \lesssim\left\|v_{h}\right\|$ and $\left\|\xi_{h}\right\| \lesssim\left\|v_{h}\right\|$.
Lemma 4.2 (continuity). Define the following norm on $W(h)$,

$$
\begin{equation*}
\|v\|_{*}^{2}=\|v\|^{2}+\sum_{T \in \mathcal{T}_{h}}\left[\left(1+\frac{\epsilon}{h_{T}}\right) h_{T}^{-1}\left\|v^{u}\right\|_{T}^{2}+\left(1+\frac{\epsilon}{h_{T}}\right)\left\|v^{u}\right\|_{\partial T}^{2}+h_{T}\left\|v^{\sigma}\right\|_{\partial T}^{2}\right] \tag{64}
\end{equation*}
$$

Then, the following holds:

$$
\begin{equation*}
\forall\left(v, w_{h}\right) \in W(h) \times W_{h}, \quad a_{h}\left(v, w_{h}\right) \lesssim\|v\|_{*}\left\|w_{h}\right\| \tag{65}
\end{equation*}
$$

Proof. The idea is to bound the three terms in the right-hand side (20) making use of the block structure under consideration. Owing to (9) and the symmetry of $\mathcal{C}^{k}$, for all $T \in \mathcal{T}_{h}$,

$$
\begin{aligned}
\left|\left(v, \tilde{T} w_{h}\right)_{T}\right| & \lesssim\|v\|_{T}\left\|w_{h}\right\|_{T}+\left\|v^{\sigma}\right\|_{T}\left\|\epsilon^{\frac{1}{2}} B w_{h}^{u}\right\|_{T}+\left|\left(v^{u}, \epsilon^{\frac{1}{2}} \tilde{B} w_{h}^{\sigma}\right)_{T}\right|+\left|\left(v^{u}, C w_{h}^{u}\right)_{T}\right| \\
& \lesssim\|v\|_{T}\left\|w_{h}\right\|_{T}+\left\|v^{\sigma}\right\|_{T}\left\|\epsilon^{\frac{1}{2}} B w_{h}^{u}\right\|_{T}+\epsilon^{\frac{1}{2}} h_{T}^{-1}\left\|v^{u}\right\|_{T}\left\|w_{h}^{\sigma}\right\|_{T}+h_{T}^{-\frac{1}{2}}\left\|v^{u}\right\|_{T}\left\|\mathfrak{h}^{\frac{1}{2}} C w_{h}^{u}\right\|_{T}
\end{aligned}
$$

Hence,

$$
\left|\left(v, \tilde{T} w_{h}\right)_{\Omega}\right| \lesssim\|v\|_{*}\left\|w_{h}\right\| .
$$

Furthermore,

$$
\left(\left(\mathcal{M}_{F}+\mathcal{D}\right) v, w_{h}\right)_{F}=2\left(\epsilon^{\frac{1}{2}}\left(\mathcal{D}^{\sigma u}\right)^{t} v^{\sigma}, w_{h}^{u}\right)_{F}+\left(\left(\mathcal{M}_{F}^{u u}+\mathcal{D}^{u u}\right) v^{u}, w_{h}^{u}\right)_{F}
$$

Using (54) yields

$$
\left|\left(\left(\mathcal{M}_{F}+\mathcal{D}\right) v, w_{h}\right)_{F}\right| \lesssim h_{F}^{\frac{1}{2}}\left\|v^{\sigma}\right\|_{F}\left|w_{h}^{u}\right|_{M, F}+\left(1+\frac{\epsilon}{h_{T}}\right)^{\frac{1}{2}}\left\|v^{u}\right\|_{F}\left|w_{h}^{u}\right|_{M, F}
$$

Hence,

$$
\sum_{F \in \mathcal{F}_{h}^{\partial}} \frac{1}{2}\left|\left(\left(\mathcal{M}_{F}+\mathcal{D}\right) v, w_{h}\right)_{F}\right| \lesssim\|v\|_{*}\left\|w_{h}\right\|
$$

Finally, the bound on the third term is straightforward.
Since a consistency result analogous to Lemma 3.3 holds if the exact solution is smooth enough, the following convergence theorem is readily inferred from Lemmas 4.1 and 4.2.
Theorem 4.1 (convergence). Let $z$ solve (4) and let $z_{h}$ solve (18). Assume that $z=\left(z^{\sigma}, z^{u}\right) \in\left[H^{1}(\Omega)\right]^{m_{\sigma}} \times$ $\left[H^{2}(\Omega)\right]^{m_{u}}$. Then, under the assumptions of Lemma 4.1,

$$
\begin{equation*}
\left\|z-z_{h}\right\| \lesssim \inf _{v_{h} \in W_{h}}\left\|z-v_{h}\right\|_{*} \tag{66}
\end{equation*}
$$

Corollary 4.1. If $\epsilon \sim 1$ and if $z=\left(z^{\sigma}, z^{u}\right) \in\left[H^{p}(\Omega)\right]^{m_{\sigma}} \times\left[H^{p+1}(\Omega)\right]^{m_{u}}$, then

$$
\begin{equation*}
\left\|z-z_{h}\right\| \lesssim h^{p}\|z\|_{\left[H^{p}(\Omega)\right]^{m_{\sigma}} \times\left[H^{p+1}(\Omega)\right]^{m_{u}}} \tag{67}
\end{equation*}
$$

If $\epsilon \ll h$ and if $z=\left(z^{\sigma}, z^{u}\right) \in\left[H^{p+1}(\Omega)\right]^{m}$, then

$$
\begin{equation*}
\left\|z-z_{h}\right\| \lesssim h^{p+\frac{1}{2}}\|z\|_{\left[H^{p+1}(\Omega)\right]^{m}} \tag{68}
\end{equation*}
$$

Estimate (67) yields optimal convergence order for the $B$-directional derivative of the error if $\epsilon \sim 1$, whereas if $\epsilon \ll h$, estimate (68) yields optimal convergence order for the $C$-directional derivative of the error if the mesh family is quasi-uniform. When $\epsilon \sim 1$, estimate (67) yields that the error $\left\|z^{u}-z_{h}^{u}\right\|_{\Omega}$ converges to order $p$, which is suboptimal. This estimate can be improved by using the Aubin-Nitsche duality argument introduced in [14] for Friedrichs' systems. Consider the following continuous dual problem: letting $V^{*}=\operatorname{Ker}\left(D+M^{*}\right)$ where $M^{*} \in \mathcal{L}\left(W ; W^{\prime}\right)$ is the adjoint of the operator $M$,

$$
\begin{equation*}
\text { Find } \psi \in V^{*} \text { such that } \tilde{T} \psi=\left(0, z^{u}-z_{h}^{u}\right) \text { in } L \tag{69}
\end{equation*}
$$

Assume the following (elliptic) regularity result:

$$
\begin{equation*}
\left\|\psi^{\sigma}\right\|_{\left[H^{1}(\Omega)\right]^{m_{\sigma}}}+\left\|\psi^{u}\right\|_{\left[H^{2}(\Omega)\right]^{m_{u}}} \lesssim\left\|z^{u}-z_{h}^{u}\right\|_{\Omega} \tag{70}
\end{equation*}
$$

Lemma 4.3. Under the above hypotheses,

$$
\begin{equation*}
\forall v \in W(h), \quad a_{h}(v, \psi)=\left(v^{u}, z^{u}-z_{h}^{u}\right)_{\Omega} \tag{71}
\end{equation*}
$$

Proof. The identity results from (20). Since $\psi$ solves (69), $(v, \tilde{T} \psi)_{\Omega}=\left(v^{u}, z^{u}-z_{h}^{u}\right)_{\Omega}$. Moreover, since $\psi \in V^{*}$ and owing to the particular structure of $\mathcal{M}$ and $\mathcal{M}_{F}$, it is clear that $\left(\mathcal{M}_{F}^{t}+\mathcal{D}\right) \psi=0$. Hence,

$$
\sum_{F \in \mathcal{F}_{h}^{\partial}} \frac{1}{2}\left(\left(\mathcal{M}_{F}+\mathcal{D}\right) v, \psi\right)_{F}=0
$$

Finally, the last term in (20) vanishes because $\psi^{u} \in\left[H^{2}(\Omega)\right]^{m_{u}}$.

Lemma 4.4. The following holds:

$$
\begin{equation*}
\forall\left(v=\left(0, v^{u}\right), w\right) \in W(h) \times W(h), \quad a_{h}\left(\left(0, v^{u}\right), w\right) \lesssim\left\|\left(0, v^{u}\right)\right\|\|w\|_{*} \tag{72}
\end{equation*}
$$

Proof. The proof is similar to that of Lemma 4.2 except that we use (57) instead of (20).
Theorem 4.2. In the above framework, the following holds:

$$
\begin{equation*}
\left\|z^{u}-z_{h}^{u}\right\|_{\Omega} \lesssim h\left\|z-z_{h}\right\|+h \inf _{\left(q_{h}^{\sigma}, 0\right) \in W_{h}}\left(\sum_{F \in \mathcal{F}_{h}^{\partial}} h_{F}\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{F}^{2}+\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{T(F)}^{2}\right)^{\frac{1}{2}} \tag{73}
\end{equation*}
$$

Hence, if $z \in\left[H^{p}(\Omega)\right]^{m_{\sigma}} \times\left[H^{p+1}(\Omega)\right]^{m_{u}}$, then

$$
\begin{equation*}
\left\|z^{u}-z_{h}^{u}\right\|_{\Omega} \lesssim h^{p+1}\|z\|_{\left[H^{p}(\Omega)\right]^{m_{\sigma} \times\left[H^{p+1}(\Omega)\right]^{m_{u}}}} . \tag{74}
\end{equation*}
$$

Proof. Owing to (71) and Lemma 3.3,

$$
\left\|z^{u}-z_{h}^{u}\right\|_{\Omega}^{2}=a_{h}\left(z-z_{h}, \psi\right)=a_{h}\left(z-z_{h}, \psi-w_{h}\right)
$$

where $w_{h}$ is arbitrary in $W_{h}$. Hence,

$$
\begin{aligned}
\left\|z^{u}-z_{h}^{u}\right\|_{\Omega}^{2} & =a_{h}\left(\left(0, z^{u}-z_{h}^{u}\right), \psi-w_{h}\right)+\left(\mathcal{K}\left(z^{\sigma}-z_{h}^{\sigma}, 0\right), \psi-w_{h}\right)_{\Omega}+\epsilon^{\frac{1}{2}}\left(\tilde{B}\left(z^{\sigma}-z_{h}^{\sigma}\right), \psi^{u}-w_{h}^{u}\right)_{\Omega} \\
& :=T_{1}+T_{2}+T_{3}
\end{aligned}
$$

Owing to (72),

$$
\left|T_{1}\right| \lesssim\left\|z-z_{h}\right\|\left\|\left\|\psi-w_{h}\right\|_{*},\right.
$$

and clearly, $\left|T_{2}\right| \lesssim\left\|z-z_{h}\right\|\left\|\left\|\psi-w_{h}\right\|_{*}\right.$. Integrating by parts and using (54) (lower bound) yields

$$
\begin{aligned}
\left|T_{3}\right| & \lesssim\left\|z^{\sigma}-z_{h}^{\sigma}\right\|_{\Omega}\left\|\epsilon^{\frac{1}{2}} B\left(\psi^{u}-w_{h}^{u}\right)\right\|_{\Omega}+\sum_{F \in \mathcal{F}_{h}^{\partial}} h_{F}^{\frac{1}{2}}\left\|z^{\sigma}-z_{h}^{\sigma}\right\|_{F}\left|\psi^{u}-w_{h}^{u}\right|_{M, F} \\
& \lesssim\left\|z-z_{h}\right\|\left\|\psi-w_{h}\right\|_{*}+\left(\sum_{F \in \mathcal{F}_{h}^{\partial}} h_{F}\left\|z^{\sigma}-z_{h}^{\sigma}\right\|_{F}^{2}\right)^{\frac{1}{2}}\left\|\psi-w_{h}\right\|_{*}
\end{aligned}
$$

Let $\left(q_{h}^{\sigma}, 0\right)$ be arbitrary in $W_{h}$. Using (10) and triangle inequalities yields

$$
\begin{aligned}
\left\|z^{\sigma}-z_{h}^{\sigma}\right\|_{F} & \leq\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{F}+\left\|z_{h}^{\sigma}-q_{h}^{\sigma}\right\|_{F} \lesssim\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{F}+h_{F}^{-\frac{1}{2}}\left\|z_{h}^{\sigma}-q_{h}^{\sigma}\right\|_{T(F)} \\
& \leq\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{F}+h_{F}^{-\frac{1}{2}}\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{T(F)}+h_{F}^{-\frac{1}{2}}\left\|z^{\sigma}-z_{h}^{\sigma}\right\|_{T(F)}
\end{aligned}
$$

Hence,

$$
\left|T_{3}\right| \lesssim\left\|\mid z-z_{h}\right\|\left\|\left\|\psi-w_{h}\right\|_{*}+\left(\sum_{F \in \mathcal{F}_{h}^{\partial}} h_{F}\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{F}^{2}+\left\|z^{\sigma}-q_{h}^{\sigma}\right\|_{T(F)}^{2}\right)^{\frac{1}{2}}\right\| \psi-w_{h} \|_{*}
$$

Using (70) and classical interpolation results yields $\inf _{w_{h} \in W_{h}}\left\|\psi-w_{h}\right\|_{*} \lesssim h\left\|z^{u}-z_{h}^{u}\right\|_{\Omega}$. The conclusion is straightforward.

Remark 4.1. Estimate (67) also yields that the error $\left\|z^{\sigma}-z_{h}^{\sigma}\right\|_{\Omega}$ converges to order $p$, which is suboptimal. Optimality for both the $\sigma$ - and $u$-components can be recovered by considering polynomial interpolation of order $(p-1)$ for the $\sigma$-component, but this procedure can make the implementation more cumbersome. Moreover, numerical experiments on structured and unstructured meshes for smooth solutions indicate that $\left\|z^{\sigma}-z_{h}^{\sigma}\right\|_{\Omega}$ often converges to optimal order when considering equal-order interpolation for the $\sigma$ - and $u$-components.

### 4.3. Examples

In this section we apply the theoretical results of Section 4.2 to the three Friedrichs' systems endowed with the $2 \times 2$ block structure discussed in Section 4.1.

### 4.3.1. Advection-diffusion-reaction

Set $z^{\sigma}=\sigma$ and $z^{u}=u$. Clearly (59) holds since $\left|\beta \cdot \nabla w_{h}^{u}\right| \lesssim\left\|\nabla w_{h}^{u}\right\|$. Let $\alpha>0$ and take

$$
\begin{equation*}
\mathcal{S}_{F}^{u u}=\alpha h_{F}^{2}\left(\left|\beta \cdot n_{F}\right|+\frac{\epsilon}{h_{F}}\right), \quad \mathcal{M}_{F}^{u u}=\left|\beta \cdot n_{F}\right|+\frac{\epsilon}{h_{F}} . \tag{75}
\end{equation*}
$$

Observe that the design of $\mathcal{M}_{F}^{u u}$ is such that the boundary operator relevant to the pure advection-reaction limit is recovered as $\epsilon \rightarrow 0$. If $\epsilon \sim 1, \beta \in\left[\mathcal{C}^{0,1}(\Omega)\right]^{d}$, and the exact solution is smooth enough,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\Omega}+h\left\|\nabla\left(u-u_{h}\right)\right\|_{\Omega}+h\left\|\sigma-\sigma_{h}\right\|_{\Omega} \lesssim h^{p+1}\|(\sigma, u)\|_{\left[H^{p}(\Omega)\right]^{d} \times H^{p+1}(\Omega)} . \tag{76}
\end{equation*}
$$

Comparing (76) with (39), we observe that the optimal convergence of $\left\|\nabla \cdot\left(\sigma-\sigma_{h}\right)\right\|_{\Omega}$ is lost and that $\left\|\sigma-\sigma_{h}\right\|_{\Omega}$ converges only to order $p$ (instead of $p+\frac{1}{2}$ ). Furthermore, if $\epsilon \ll h$ and the exact solution is smooth enough,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\Omega}+\left\|\mathfrak{h}^{\frac{1}{2}} \beta \cdot \nabla\left(u-u_{h}\right)\right\|_{\Omega}+\left\|\sigma-\sigma_{h}\right\|_{\Omega} \lesssim h^{p+\frac{1}{2}}\|(\sigma, u)\|_{\left[H^{p+1}(\Omega)\right]^{d+1}} . \tag{77}
\end{equation*}
$$

### 4.3.2. Linear elasticity

Set $z^{\sigma}=(\bar{\sigma}, p)$ and $z^{u}=u$. Clearly (59) holds since $C=0$. Let $\alpha>0$ and $\eta>0$ and take

$$
\begin{equation*}
\mathcal{S}_{F}^{u u}=\alpha h_{F} \mathcal{I}_{d}, \quad \mathcal{M}_{F}^{u u}=\eta h_{F}^{-1} \mathcal{I}_{d} . \tag{78}
\end{equation*}
$$

Then, if the exact solution is smooth enough,

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\Omega}+h\left\|\nabla\left(u-u_{h}\right)\right\|_{\Omega}+h\left\|p-p_{h}\right\|_{\Omega}+h\left\|\sigma-\sigma_{h}\right\|_{\Omega} \lesssim h^{p+1}\|(\bar{\sigma}, p, u)\|_{\left[H^{p}(\Omega)\right]^{d^{2}+1} \times\left[H^{p+1}(\Omega)\right]^{d}} . \tag{79}
\end{equation*}
$$

Comparing (79) with (44), we observe that the optimal convergence of the divergence of the symmetric part of $\sigma$ is lost and that $\left\|\sigma-\sigma_{h}\right\|_{\Omega}$ and $\left\|p-p_{h}\right\|_{\Omega}$ converge only to order $p$ (instead of $p+\frac{1}{2}$ ).
Remark 4.2. Numerical experiments indicate that the above formulation is unstable in the incompressible limit. To obtain a stable formulation, a penalty on the jumps of the normal derivative of the discrete pressure has to be included, yielding a SCFEM similar to that proposed in [4] for the three-field Stokes problem. A similar modification is analyzed in [15] for the DGM.
4.3.3. Maxwell's equations in the elliptic regime

Set $z^{\sigma}=H$ and $z^{u}=E$. Clearly (59) holds since $C=0$. Let $\alpha>0$ and $\eta>0$ and take

$$
\begin{equation*}
\mathcal{S}_{F}^{u u}=\alpha h_{F} \mathcal{N}_{F}^{t} \mathcal{N}_{F}, \quad \mathcal{M}_{F}^{u u}=\eta h_{F}^{-1} \mathcal{N}_{F}^{t} \mathcal{N}_{F} \tag{80}
\end{equation*}
$$

Then, if the exact solution is smooth enough,

$$
\begin{equation*}
\left\|E-E_{h}\right\|_{\Omega}+h\left\|\nabla \times\left(E-E_{h}\right)\right\|_{\Omega}+h\left\|H-H_{h}\right\|_{\Omega} \lesssim h^{p+1}\|(H, E)\|_{\left[H^{p}(\Omega)\right]^{3} \times\left[H^{p+1}(\Omega)\right]^{3}} \tag{81}
\end{equation*}
$$

Comparing with the estimate (49), we observe that the optimal convergence of $\left\|\nabla \times\left(H-H_{h}\right)\right\|_{\Omega}$ is lost and that $\left\|H-H_{h}\right\|_{\Omega}$ converges only to order $p$ (instead of $p+\frac{1}{2}$ ).

Table 1. Convergence results for $p=1$ and the SCFEM analyzed in Section 3.

| $h$ | $h^{\frac{1}{2}} \times(34)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $h^{\frac{1}{2}} \times(39)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $h^{\frac{1}{2}} \times(44)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $h^{\frac{1}{2}} \times(49)$ | $\mathrm{O}\left(h^{\xi}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{-3}$ | $3.2 \mathrm{e}-2$ | - | $1.4 \mathrm{e}-1$ | - | $4.2 \mathrm{e}-1$ | - | $1.6 \mathrm{e}-0$ | - |
| $2^{-4}$ | $7.7 \mathrm{e}-3$ | 2.1 | $3.7 \mathrm{e}-2$ | 1.9 | $1.2 \mathrm{e}-1$ | 1.8 | $2.9 \mathrm{e}-1$ | 2.5 |
| $2^{-5}$ | $1.8 \mathrm{e}-3$ | 2.2 | $8.5 \mathrm{e}-3$ | 2.1 | $2.3 \mathrm{e}-2$ | 2.4 | $6.1 \mathrm{e}-2$ | 2.2 |
| $2^{-6}$ | $3.9 \mathrm{e}-4$ | 2.2 | $2.1 \mathrm{e}-3$ | 2.0 | $6.4 \mathrm{e}-3$ | 1.8 | $1.5 \mathrm{e}-2$ | 2.0 |
| $2^{-7}$ | $1.1 \mathrm{e}-4$ | 1.8 | $5.1 \mathrm{e}-4$ | 2.0 | $1.6 \mathrm{e}-3$ | 2.0 | $3.8 \mathrm{e}-3$ | 2.0 |

## 5. NumERICAL RESULTS

All the numerical experiments are carried out using FreeFem ++ [19]. We first consider test cases with analytical solutions to illustrate the convergence analysis and then test cases with rough solutions to illustrate how the present finite element method is suitable to control oscillations. The stabilization parameter for $\mathcal{M}_{F}$ is set to 1 and those for $\mathcal{S}_{F}$ to $10^{-2}$. Although a systematic investigation to optimize the values of jump penalty parameters goes beyond the present scope, we observe that setting them to $10^{-2}$ leads to a fairly efficient choice for two-dimensional problems and polynomial orders up to 2 ; see, e.g., [8] for further discussion on the optimal choice of penalty parameters. When the solution is rough and for problems having a $2 \times 2$ block structure, the SCFEM analyzed in Section 4 appears to be more robust with respect to the choice of stabilization parameters than the SCFEM analyzed in Section 3.

### 5.1. Convergence rates for smooth solutions

We consider the four examples of Friedrichs' systems discussed above. The data and right-hand side are chosen to yield the following exact solutions on the unit square:

- Advection-reaction: $\mu=1, \beta=(1,0)^{t}, u(x, y)=\arctan \left(\frac{(y-0.5)}{0.1}\right) \exp (-\mu x)$, and homogeneous Dirichlet boundary conditions are enforced on the line $\{x=0\}$.
- Advection-diffusion-reaction: $\mu=1, \beta=(1,0)^{t}, u(x, y)=\sin (\pi x) \sin (\pi y)$, and homogeneous Dirichlet boundary conditions are enforced on $u$.
- Linear elasticity: $\gamma_{1}=\gamma_{2}=1, u_{1}(x, y)=u_{2}(x, y)=\sin (\pi x) \sin (\pi y)$, and homogeneous Dirichlet boundary conditions are enforced on $u$.
- Maxwell's equations (two-dimensional setting): $\mu=1, \sigma=1, E(x, y)=\sin (2 \pi x) \sin (2 \pi y), H(x, y)=$ $2 \pi(\sin (2 \pi x) \cos (2 \pi y), \sin (2 \pi y) \cos (2 \pi x))^{t}$, and homogeneous Dirichlet boundary conditions are enforced on $E$.
Tables 1-4 present convergence results on unstructured meshes obtained with $p=1$ and $p=2$ for the two stabilization techniques discussed in Sections 3 and 4. The number in the first row of the tables refers to the equation number of the estimate, and the columns labeled $\mathrm{O}\left(h^{\xi}\right)$ indicate convergence orders. All the convergence orders match theoretical predictions. For the advection-reaction equation and $p=2$, the overall convergence order is correct, despite some irregularities on coarser meshes. All the experiments have been repeated on structured meshes leading to similar results. When working with structured meshes, a superconvergence phenomenon by a factor of $h^{\frac{1}{2}}$ is observed for $p=1$ and the estimates derived in Section 3. This observation can be linked to the fact that when using uniform meshes in one space dimension, the stabilization parameter can be chosen to yield a finite difference scheme of higher order on a 5 -point stencil.


### 5.2. Controlling oscillations in rough solutions

For the four Friedrichs' systems, we now consider geometries and data leading to rough solutions producing oscillations if approximated by a CFEM without stabilization. The test cases are the following:

- Advection-reaction: $\Omega$ is the unit square, $\mu=0, \beta=\left(\frac{3}{4}, \frac{1}{2}\right)^{t}, u(0, y)=\arctan \left(\frac{(y-0.5)}{0.01}\right)$, and $u(x, 0)=0$. Observe that the inflow data is discontinuous at the origin.

Table 2. Convergence results for $p=1$ and the SCFEM analyzed in Section 4.

| $h$ | $(76)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $(79)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $(81)$ | $\mathrm{O}\left(h^{\xi}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{-3}$ | $3.4 \mathrm{e}-2$ | - | $7.8 \mathrm{e}-2$ | - | $2.0 \mathrm{e}-1$ | - |
| $2^{-4}$ | $8.4 \mathrm{e}-3$ | 2.0 | $1.5 \mathrm{e}-2$ | 2.4 | $3.6 \mathrm{e}-2$ | 2.5 |
| $2^{-5}$ | $1.7 \mathrm{e}-3$ | 2.3 | $3.1 \mathrm{e}-3$ | 2.3 | $7.5 \mathrm{e}-3$ | 2.3 |
| $2^{-6}$ | $4.8 \mathrm{e}-4$ | 1.8 | $8.4 \mathrm{e}-4$ | 1.9 | $1.8 \mathrm{e}-3$ | 2.1 |
| $2^{-7}$ | $1.1 \mathrm{e}-4$ | 2.1 | $2.0 \mathrm{e}-4$ | 2.1 | $4.6 \mathrm{e}-4$ | 2.0 |

Table 3. Convergence results for $p=2$ and the SCFEM analyzed in Section 3.

| $h$ | $h^{\frac{1}{2}} \times(34)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $h^{\frac{1}{2}} \times(39)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $h^{\frac{1}{2}} \times(44)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $h^{\frac{1}{2}} \times(49)$ | $\mathrm{O}\left(h^{\xi}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{-3}$ | $5.3 \mathrm{e}-3$ | - | $1.6 \mathrm{e}-2$ | - | $4.9 \mathrm{e}-2$ | - | $2.5 \mathrm{e}-1$ | - |
| $2^{-4}$ | $2.2 \mathrm{e}-3$ | 1.3 | $1.9 \mathrm{e}-3$ | 3.1 | $5.5 \mathrm{e}-3$ | 3.2 | $2.9 \mathrm{e}-2$ | 3.1 |
| $2^{-5}$ | $9.4 \mathrm{e}-5$ | 4.5 | $2.1 \mathrm{e}-4$ | 3.2 | $6.3 \mathrm{e}-4$ | 3.1 | $3.4 \mathrm{e}-3$ | 3.1 |
| $2^{-6}$ | $2.0 \mathrm{e}-5$ | 2.2 | $2.7 \mathrm{e}-5$ | 3.0 | $8.5 \mathrm{e}-5$ | 2.9 | $4.2 \mathrm{e}-4$ | 3.0 |

Table 4. Convergence results for $p=2$ and the SCFEM analyzed in Section 4.

| $h$ | $(76)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $(79)$ | $\mathrm{O}\left(h^{\xi}\right)$ | $(81)$ | $\mathrm{O}\left(h^{\xi}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $2^{-3}$ | $5.4 \mathrm{e}-3$ | - | $1.1 \mathrm{e}-2$ | - | $4.6 \mathrm{e}-2$ | - |
| $2^{-4}$ | $7.1 \mathrm{e}-4$ | 2.9 | $1.5 \mathrm{e}-3$ | 2.9 | $6.3 \mathrm{e}-3$ | 2.9 |
| $2^{-5}$ | $9.0 \mathrm{e}-5$ | 3.0 | $2.0 \mathrm{e}-4$ | 2.9 | $7.2 \mathrm{e}-4$ | 3.1 |
| $2^{-6}$ | $1.1 \mathrm{e}-5$ | 3.0 | $2.4 \mathrm{e}-5$ | 3.1 | $8.7 \mathrm{e}-5$ | 3.0 |

- Advection-diffusion-reaction: $\Omega$ is an L-shaped domain, homogeneous Dirichlet boundary conditions are enforced, $\mu=0, \beta=(1,0)^{t}, \epsilon=1$, and $f=10 \exp \left(-100\left((x-0.5)^{2}+(y-0.5)^{2}\right)\right)$.
- Linear elasticity: $\Omega$ is an L-shaped domain, homogeneous Dirichlet boundary conditions are enforced on the displacement, $\gamma_{1}=\gamma_{2}=1, f_{1}=10 \exp \left(-(x-0.5)^{2}-(y-0.5)^{2}\right)$, and $f_{2}=0$.
- Maxwell's equation in the diffusive regime: $\Omega$ is the unit square, homogeneous Dirichlet boundary conditions are enforced on the electric field, $\mu=1, \sigma=1, f=750 \exp \left(-750\left((x-0.5)^{2}+(y-0.5)^{2}\right)\right)$, and $g=0$.
Figure 1 compares the approximate solution obtained with CFEM without (left) and with (right) stabilization for the advection-reaction equation. As expected, global oscillations are eliminated by the SCFEM; as for all stabilized finite element methods, spurious oscillations remain in the vicinity of layers.

Figure 2 compares the approximate solution obtained with CFEM without stabilization (left), with stabilization on $\sigma$ and $u$ (center), and with stabilization on $u$ only (right) for the advection-diffusion-reaction equation. The solution computed without stabilization exhibits oscillations, while oscillations are essentially eliminated by the SCFEM. Furthermore, owing to the sharp variations in the data $f$ near the point $\left(\frac{1}{2}, \frac{1}{2}\right)$ yielding insufficient regularity in the $\sigma$-component, the SCFEM with stabilization on $u$ produces slightly better results than the SCFEM with stabilization on $\sigma$ and $u$.

Figure 3 compares the approximate solution obtained with CFEM without stabilization (left), with stabilization on $\sigma$ and $u$ (center), and with stabilization on $u$ only (right) for the linear elasticity equations. As in the previous case, the solution computed without stabilization exhibits oscillations, while oscillations are essentially eliminated by the SCFEM. Furthermore, the two versions of the SCFEM produce similar results since the data $f$ has smoother variations than in the previous case. For the method analyzed in Section 3, the stabilization parameters for the displacements and the stresses have to be chosen separately. In the present case, we took $\alpha_{1}=10^{-3}$ and $\alpha_{2}=0.05$ in (43). For the method analyzed in Section 4, choosing $\alpha \in\left[10^{-1}, 10^{-3}\right]$ in (78) yields satisfactory results.


Figure 1. Advection-reaction: approximate solution obtained with CFEM without (left) and with (right) stabilization.


Figure 2. Advection-diffusion-reaction: approximate solution $u$ obtained with CFEM without stabilization (left), with stabilization on $\sigma$ and $u$ (center), and with stabilization on $u$ only (right).


Figure 3. Linear elasticity: approximate solution, second displacement component $u_{2}$ obtained with CFEM without stabilization (left), with stabilization on $\sigma$ and $u$ (center), and with stabilization on $u$ only (right).


Figure 4. Maxwell's equations in the elliptic regime: approximate solution $\left(H_{1}, H_{2}\right)$ obtained with CFEM without stabilization (left), with stabilization on $H$ and $E$ (center), and with stabilization on $E$ only (right).

Finally, Figure 4 compares the approximate solution obtained with CFEM without stabilization (left), with stabilization on $H$ and $E$ (center), and with stabilization on $E$ only (right) for Maxwell's equations in the elliptic regime. The magnetic field produced by the CFEM without stabilization is polluted by oscillations, while the two versions of the SCFEM yield similar and acceptable results.

## 6. CONCLUSION

The theoretical analysis and the numerical experiments presented in this work have shown that Friedrichs' systems can be satisfactorily approximated by stabilized continuous finite elements. For elliptic-like PDE's, the mixed form is considered. Two stabilizations of independent interest are proposed, yielding different convergence orders for the primal variable and its flux. The choice between the two stabilizations is driven by the regularity of the exact solution and cost considerations since the demand on memory is much lighter when only the primal variable is stabilized.
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