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OPTIMAL CONTROL OF A STOCHASTIC HEAT EQUATION
WITH BOUNDARY-NOISE AND BOUNDARY-CONTROL

ARNAUD DEBUSSCHE!, MARCO FUHRMAN? AND GIANMARIO TESSITORE?

Abstract. We are concerned with the optimal control of a nonlinear stochastic heat equation on
a bounded real interval with Neumann boundary conditions. The specificity here is that both the
control and the noise act on the boundary. We start by reformulating the state equation as an infinite
dimensional stochastic evolution equation. The first main result of the paper is the proof of existence
and uniqueness of a mild solution for the corresponding Hamilton-Jacobi-Bellman (HJB) equation.
The C! regularity of such a solution is then used to construct the optimal feedback for the control
problem. In order to overcome the difficulties arising from the degeneracy of the second order operator
and from the presence of unbounded terms we study the HJB equation by introducing a suitable
forward-backward system of stochastic differential equations as in the appraoch proposed in [14,27] for
finite dimensional and infinite dimensional semilinear parabolic equations respectively.
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1. INTRODUCTION

We are here concerned with an optimal control problem for a state equation of parabolic type on a bounded
real interval, which for convenience we take equal to [0,7]. We stress the fact that we consider Neumann
boundary conditions in which the derivative of the unknown is equal to the sum of the control and of a white
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noise in time, namely:

55 (58 = @(S,f) + f(s,9(5,€),  selt,T], £€(0,7),

y(t,&) = z(§)
Jy _ 1 i1 Jy _ .2 72
8_5(8’0) =u(s)+ Wy, a—g(s,ﬂ') =u’(s) + WZ.

dy 0%y
e 2

In the above equation {W}/, t > 0}, i = 1,2, are independent standard real Wiener processes; the unknown
y(s,&,w), representing the state of the system, is a real-valued process; the control is modellized by the two
predictable real-valued processes u'(s, &, w), i = 1,2 acting, respectively, at 0 and 7; x is in L2(0, 7).

Most of existing articles on stochastic control deal with distributed parameter controls (see for instance
[15] and the references therein). This is not a realistic situation since in practice such controls are not easy
to implement. We think that boundary controls are much more natural. Such control problems have been
widely studied in the deterministic literature [22] and have been addressed in the stochastic case as well
(see [10,19,21,23]). However, in these works, the equation always contains noise as a forcing term as well.
We stress the fact that in this latter situation the treatment of the Hamilton-Jacobi equation is easier since
the presence of enough noise guaranties that the linear operator in the Hamilton-Jacobi equation is strongly
elliptic. Here, we consider the limit and more difficult situation of a noise acting only at the boundary. We
could consider as well a supplementary noise in the equation. Our problem corresponds to a realistic situation
where the controls itself is perturbed by a noise.

The present article is a first step of our program. Indeed, we consider a simple nonlinear heat equation and
a Neumann boundary conditions. Such model arise naturally to describe chemical reactions for instance.

Our techniques seem to applicable to an equation like Burgers equation but several technical difficulties
appear. An example of physically realistic situation which we have in mind is the control of a fluid in the
context of thermo-hydraulics. The Boussinesq equations can be used to model the evolution of the velocity
and temperature of the fluid. It is very natural to control the temperature or the flux of temperature of the
boundary. If the control is perturbed by a noise, we probably can use our method. These problems will be the
object of future work. The case of Dirichlet boundary conditions is more complicated since the solutions are
much less regular in space. It is possible that our method can be extended to this case using the techniques of
[4,29]. Roughly speaking, the real structural restriction — beside technical complications — is that the “image
of the noise operator” is larger than the image of the control.

Several works have been devoted to stochastic partial differential equations with noise on the boundary (for
early results see, for instance, [2,7,21,28]). An important contribution is given in [29] where the behavior, close
to the boundary, of the solutions to a multidimensional parabolic equation with Neumann boundary conditions
is studied. In the same spirit are the results in [3,4] where the Dirichlet boundary conditions are treated.

A more abstract approach, based on semigroup theory, is used in [8] (see also [9] and [23]). We notice that in
[8] it is also shown that, if we replace Neumann by Dirichlet boundary conditions, the solutions of (1.1) are not
square integrable in space in general. The solutions are singular at the boundary, the singularity is described
in [3] and [29]. The reason is that the smoothing properties of the heat equation are not strong enough to
regularize a rough term such as a white noise.

We finally notice that [4] and [23] are essentially devoted to the long time behavior of the solutions of
stochastic equations with noise on the boundary.

Here we follow [8] and we reformulate equation (1.1) as a stochastic evolution equation in the infinite dimen-
sional Hilbert space H = L?(0, ) in Section 2.2. Namely we rewrite it as:

2 2
Xo=AX + F(s,Xo) + Y (A=A Wi+ (A= Ab'ui(s)ds, s € [t,T],

i=1 i=1

4
ds
Xt =,
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where A stands for the Laplace operator with homogeneous Neumann boundary conditions, b, b? are suitable
functions in L2(0,7), F is the evaluation operator corresponding to f and A is an arbitrary positive number.

The optimal control problem we wish to treat in this paper consists in minimizing the following finite horizon
cost

J(t 20l (), u2() = E / / "0, €. (5, €),u (5), 42 (5)) d€ ds + E / TsyTeyde.  (13)

Our purpose is not only to prove existence of optimal controls but mainly to characterize them by an optimal
feedback law. In other words we wish to perform the standard program of synthesis of the optimal control that
consists in the following steps: first we solve (in a suitable sense) the Hamilton-Jacobi-Bellman equation; then
we prove that such a solution is the value function of the control problem and allows to construct the optimal
feedback law.

As far as existence of optimal controls is concerned this was obtained in [10] for an equation similar to
ours (but with an additional non degenerate diffusion noise term) and for an ergodic cost functional (that is
a functional that depends on the asymptotic behavior of the state). We notice that the authors exploit there
the smoothing properties of the Kolmogorov equation associated with the state equation that, in their case, is
non-degenerate.

Here the main object of investigation will be the following (formally written) Hamilton-Jacobi-Bellman
equation:

ov(t, x) B 1
5 + Li[v(t, )](z) = (t, 2, Vot z)(A — A, Vo(t,z)(A — A)b?), te[0,T], z € H, (1.4)
(T, z) = ®(x),

where L; is the infinitesimal generator of the Markov semigroup corresponding to the process y:
1 1
Li[g)(x) = (V2(@)(A = ', (A = Y + S{(V2(z) (A — A)b?, (A = A?) + (Az + F(t, 2), Vo(w)).

In (1.4), ¥ is the hamiltonian function of the problem, defined in terms of ¢ (see Sect. 2.3), and ¥ is the
evaluation map corresponding to ¢.

We notice that two different kinds of difficulties add up in above equation. Firstly £; is highly degenerate,
indeed V2¢(x) appears only multiplied by (A — A)b%, i = 1,2. Therefore, the Kolmogorov equation associated
with the state equation has very poor smoothing properties. Moreover unbounded terms are involved both in
the operator £; and in the nonlinearity W.

We formulate the equation (1.4) in a mild sense, see for instance [17] and [18]. Namely we set {P; s[-]: 0 <
s < t}, to be the Markov semigroup corresponding to equation (1.1) and we seek a function v : [0,7] x H — R
verifying the following variation of constants formula:

T
v(t,x) = Pp[®](z) — /t P s[V(s,-, Vo(s, )(A— AL, Vo(s, ) (A — A)b?)|(x) ds, t€[0,T], v€H. (1.5)

We notice that, when the state equation is linear, it is known that the semigroup {Ps:[-] : 0 < s < t} is
strongly Feller (see [8]). It maps bounded and measurable functions into differentiable functions. Let Cy s be a
constant verifying, for all bounded and measurable functions v, sup,¢ |VP:sv(z)| < Cpssup,epy ‘v(x)‘ If we
try to estimate the constant Cy s using the minimal energy null controllability characterization (see for instance
[9], Chap. 7.2) and Carleman estimates (see for instance [1] or [16]), the best bound we can obtain explodes
exponentially as t approaches to s. Thus, even in the linear case, it seems impossible to solve equation (1.5) by
a fixed point argument in a set of differentiable functions as it is done, for instance, in [17] or [18].

We also mention here that, as it is well known, when H is finite dimensional Hamilton-Jacobi-Bellman
equations can be successfully treated using the notion of viscosity solution. The point is that, in the infinite
dimensional case, very few uniqueness results are available for viscosity solutions and all of them, obtained by
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analytic techniques, impose strong assumptions on operator G and on the nonlinearity ¥, see, for instance, [19]
or [30] and references within.

Another approach has been used more recently to solve this kind of equation. It is based on the use of
a system of Forward-Backward stochastic differential equations and generalizes the finite dimensional method
developed in the fundamental papers [11,26,27]. This approach requires a structural property on the equation.
Roughly speaking, it requires that the control acts only where the noise acts. It is obviously satisfied in our
case.

The backward stochastic differential equation is in our case

{ dY, = U(s, X (s,t,2), Z}, Z3)ds + ZLaw} + Z2dawW?2, s [t,T) 16)

Yr = &(X(T,t,z))

where X (s,t,z) stands for the solution of equation (1.2) starting at time ¢ from = € H. We set v(t,z) = Y;. It
is classical that, formally, v is a solution of equation (1.4). Our purpose is to prove this rigorously and, more
precisely, to show that v is the unique mild solution of equation (1.4).

The difficulty is that, contrary to the case treated in [14] and [15], it is not enough to prove that v is once
(Gateaux) differentiable to give sense to equation (1.4) . Indeed the occurrence of the term Vu(s,-)(A — A)b?,
i = 1,2, together with the fact that b* do not belong to D(A) but only to D(—A)%, for a < 3/4, forces us to
prove that the map (¢,s,h) — Vo(t,z)(A — A)?h extends, for 3 < 1/2, to a continuous map on [0,T] x H x H.
To do that we start proving that this extra regularity holds, in a suitable sense, for the forward equation (1.2)
and then that it is conserved if we differentiate (in Gateaux sense) the backward equation with respect to the
process X.

On the other side, showing first that X (-, ¢, x) is regular in Malliavin sense, we can prove that if the map
(t,s,h) — Vu(t,z)(A — A)Ph extends to a continuous function on [0,7] x H x H then the processes s —
v(s, X (s,t,2)) and W' i = 1,2 admit joint quadratic variation in any interval [t,7] and this is given by
J7 Vu(s, X (s))(A — A)b'ds, i = 1,2. As a consequence we are able to identify the right class of functions in
which our candidate solution is contained and for which (1.4) is meaningful, see Definition 5.1. Then we proceed
as in [15] exploiting the probabilistic definition of v and the characterization of f; Z'(s)ds as joint quadratic
variation between Y and W in [s, 7] to prove that v is the unique mild solution of (1.4), see Theorem 5.1.

We can then come back to the control problem and using the probabilistic representation of the unique mild
solution to equation (1.4) we easily show existence of an optimal feedback law, see Theorem 6.1. We finally
notice that the lack of regularity of the feedback does not allow to prove existence of a strong solution to the
closed loop equation. On the contrary, if we formulate the control problem in a suitable weak sense we can
ensure existence of an optimal control, satisfying the optimal feedback law, see Theorem 6.4.

We think that it is important for the applications to treat optimal control with control and noise at the
boundary. In the present article, we treat a problem where all the coefficients are Lipschitz functions. This is
clearly a restriction. In forthcoming work, we shall treat more realistic situations such as the Burgers equation
controlled by the boundary.

The paper is structured as follows: in Section 2 we transpose the problem in the infinite dimensional frame-
work; in Section 3 we study the (forward) state equation and in Section 4 the backward equation associated to
the problem; in Section 5 we prove existence and uniqueness of the Hamilton-Jacobi-Bellman partial differential
equation and in Section 6 we show how the previous results can be applied to perform the synthesis of the opti-
mal control when the control problem is formulated in a strong sense (Sect. 6.1) and when a weak formulation
is chosen (Sect. 6.2).
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2. STATEMENT AND REFORMULATION OF THE PROBLEM

2.1. General assumptions

In equation (1.1) {W}, t > 0}, i = 1,2, are independent standard real Wiener processes on a probability
space (Q,F,P), with respect to a filtration {F;, ¢ > 0} satisfying the usual conditions. Also, u = (u!,u?) :
Q x [0,T] — R? is the control process; it is called admissible if it is (F;)-predictable and takes values in a set
U C R?, called the set of control actions.

We assume the following.

Hypothesis 2.1.

(1) The function f : [0,T] x R — R is measurable, for every t € [0,T] the function f(t,-) : R — R is
continuously differentiable and there exists a constant Cy such that

a0+ |Sen|<cr cep)rer

(2) The initial condition x(-) belongs to L*(0, ).
(3) The set of control actions U is a bounded closed subset of R2.

Concerning the functions ¢ and ¢ appearing in the cost functional we make the following general assumptions.

Hypothesis 2.2. ¢:[0,T] x [0,7] x RxU — R and ¢ : [0,7] x R — R are measurable and the following holds:
(1) There exists a constant Cy such that

(& y1) — @&, y2)| < Cp(1+ |ya| + |y2l) ly1 — y2l, £€0,7], y1,y2 € R.

Moreover [ |¢(£,0)|d¢ < oo.
(2) For everyt € [0,T] and & € [0, 7], £(t,&,-,-,-) : R® — R is continuous. Moreover there exists a constant
Cy such that for everyt € [0,T], £ € [0, 7], y1,92 € R, (u',u?) €U,

|€(t,§,y1,u1,u2) - E(t,g,yg,ul,u2)| < Cf(l + |y1| + |y2|) |y1 - y2|a
and for every t € [0,T]

/ sup  |0(t,€,0,u",u?)] d€ < C.
0 (ul,u?)euU

Further assumptions will be made on the cost functional after its reformulation: see Hypothesis 2.6 below.

2.2. Reformulation of the state equation. Existence and uniqueness

It is our purpose to write the state equation as an evolution equation in the space H = L2(0,7). This is
done for instance in [9] and we follow that approach. We recall that the semigroup approach to boundary value
problems goes back to the pioneering works by Fattorini [12] and Balakrishnan [6] (see also [22]). We briefly
sketch the argument for the reader’s convenience and in order to fix some notation.

The state will be denoted by X% = y(s,-). Thus {X¥, s € [t,T]} is a process in H and the initial condition
is assumed to belong to H.

We define the operator A in H setting

2

(m) 0}, Ay = g—gg for y € D(A).

D(A) = {y € H2(0,7) - Z—Z(@

_
-
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The operator A is self-adjoint with eigenvalues A\, = —n?, n = 0,1,.... The domains of the fractional powers
of —A are related to the Sobolev spaces of fractional order as follows:

D(—A)* = {y € H**(0,7) : g—Z(O) = g—g(ﬂ') =0}, for3/i<a<l,

D(—A)* = H**(0, ), for 0 < o < 3/4.

We define F : [0,T] x H — H setting F(t,x) = f(t,z(-)) for x € H. Clearly, F is well defined under our
assumptions.

We fix A > 0 and define

B cosh(vVA(m —€)) cosh(vVA€)

bl = R b2 = . ) € 07 )
©) vV Asinh(v/A) ©) VAsinh(v/Ar) s €0
and note that they solve the Neumann problems
a—gg(g):)‘b (5)) 56(0,71'), i=1,2,
ob? ob?
a—g(o)fl, 8—€(w)—0,
b2 b2
Thus b* € D(—A)® for 0 < a < 3/4,b" ¢ D(—A)* for 3/4 < a < 1.
Equation (1.1) can now be reformulated as
diX: = AXY 4+ F(s, XY + (A= A)b W, + (A — A)b u(s), s € tT], 2.1)
s .
Xy =z,

where we have defined

w={ e ) wo=( ). e=we. #e).

The proof of the equivalence between equation (1.1) and equation (2.1) can be founded, for instance, in [9] and
[7]. We briefly report here the formal argument (for simplicity take f = 0).

Let v(s, &) = bY€) (u(s) + W2) — b*(&)(u?(s) + W2) and let £(s,&) = y(s,&) — v(s,&). We notice that
88% (0) = %@5 (m) = 0, consequently 5 € D(A) (we assume that y, € H?(0,7)). Differentiating ¢ with respect to
time we get

ol 0% d d
&(575) = 8—52(8,6) + >"U(57§) - EU(&S) = (Aeé)(g) + )‘U(Sag) - EU(&S)

Therefore

t t
d
Yy = v + 0y = vp + etA(:E —vo) + )\/ elt=9)4y ds — / e(t*S)Ad—vsds.
0 0 S

Now, if we use integration by parts formula to rewrite the last term, we obtain the desired relation, namely:
t t
ye = el + )\/ elt=9)4y ds — / Aelt=9)4y ds.
0 0

At this moment it is convenient to list the relevant properties of the objects introduced so far in this section.
Therefore we formulate the following proposition.
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Proposition 2.3. We fir A >0, 8 € (1/2,3/4). Under Hypothesis 2.1 the following properties hold:

(1) H is a real separable Hilbert space;

(2) A is a self-adjoint, non positive operator in H;

(3) b%,b% are elements of D(\ — A)®; we set b= (bl, bQ);

(4) F:[0,T) x H— H is a measurable function and there exists a constant Cr such that

IF(t,0)] < Cp,  |F(t,21) — F(t,22)| < Cplay — 22|,  t€[0,T], z,21,20 € H.

Moreover, for every t € [0,T], F(t,-) has a Giteaux derivative VF(t,x) at every point © € H. Finally,
the function (xz,h) — VF(t,x)h is continuous as a map H x H — R.

Note that we consider VF'(t,z) as an element of H* and we denote its action on h € H by V' (¢, z)h. It follows
from the assumptions that |VF(¢t,z)| < Cp for t € [0,T), z € H.

We note that W and v remain as in the previous section: W is a standard Wiener processes in R? on a
probability space (2, F,P), endowed with a filtration {F;, ¢ > 0} satisfying the usual conditions, and the
control process u is an (F;)-predictable process with values in a bounded closed set U C R2.

The equation (2.1) is formal. The precise meaning of the state equation is as follows: we say that a continuous,
H-valued, predictable process X" is a solution of the state equation if, P-a.s.,

XU =l 4 / eGTIAR(r, XU) dr 4 / (A — A Bel=mA (N — 4)Pp dw,
t

t

+/ (A — A Pel=mAN — A)Pp u(r) dr, set,T).
¢
The stochastic integral in (2.2) is
/ (A — AP Bels=mA (N — A)Pp dW}! + / (A — AP Bels=m AN — A)5p2 A2,
¢ ¢

where each term is an Ito stochastic integral of an H-valued deterministic integrand with respect to a real
Wiener process. It is well defined since b* € D(\ — A)? and therefore

/ (A — A)=Bel=DA(\ — AYPH[2 dr < / (0 — A)1=Bels=nA2 |(\ = AYPH]2 dr
t t

< A)%ﬂ?/ ¢ (s —1)292 dr < o0,
t
since 3 > 1/2.

Existence and uniqueness of the solution of (2.2) is asserted in Proposition (2.4) below. It is also useful to
consider the uncontrolled version of equation (2.2) namely:

S S
X, =t 04 4 / eCTAR(r, X)) dr + / (A — A Bel=mAN— A)PpdW,,  set,T). (2.3)
t t

We will refer to (2.3) as the forward equation.
In the following, if K is a separable subspace of H, by L, (Q; C([0,T7]; K)) we denote the space of the adapted
continuous processes Y in K such that Esup, |Y;[} < cc.

Proposition 2.4. Under the assumptions in Hypothesis 2.3, for an arbitrary U valued predictable process u, for
every t € [0,T) and x € H there erists a unique adapted process {X¥, s € [0,T]} (respectively {Xs, s € [0,T]})
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with continuous trajectories, solving (2.2) (respectively (2.3)). Moreover for every p € [1,00), a € [0,1/4),
t € [0,T] there exists a constant cp o such that

E sup (s — 07X (5,6, 2) gy < cpall + |l (2.4
s€(t,T]

Proof. Let us define, for s € [t, T,

Vi(s,t) :/S()\ — A1 BelmmAN — A)Pp AW,
"L (2.5)
Va(s,t) = / (A — A PelmAN — A)Ph u(r) dr.

The state equation (2.2) can be written

X, =04 4 / eCIAR(r, X,) dr 4+ Vi (s, t) + Va(s, t), s€e[t,T).

t

Fix a € [0,1/4). We start by proving that, for all t € [0,7] and p € [1, +oo[, Vi(-,t) € L (Q; C([0,T); D(—A)%).
This will be done by the usual factorization procedure (see [9]).
We choose 3 < 3/4, v < 1/2 and p large enough such that a +1 — 3+ p~! <~ < 1/2 and define:

Yo = / (0 — 7)Yl DA\ = A)Ppdw,.
t

Since (A — A)?b € L(R?, H) the Burkholder-Davis-Gundy inequality yields: E ftT |ys[Pdo < +00. In particular
y € LP([t,T); H), P-a.s. Moreover if we set

(Ry£)(s) = /t (5= o)A - AP 0)ao

then in [9], Proposition A.1.1, it is proved that R, is a bounded linear operator from L?([t,T]; H) to C([¢t,T]; H).
Finally by stochastic Fubini-Tonelli Theorem we can rewrite:

(Ryy)(s) = /t /tg(s — o) Yo — 7)YV (A = A=A AW, do

{/01(1 - U)”‘la_vda} (A — A)Vi(s,1)

and conclude that Vi (-, t) € LI, (€;C([0,T]; D(—A)*)).

In a similar (and easier) way it is possible to show that Va(-,t) € L% (€Q; C([0, T]; D(—A))).

For a > 0 we denote by K, o+ the Banach space of all predictable processes X : 2 x (¢,T] — D(—A)® such
that

Xk, ., =E sup e"(s — )" X[} 4. <400

se(t,T)

a,o,t

endowed with the above norm. We have just shown that V;(-,t) € Kg o, ¢ = 1,2. Moreover, for all z € H,

sup (s — t)a|e(57t)AI'|D(_A)a < c|z.
s€(t,T]
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Thus if we define for X € K, o+
S
AX,t)(s) = / eCTAR(r, X,) dr + €742 4+ Vi(s,t) 4 Va(s, t),
t

it is immediate to prove that A(X,t) € K, o+ Moreover by straightforward estimates

A0 - A2 0, < P@)ChIX - X2,

a,o,t

where

1

g(a) = sup tlfa/ (1 —5)"¥s “e **ds.
t€[0,T] 0

By the Cauchy-Schwartz inequality g(a) < Tl/Q*O‘a’l/Q(fol(l —5)7225722ds)1/2 thus if a is large enough A(-, 1)

is a contraction in Kg o ¢ The unique fixed point is clearly a mild solution of equation (2.2) and (2.4) holds.

Uniqueness is an immediate consequence of the Gronwall lemma. Equation (2.3) can be treated in an identical

way. (I

2.3. Reformulation of the cost functional

In this section we assume that Hypothesis 2.2 holds. We define
L) = [ fsga©at ) de, )= [ ol.a@) e
0 0

fors € [0,T], s =x(-) € H=L*0,7), u= (u* u?) €U. The functions L : [0,T]x HxU - Rand ®: H — R
are well defined and measurable. The cost functional (1.3) can be written in the form

J(t,x,u(-)) = E/t L(s, XS, u(s)) ds + E®(XE). (2.6)

It is easy to show that the cost is finite for any admissible control u(-). Moreover for s € [0,T], z € H, z € R?
we define the hamiltonian:
U(s,z,2) = inzg{zu + L(s,z,u)},
ue

where zu denotes the scalar product in R2. Since, as it is easy to check, for all s € [0,T)and all z € H, L(s,x,-)
is continuous on the compact set U the above infimum is attained. Therefore if we define

I(s,z,z) ={u el :zu+ L(s,z,u) =V(s,z,2)} (2.7)

then ['(s,z, 2) # () for every s € [0,T], every x € H and every z € R2. By [5], see Theorems 8.2.10 and 8.2.11,
I' admits a measurable selection, i.e. there exists a measurable function ~ : [0,7] x H x R?> — U with
v(s,x,2) € I'(s,2,2) for every s € [0,T], every x € H and every z € R%.

Proposition 2.5. Under Hypothesis 2.2 the following holds.
(1) |®(z1) — P(z2)|a < Cy(1 + |1 + |x2|)|w2 — 1| for all x1, zo in H.
(2) There exists a constant Cy such that |¥(t,x1,2) — U(t,x2,2)| < Cy(1 + |z1] + |22]) |22 — 1] for all 1,
xy in H, z € R? and t € [0,T).
(3) Setting Cyy = sup{ju| : v € U} we have |¥(s,z,21) — U(s,x,22)| < Cy |21 — 22|, for every s € [0,T],
x € H, 21,29 € R2.
(4) SUPse(0,T7] |\II(Sa 0, 0)| < Cy.
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Proof. Points (1), (2) and (4) are easy to prove. To prove point (3) we note that
ziu+ L(s,z,u) < e|lzy — 22| + zou + L(s, x,u)
so that taking the infimum for u € U we obtain
U(s,z,21) < clzy — 22| + U(s, x, 22)
and the proof is completed. (I

Some of our results are based on the following assumptions:

Hypothesis 2.6. For almost every £ € [0, 7] the map ¢(&,-) is continuously differentiable on R. For almost
every s € [0,T] the map V(s,-,-) is Gateauz differentiable on H x R? and the maps (x,h,2) — VU (s,2,2)h
and (x,2,¢) — V,V(s,x,2)( are continuous on H x H x R? and H x R? x R? respectively.

From this assumption and from Hypothesis 2.2 it follows easily that ® is Gateaux differentiable on H and
the map (x,h) — V®(z)h is continuous on H x H.

Remark 2.7. From Proposition 2.5 we immediately deduce the following estimates:

V@ (2)h| < Co(1+2[z[)|h], |[VoW(t,2,2)h| < Cyp(l+2z[)[h], |[V-(s,z,2)(| < Culd].

Hypothesis 2.6 involves conditions on the function ¥, and not on the function ¢ that determines ¥. However,
Hypothesis 2.6 can be verified in concrete situations, as the following example shows.

Example 2.7.1. Suppose that the function ¢ satisfies the assumptions required in Hypotheses 2.2 and 2.6.
Let U be the closed ball of radius R > 0 in R?, centered at the origin. Suppose that the function ¢ is defined,
fort €[0,T), €€ [0,7], y €R, (u',u®) €U, by

1
where (g : [0,T] x [0, 7] x R — R is measurable and satisfies

|£0(ta§7y1) - EO(tagayQH < CO(]- + |y1| + |y2|) |y1 - y2|ﬂ te [OvT]a g € [O,W], Y1,Y2 € ]Ra

for some constant Cy. It follows easily that
V(o2 = [ ot Eal©) derglel), e 0.T) 2 e H, sE R
0

where g(r) = —12/2 for r < R and g(r) = —rR + R?/2 for r > R. If, in addition, we assume that for every
t € [0,7T] and & € [0, 7] the function £y(t,&,-) : R — R is continuously differentiable then we conclude that all
the assumptions in Hypotheses 2.2 and 2.6 are satisfied.

In particular our results cover the case of the quadratic cost (compare with (1.3))

T

Jtau)) = [ ' [|u<s>|2 + [ v o2 d«s} as+8 [ y(r,92 ds

with u(-) taking values in a closed ball of R2.
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3. FURTHER PROPERTIES OF THE FORWARD EQUATION

In this section we consider again the solution of the forward equation (2.3), i.e. of the uncontrolled state
equation on the time interval [¢t,T] with initial condition € H. It will be denoted by X(s,t,x), to stress
dependence on the initial data ¢ and z. It is also convenient to extend the process X (-, ¢, x) letting X (s,t,z) = «
for s € [0, t].

In this section we assume that Hypothesis 2.1 holds, but all the results remain true under the conditions
stated in Proposition 2.3.

3.1. Regular dependence on initial conditions
Next we consider the dependence of the process {X (s,t,z), s € [0,T]} on the parameters ¢, x.

Proposition 3.1. For any p > 1 the following holds.
(1) The map (t,x) — X(-,t,x) defined on [0,T] x H and with values in L} (Q; C([0,T]; H)) is continuous.
(2) For every t € [0,T] the map x — X(-,t,x) has, at every point x € H, a Gateaux derivative VX (-, t,x).
The map (t,x,h) — VX (-, t,z)h is continuous as a map [0,T] x H x H — L% (;C([0,T]; H)) and, for
every h € H, the following equation holds P-a.s.:

VX(s,t,x)h = els=Ap 4 / e(s_”)AVmF(U7 X(o,t,x))V.X(0,t,2)h do, s € [t,T], (3.1)
t

whereas VX (s,t,x)h = h for s € [0,¢].

Proof. Point 1: continuity.
We slightly modify the definition of the mapping A introduced above (in the special case a = 0) letting for
all X belonging to LP(2,C([0,T], H))

S
/ eCTAR(r, X,) dr 4+ 042 £ Vi(s,t) if s >,
AX tx)(s) = ¢ (3.2)

T if s <t.

In the proof of the previous proposition we have shown that, for a large enough, A(-, ¢, z) is a contraction, with
contraction constant independent on ¢ and z, in the space L (Q; C([0,T]; H)) endowed with the norm

E sup e’ X%
s€[0,T]

equivalent to the natural one. Moreover X (-, ¢, z) is the unique fixed point of A(-, ¢, z).

Thus by parameter dependent contraction argument (see for instance [14], Prop. 2.4) the claim follows if we
show that for all X € LI, (;C([0,7]; H)) the map (¢t,2) — A(X,¢,x) is continuous as a map [0,T] x H —
L (@ C([0,T7; H)).

To prove this, we begin extending Vi(-,t) letting Vi(s,t) = 0 for s € [0,t]. We know that Vi(-,t) €
L%(Q,C([0,T]; H)) and we claim that the map ¢ — Vi(-,¢) is continuous with values in L% (Q, C([0,T]; H)).
Fix t € [0,T] and let t;} \ ¢, t,; /t,

s/\tI P
/ (A — A Bels=) (X — A)Ph AW,
t

E sup ‘Vl(s,t;)—Vl(s,t;t)‘ng sup
) ; u

s€l0,T s€[tn T

<E sup |Vi(s,t;)|5, <E sup  [Vi(s,0)[}; — 0
s€[tn t:t] s€[0,t —tr]
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where the final convergence comes as an immediate consequence of the dominated convergence theorem since
Vi(-,0) € LP(Q;: C([0,T); H)).

Similarly if we extend e=94z = z for s < t then

_ 4+t 4
sup |eG—tAL _ ol—t AL g

s€[0,T]

moreover the map z — e =94z considered with values in C([0,T], H) is clearly continuous in 2 uniformly in ¢.
Finally if we let:

/ eGP (0, X,) do if s > t,
%(Sat) = t

0 if s <t,

J)

< sup / |F (X, |Hda> < (tF —t,)PCLE(1+ sup |X,[)? —0

SE€[tn , s€[0,T]

then considering again the two sequences ;7 \ ¢, t.= /'t

p st
E ( sup |V3(s,t:{) - Vs(s,tn)m) <E < sup / e(S*”)AF(XU)dU

s€[0,T] s€[tn ,T]

Point 2: differentiability.

Again by [14], Proposition 2.4, it is enough to show that the map (X,t,z) — A(X,t,2) defined on
LL(Q,C([0,T]; H)) x [0,T] x H with values in L% (Q,C([0,T]; H)) is Gateaux differentiable in (X, z) and
has strongly continuous derivatives.

Under our assumptions the Gateaux derivatives clearly exist and have the simple form:

/ =AY F(0, Xy)Nydo  if s > ¢,
VxAX,t,2)N ={ Ji N € LE(Q,C([0,T7; H)).

e=DAR if 5 > ¢,
Vo A(X, b, 2)h = heH.
h if s <t,

Notice that the above maps are considered as maps having values in L% (9, C([0,T]; H)).

The continuity of V,A(X, ¢, z)h in all variables is immediate. Moreover VxA(X,t, x) is a bounded linear
operator in L%,(Q,C([0,T]; H)) uniformly in X and ¢. Thus it is enough to show that for all fixed N &
LL(9,C([0,T]; H)) the map (t,X) — VxA(X,t,z)N is continuous. The continuity in ¢ for X fixed can
be proved exactly as we have done to prove continuity in ¢ of A(X,¢ z). It remains to show that the map
X — VxA(X,t,x)N is continuous uniformly in ¢. Assume that this is not true; then we can find a sequence
X" — X in LIL(Q,C([0,T]; H)) for which

lim s[1(1)pT1|VXA(X” t,x)N — A(X, ¢ :E)N|Lp (2,C([0,T):H)) # 0.
note
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Clearly we can always assume that X — X, for all o € [0,T], P-a.s.. Then

sup |VxA(X" t,z)N — A(X, ¢, Z)N|L§’,(Q,C([O,T];H))
te[0,T7]
P

<E sup
0<t<s<T

/ (Vo F (0, X7) = VaF (0, X)) Nodo
t

T
<ETP! / |(VoF(0,X?) = V.F(0,Xs)) NyP do — 0.
0
where the last convergence is a direct consequence of the dominated convergence theorem.
The claim of Point 2 now follows directly by [14], Proposition 2.4. O

Proposition 3.2. For every a € [0,1) there exists a family of predictable processes {©*(-,t,x)h : h € H, x €
H,t€[0,T)} all defined on Q x [0,T] — H such that the following holds:

(1) The map h — ©%(-,t,x)h is linear and, if h € D(A\ — A)®, then

(VmX(s,t, z) — e<s—t>A) (A= A)°h  ifselt,T],

O%(s,t,x)h = (3.4)
0 if s €[0,¢).
(2) The map (t,x,h) — O*(-,t,x)h is continuous [0,T] x H x H — L (; C([0,T]; H)).
(3) There exists a constant Cy o such that
|@a(-,t, l‘)h|L§;’(Q’C([O’T];H)) < C‘g,a|h| for all t € [O,T], z,h € H. (3.5)

Proof. For fixed t € [0,T] and z,h € H consider the equation:
O%(s,t,x)h = / =AY F(0, X (0,t,2))0%(0,t, z)h do
"o (3.6)
+ / eG=DAY F(o, X (0,t,2))(A — A7 D4 do.
t

Notice that

r

for a suitable constant c.

Thus being V. F bounded it is immediate to prove that equation (3.6) has P-almost surely a unique solution in
C([t,T]); H). Moreover extending ©%(s,t,z)h = 0 for s < ¢t and considering it as a process we have O(-,t,z)h €
LF(Q,C([0,T]; H)) and [0%(-,t, 2)h|L=,c(0,1;m) < Calk|. The continuity with respect to ¢t and z and k
can easily be shown by parameter dependent contraction argument as in the proof of the previous Proposition.
Moreover linearity in h is straight-forward. Finally for all & € D(—A)® setting h = (A — A)*k equation (3.1)
can be rewritten:

=AY, F (0, X (0,1, 2))(\ — A)°e04h|do < Cr / (0 = t)=|hldo < c|h]
t

(VxX(s, tr) (A — A%k —etTHAN - A)akz) = / DAY, F (0, X (0,t,x))e" DA\ = A)%k do

t

N / DAY (o, X (0,1, 7)) (vxx(g, t,2)(A — A)k — (@A) — A)ak;) do.
t

Comparing the above equation with equation (3.6) by a straightforward application of Gronwall Lemma get
0% (s, t,x)k = (Vo X (s,t,2) — D)\ — A)*k P-a.s. for all s € [t, T). O
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Remark 3.3. In the special case o = 0 relation (3.5) yields that there exists Cyx
Vo X (-, t, )h|Lss ,c(0,17:m)) < Cuxl|h| forallt € [0,T], z,h € H (3.7)
and consequently, for all p € [1,+00) there exists a constant Cx p, such that:
X (-t 2) e @.cqorm) < Cxp(l+|z|n) forallt€[0,T], z € H. (3.8)

3.2. Regularity in the Malliavin sense

In order to state the following results we need to recall some basic definitions from the Malliavin calculus,
mainly to fix notation. We refer the reader to the book [24] for a detailed exposition; the paper [20] treats the
extensions to Hilbert space valued random variables and processes.

For every h € L%([0,T]; R?) we denote by h' € L?(0,T), i = 1,2, its components and use the notation

T T T
W(h) = /O h(t) dW (t) = /O R (t) AW (t) + /O R2(t) dW2(t).

Given a Hilbert space K, let Sk be the set of K-valued random variables F' of the form
m
F= Z fJ(W(hl)a s 7W(hn))ej7
j=1

where hi,...,h, € L*([0,T];R?), {e;} is a basis of K and fi,..., fm, are infinitely differentiable functions
R™ — R bounded together with all their derivatives. The Malliavin derivative DF of F' € Sk is defined as the
process DyF = (DI!F  D2F), s € [0,T], where

j=1k=1

And by 9y we denote the partial derivative with respect to the k-th variable. Thus D:{F(w) is an element of K
and DF is a process with values in K2 := K x K, that we will identify with an element of L2(Q x [0, T]; K2)
with the corresponding norm:

2 T
IDF|2spysy =ES / |DiF|% ds.
=1

It is known that the operator D : Sx C L?(€; K) — L?(Q x [0,T]; K?) is closable. We denote by DV2(K) the
domain of its closure, and use the same letter to denote D and its closure:

D :DY(K) c L*(Q; K) — L*(Q x [0,T]; K?).

The adjoint operator of D,

§:dom (0) € L*(Q x [0,T); K%) — L*(; K),
is called Skorohod integral. It is known that dom(d) contains L% (£2; L%([0,T; K?)) and the Skorohod integral
of a process in this space coincides with the It6 integral. The class L12?(K?) is also contained in dom(d), the
latter being defined as the space of processes u € L?(Q x [0, T]; K?) such that u, € DY2(K?) for a.e. r € [0,T]
and there exists a measurable version of Dgu, satisfying

2 T T
el sy = el Zaano zponesy T ES / / | Dy 2o i ds < oo,
=1
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Moreover, [|6(u)[|72(q.x) < llullf1.2(x2)- The definition of L'*(K) for an arbitrary Hilbert space K is entirely
analogous; clearly, L1"?(K) is isomorphic to L?([0, T]; D*?(K)).

Finally we recall that if F' € D?(K) is Fi-adapted then DF = 0 a.s. on  x (¢, 7.

Now for (t,z) fixed let us consider again the process {X(s,t,z),s € [t,T]} solution of the forward equa-
tion (2.3). It will be denoted simply by {Xs,s € [t,T]} or even X. We still agree that X, = x for s € [0,¢).
We will soon prove that X belongs to L1'2(H). Then it is clear that the equality D, X = 0 P-a.s. holds for
a.a. o,t,sif s <toro>s.

In the rest of this section we still assume that Hypothesis 2.1 holds.

Proposition 3.4. Lett € [0,T] and x € H be fived. Then X € LY2(H), and P-a.s. we have, for a.a. o,s such
thatt <o <s<T,

DoXs=(A—A)el=D4p 4 / CIAVE(r, X)) Do X, dr, (3.9)

|DyX,| < C(s — o)7L (3.10)
Moreover for every s € [0,T] we have X; € DV2(H) and DX, € L>(Q; L*([0,T); H?)).
Finally, for every q € [2,00) the map s — X, is continuous from [0,T] to L1(Q; H) and the map s — DX
is continuous from [0,T] to L(Q; L2([0,T); H?)).

Proof. For simplicity of notation we write the proof for the case t = 0. Thus,
X, =ez +/ CTIAR(r, X)) dr +/ (A= A Bel=AN - A)PpdW,  se0,T). (3.11)
0 0
We set J,, = n(n — A)~! and we consider the approximating equation

X" =g+ / eTIAR(r XY dr + / (A — A1 Bels=m AN — A)8.7,b AW,
° o (3.12)
= ez +/ eTIAR(r, X1 dr +/ elTMIAN — A)J,b AW, s€[0,T].
0 0

Since (A — A)J, is a linear bounded operator in H, we can apply Proposition 3.5 of [14] and conclude that
X" ¢ LY2(H), and that P-a.s. we have, for a.a. o,s such that 0 <o <s < T,

S
Do X! =(\—A) e D4 b+ / G IAYE(r, XY Dy X1 dr. (3.13)

Since
(A= A) e AT < (A = AP ] |(A = A)7b] < O(s =),
by the boundedness of VF and the Gronwall Lemma it is easy to deduce that |D,X?| < C(s —¢)?~1. In
particular it follows that DX™ is bounded in the space L*(Q x [0,T] x [0,7]; H?).
Subtracting (3.12) from (3.11) and using the Lipschitz character of F we obtain

S S
E| X" — X,|> < c/ E| X" — X, |2 dr + c/ [(A — A) = Pe=mAN = A)P(J,b— b)) dr.
0 0
The last integral can be estimated by
0/ (s — )22 dr|(J, — )X — A)Pb]2 < C|(J,, — I)(X — A)Pb|?,
0

which tends to zero, by well-known properties of the operators J,,. If follows from the Gronwall Lemma that
sup, E| X" — X4|? — 0 and in particular X" — X in L2(Q x [0,T]; H).
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The boundedness of the sequence DX™ proved before and the closedness of the operator D imply that
X € LY2(H) and that DX™ — DX weakly in the space L?(Q x [0, T] x [0, T]; H?). Passing to the limit in (3.13)
is easily justified and this proves equation (3.9). The estimate (3.10) on DX can be proved in the same way as
it was done for DX™".

We note that for any fixed s € [0, 7], the estimate | D, X"| < C(s—0)?~! also shows that DX is bounded in
the space L?(2x [0,T]; H?). Arguing as before we conclude that X € DV2(H) for every s. The estimate (3.10)
implies that DX, € L>(Q; L2([0, T]; H?)).

It remains to prove the continuity statements. The continuity of the map s — X, with values in L?(); H)
follows immediately from Proposition 2.4. To prove the continuity of s — DX as a map [0, 7] — L9(£2; L2([0, T7;
H?)) we fix s € [0,T] and let s} \\ s, s, /5. Then from (3.9) we obtain

o - e<52*0>A10<S;)b|2da

T T
/ |DJXSI — D(-,Xsf |2d0 < 2/ |()\ _ A)(e(si*U)A10<
0 ) " 0

T
0

Clearly, I; is deterministic and we have

st s~ 2
/ e AV F(r, X,) Dy X, dr — / eln AV E(r, X,) Dy X, dr| do =: 1) + Is.

I =2 ff (A — A)eln =D 4p2do + 2 [ [(A — A)(eln —5)4 — D)elsn —)4p|2do

Ehy S _
< c/ (57 — o) %da| (A — AP + c/ (5= — 0) P 2do|(eh DA _ 1) — A)PpP
Sn 0

which shows that I; — 0 as n — oo. In a similar way, using (3.10) and the dominated convergence theorem,
one can show that E|I3|? — 0 and the required continuity follows. O

We still set X, = X (s,0,x), for simplicity. Given a function w : [0, T] x H — R, we investigate the existence of
the joint quadratic variation of the process {w(s, X5), s € [0,T]} with W7, j = 1,2, on an interval [0, s] C [0, 7).
As usual, this is defined as the limit in probability of

n

Z(U}(Si, qu,)) - ’LU(Si_l, Xsi—l))(qu, - qu,—l)

i=1

where {s;}, 0 = 59 < 81 < -+ < 8, = s is an arbitrary subdivision of [0, s] whose mesh tends to 0. We
do not require that convergence takes place uniformly in time. This definition is easily adapted to arbitrary
interval of the form [t,s] C [0,T). Existence of the joint quadratic variation is not trivial. Indeed, due to the
occurrence of convolution type integrals in the definition of mild solution, it is not obvious that the process X
is a semimartingale. Moreover, even in this case, the process w(-, X) might fail to be a semimartingale if w is
not twice differentiable, since the Ito formula does not apply. Nevertheless, the following result holds true. Its
proof could be deduced from generalization of some results obtained in [25] to the infinite-dimensional case, but
we prefer to give a simpler direct proof.

Proposition 3.5. Suppose that w € C([0,T) x H;R) is Gateauz differentiable with respect to x, and that for
every s < T there exist constants K and m (possibly depending on s) such that
|lw(t,z)|] < K(1+ |z))™, |[Vw(t,z)| < K(1+ |z|)™, te[0,s], z € H. (3.14)

Assume that for every t € [0,T), x € H the linear operator k — Vw(t,z)(A — A)'=Pk (a priori defined for
k € D(—A)'=8) has an estension to a bounded linear operator H — R, that we denote by [Vw(\ — A)'=P](t, x).
Moreover assume that the map (t,2,k) — [Vw(\ — A)'=B(t,2)k is continuous [0,T) x H x H — R.
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Fort € [0,T), v € H, let {X(s,t,x),s € [t,T]} be the solution of equation (2.3). Then the process
{w(s, X (s,t,)), s € [t,T]} admits a joint quadratic variation process with W7, j = 1,2, on every interval
[t,s] C [t,T), given by

/S[Vw(A — AP, X (r,t,2)) (A — A)PY dr.

Proof. For simplicity we write the proof for the case ¢ = 0, and we write X; = X(s,0,2), ws = w(s, Xs). It
follows from the assumptions that the map (¢, 2z, h) — Vw(t, z)h is also continuous on [0,T) x H x H. By the
chain rule for the Malliavin derivative operator (see [14] for details), it follows that for every s < T we have
ws € DM(R) and Dws = Vw(s, Xs)DX5.

Let us now compute the joint quadratic variation of w and W7 on a fixed interval [0,s] C [0,7). Let
0=s0<s1 <-+ <8y, =s be asubdivision of [0,s] C [0,T] with mesh § = max;(s; — s;—1). By well-known
rules of Malliavin calculus (see [25], Th. 3.2, or [20], Prop. 2.11) we have

S . Sq . Sq .
(wSi - wSi—l)(ng - Wi-,l) = (wSi - wSi—l)/ de = / Dgr(wsi - wSi—l) do +/ (wSi - wSi—l)deﬂ
Si—1 Si—1 Si—1

where we use the symbol dW to denote the Skorohod integral. We note that D,ws, , = 0 for ¢ > s;_1.
Therefore setting Us(o) = Y.\ (ws, — ws,_,) 1(s,_,,5,](0) we obtain

n

Z(wsﬁwsifl)(wgﬁwgifl): / Us(o) awg+z / Vuw(s;, Xs,) DI X, do.
0 i=1"%i-1

i=1
Recalling (3.9) we obtain

n

Z(wsl.fwsifl)(wgﬁwgifl):/ Us(o) awg+z/l Vw(ss, Xs,) (A= A) el =4 do
0 i=1"8i-1

i=1

n Sq Sq
+ Z/ Vw(s;, Xsi)/ e MAYF(r, X,) Do X, dr do =: I} + I + I5.
i=1"%i-1 o

Now we let the mesh § tend to 0.

Using the continuity properties of the maps s — X, and s — DX, stated in Proposition 3.4, taking into
account the continuity properties of w and Vw, the estimate (3.14) and the chain rule Dws; = Vw(s, X) DX,
it is easy to show that the map s — ws = w(s, X;) is continuous from [0, 7] to D2(R). It follows that Us — 0
in LY2(R) = L%([0,7);D*2(R)) and by the continuity of the Skorohod integral we conclude that I; — 0 in
L2(:R).

According to the definition of the function [Vw(A — A)! %] the second term can be written

I, =

I

[Vw(A — AP (s, Xsi)/ oA~ A)Y do

=1

[Vw(\ — AP (4, Xs,) (A= APV (s, — 5i_1)

|
NE

1

+ 3 [Tw — A) (s, X) / (A (A — AP do
i=1 si-1

.
Il

We note that for every 1,

sup ‘(e(si_”)A —H(A— A)ﬁbj‘ < sup ‘(e"A —I(A— A)Bbj| — 0,
Ue[sifl,sq,] 06[015]
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as  — 0, by the strong continuity of the semigroup. From the continuity properties of [Vw(A — A)'~?] and the
continuity of the paths of X it follows that

I — /S[Vw()\ — AP, X)) (A= A)PY dr,  P-as.
0

Using the estimate (3.10) and the boundedness of VF' we obtain
n S Si n
I <C |Vw(si,Xsi)|/ / (r—o)tdrdo < CY " [Vu(ss, Xa,)l(si — 5i-1)0".
i sic1Jo i=1

It follows that Is — 0, P-a.s., by the continuity properties of Vw and the continuity of the paths of X. O

4. THE BACKWARD STOCHASTIC DIFFERENTIAL EQUATION

We consider the following backward stochastic differential equation:

{ dY, = W(s, X (s,t,x), Zs) ds + Z, AW, s € [0,T], 1)

Yr = ®(X(Tt,x)),

for unknown processes Y, Z in R and R? respectively. The equation is understood in the usual way: P-a.s.,
T T
Y, +/ Z. dW, = (X (T,t,xz)) — / U(r, X (r,t,x), Z,) dr, s €[0,T], (4.2)

but we will use the shortened notation above for equation (4.1) and similar equations to follow. In (4.1)
and (4.2),t € [0,7] and = € H are given and the process X (-, t,z) is the solution of (2.3), with the convention
that X (s,t,x) = x for s € [0,¢).

Proposition 4.1.

(1) For all x € H, t € [0,T] and p € [2,00) there exists a unique pair of processes (Y,Z) with Y €
LL(Q, C([O,T] )) Z € LL(Q, L*([0,T],R?)) solving (4.1); in the following we denote such a solution

by (Y (-, t,2), Z(-,t,x).
(2) The map (t,z) — ( (-, t,x), Z(-,t,x)) is continuous from [0,T] x H to L%L(Q,C([0,T],R)) x L%(£,
L*([0,T],R?)).

(3) For all t € [0,T] the map x — (Y (-,t,2),Z(-,t,x)) is Gateauzr differentiable as a map from H to
LE(Q,C([0,T],R)) x L%(Q, L2([0, T],R?)); moreover the map (t,z,h) — (V.Y (-,t,2)h, V,Z(-,t,z)h)
is continuous from [0, T] xHxH to L% (Q,C([0,T],R)) x L% (€, L*([0, T], R?)).
(4) The following equation holds for all t € [0,T], x,h € H.
dV,Y (s, t,2)h =V, U(s, X (s,t,x),Z(s,t,x)) Vo X (s,t,2)h ds
+V. U (s, X (s,t,x), Z(s,t,2)) Vo Z(s,t,x)h ds + V. Z(s,t,2)h AW, (4.3)
V.Y (T,t,x)h =V, ®(X(T,t,2)) V. X(T,t,x)h, s € [t,T].

Proof. The claim follows directly from Proposition 4.8 in [14], from Proposition 3.1 above and from the chain
rule (in the form stated in Lem. 2.1 of [14]). O
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Remark 4.2. The inequality (3.8), together with the inequality (4.9) in [14], implies that there exists a constant
Cy,p such that for all t € [0,7] and z € H

p/2

T
E sup IY(S,t,fﬂ)lp+E</ |Z(57t,m)|2ds> < Oyp(L+[2])
0

s€[0,T)

Remark 4.3. Y (¢,t, z) is adapted both to the o-field o {W : s € [0,¢]} and to the o-field c{W;—W; : s € [¢,T]}.
Thus Y (¢,t,2) and VY (¢,t,2)h, x,h € H are deterministic.

Proposition 3.2 yields the following further regularity result.
Proposition 4.4. For every a € [0,1/2), p € [2,00) there exist two families of processes

{P%(s,t,x)k : s €10, T)} and {Q%(s,t,x)k:5€[0,T]}; t€[0,T),zr€H, ke H

with P*(-,t,2)k € L% (Q,C([0,T],R)) and Q*(-,t,x)k) € L%(Q, L*([0,T],R?)) such that if k € D(=A)*, t €
[0,T), x € H, then P-a.s.

o | VoY (st )N — Ak for all s € [t, T,
P(s t, 2)k = { V.Y (t,t,x) (A= A)*k  for all s € [0,1), (44)

o | VuZ(s,t,x)(A— A)*k  forae. s€[t,T],
@5t )k = { 0 if s € [0,1). (4.5)
Moreover the map (t,x, k) — P(-,t,x)k is continuous from [0,T) x H x H to L(,C([0,T],R)) and the map
(t,z,k) — Q*(-,t, )k is continuous from [0,T) x H x H to L} (2, L*([0,T],R?))and both maps are linear with

respect to k.
Finally there exists a constant Cyy,a,p such that
T p/2
E sup |P%(s,t,x)k|y +E </ |Q“ (s, t, x)kzﬁR?)*dS) < Ovy,ap(T — )" P(1+ |z|m)? k5. (4.6)
5€[0,T] 0

Proof. Let, for t € [0,T], x € H, k € D(—A)*, P*(-,t,z)k and Q“(-,t,z)k be defined by (4.4) and (4.5)
respectively.
By Proposition 4.1 the map k — (P(-,t,z)k, Q*(-,t,x)k) is a bounded linear operator from D(—A)* to
LE(Q,C([0,T],R)) x L%(Q, L*([0, T],R?)). Moreover (P*(-,t,z)k,Q%(-,t, )k solves the equation
dP%(s,t,x)k = 11 11(s) Vo ¥(s, X (s,t,7), Z(s,t, 7)) Vo X (5,1, 2)(A — A)%k ds
+V. U(s, X (s,t,2), Z(s,t,x)) Q*(s,t,x)k ds + Q(s,t,x)k AW, (4.7)
PYT,t,2)k = V(X (T,t,2)) Vo X (T, t, z)(\ — A)%k, s€[t,T].
By (3.4) equation (4.7) can be rewritten
dP%(s,t,x)k = v(s,t,x)k ds + V¥ (s, X (s,t,x), Z(s,t,2))Q(s,t,x)k ds + Q% (s, t,x)k dWj
PY(T,t,x)k = n(t, )k, s €[0,T7,

where
V(s ta)k = 1ry(s) Vo W(s, X (5, 1,2), Z(s,t,2)) (O (s, t,w)k + (A = A) el 04k)

nt,x)k = Vo ®(X(T,t,2)) (0%(T, t,x)k + (A — A)*eT=DAL) .
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Now we choose arbitrary k& € H and notice that v (s, ¢, )k and n(¢, z)k can still be defined by the above formulae.
Remark 2.7, and relations (2.4), (3.5) yield:

E (/0 |v(s,t, )k ds)

p/2 p/2

T
< cﬂE(/ (14X (s,t,2)])? (|0%(s, t, 2)k| + (s — t)a|k|H)2ds>
t
< o [(T = 072 4 (T = )07297/2] (14 |al P K]P < es(1 + Jo P 17,
where ¢1, co and c3 are suitable constants independent on ¢, x, k. In the same way

Ely(t,2)kl? < eaB((1+ X (T,t,2)]) (10°(T, 1, 2)k] + (T = &) |tlw) )
< s (T = 1) (1 + [a])P [kI7.

By Proposition 4.3 in [14], for all k¥ € H there exists a unique pair ((P*(-,¢,2)k, Q(-,t,2)k) belonging to
LE(Q,C([0,T],R)) x L% (92, L*([0,T],R?)) and solving equation (4.8); moreover (4.6) holds. The map k —
(P*(-,t,2)k, Q*(-, t, x)k) is clearly linear, so we can conclude that the required extension exists. To prove its
continuity, by the estimate (4.6) it is sufficient to show its continuity with respect to ¢ and z for any fixed k € H.
Again by Proposition 4.3 in [14], it is enough to prove that for all k € H, t,, — t € [0,T), ,, — « € H and all
p € L (Q, L*([0,T], R?)) letting

T p/2
L =E (/ (V.U (s, X2, Z7) — VU (s, Xs, Zs)),us|2ds> , (4.9)
0

T p/2
Iy = </ |V(Satn; :L'n)h - I/(S,t,l‘)h|2d8> ’ (410)
0

Is :=E |n(tn, zn)k — n(t, 2)k|?, (4.11)
where X" = X (s,tn,xn), 27 = Z(8,tn,Zn), then I; — 0, as n — oo, i = 1,2,3. Notice that, for all p > 1,
X' — X(-,t,z)in LIL(Q,C([0,T], H)) and ZI' — Z(-,t,) in L% (Q, L*([0, T], R?)). Thus from each subsequence
in N we can extract a subsequence {n; : i € N} for which }_, [ X" — X (-,¢,2)[e (o c(j0,17,1)) < 00, and therefore
the series >, (X™ — X(-,t,2)) converges, P-a.s. for all s € [0,77], to an element X* of L, (2, C([0,T], H)) for
which, P-a.s., | X g < |X(s,t,2)|u + | X}|g for s € [0,T]. Similarly, there exists Z* € L% (2, L*([0,T],R?))
such that |Z7|gz < |Z(s,t,x)|r2 + | Z%|r2, P-a.s. for almost all s € [0,7].
To prove (4.9) it is enough to notice that from each subsequence in N we can extract a subsequence {n; : i € N}
as described above and by the dominated convergence theorem we have

T p/2
E (/ (VU (s, X7, Z7) — V., U(s, Xs, Zs)) us|2ds> —0.
0

To prove (4.10) we define:

Vi = 1q,,.,11(5) (@O‘(s,tn,xn)k + (A= A)ae(sft")Ak) ,

S

Vi =1.1(s) (@“(s, ta)k + (A — A)ae<s—t>Ak) ,
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and notice that v(s,tn,x,) = Vo U(s, X7, ZM)V and v(s,t,x) = Vo ¥(s, X, Z5)Vs. Then

I

IN

T p/2
21 </ (VoU(s, XTI, Z1) — Vo U(s, X,, Zs)) V5|2ds>
0

- p/2
+ 271 </ Ve W (s, X, Z0)(VE" — Vs)IQdS)
0
=: 121 +122.

Taking into account the inequalities [V, ¥(s, z, 2)| < c¢(1+|z|) and |Vi| < e 1 7y(s)(1+ (¢ —s)~“), and applying
the estimate (2.4) (with a = 0) to X and X™, I; can be shown to tend to zero as it was done for I;. To show that
T2 — 0, by the Holder inequality it is sufficient to show that V, ¥ (-, X™, Z™) is bounded in L% (9, L"([0, T|, H*))
for every p,r € [2,00) and that V™ — V in L% (Q, L9([0,T], H)) for every p € [2,00) and for some ¢ > 2. The
required boundedness of V¥ (-, X" Z™) follows immediately from the inequality |V, (s, z, z)| < ¢(1+|z|) and
the estimate (2.4) (with a = 0). To prove that V™ — V in the required norm we first note that

T p/q
E ( / 100 79(8)0% (5, ts )k — 11 <s>®“<s,t,x>k|st) ~0
0

since the map (t,z) — ©%(-,¢,2)k is continuous with values in L% (9, C([0,T], H)). So to conclude the proof
that Iso — 0 it remains to show that

L r) () (A= A)%et =t Ak — 1, 1 () (A — A)e DAk

in L9([0,T]; H) for some ¢ > 2. To this end we note that for all t;7 \ ¢, t,, /t, ;) — z, z,, — = we have

T t-)A th)A q
/0 ‘(AfA)a (1[t;7T](s)e(57 DA 1 (s)e ) )k‘ ds

++

.

T
(A — A)ae“*%)f‘k‘q ds +/ ‘(A — A)rels—thA (e“I*ti)A - 1) k‘q ds

th

i
§|k|‘1/ (5 — t) 70 ds + | (et~ k‘/ )79 s — 0,
tn th

n

provided g is sufficiently close to 2, since o < 1/2.
Finally, the proof of (4.11) is similar to the proof of (4.10). O

Corollary 4.5. Setting v(t,z) =Y (t,t,x), we havev € C([0,T] x H;R) and there exists a constant C' such that
lo(t,z)| < C(1+|z|)?, t €[0,T], x € H. Moreover v is Gateauz differentiable with respect to x on [0,T] x H
and the map (t,x,h) — Vo(t,z)h is continuous.
For all a € [0,1/2), t € [0,T) and x € H the linear operator k — Vu(t,z)(A — A)*k — a priori defined for
k € D(—A)* — has an extension to a bounded linear operator H — R, that we denote by [Vv(A — A)%|(¢, x).
Finally the map (t,z,k) — [Vo(A — A)%|(t, )k is continuous [0,T) x H x H — R and there ezists Cvy o for
which:

VoA — A)*](t, 2)k| < Cvp,o(T —t)"(1 + |z|0)| k| a, tel0,7), z,k € H. (4.12)
Proof. We recall that Y (¢,¢,x) is deterministic.

), p > 2, then the map
t.x) =

Since the map (t,2) — Y(-,t,x) is continuous with values in L, (Q,C([0,7T],R)
thx) =Y (4t x) = ot z)

(t,z) — Y(t,t,x) is continuous W1th values in LP(Q, R) and so the map (¢,2) — EY (¢
is continuous with values in R.
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Similarly, V,v(t,x) = EV,Y (¢,t,x) exists and has the required continuity properties, by Proposition 4.1.
Next we notice that P*(t,t,z)k = VY (¢, ¢, 2)(A — A)*k. The existence of the required extensions and its
continuity are direct consequences of Proposition 4.4. Finally the estimate (4.12) follows from (4.6). O

Remark 4.6. It is evident by construction that the law of Y (-, ¢, z) and consequently the function v depends
on the law of the Wiener process W but not on the particular probability P and Wiener process W we have
chosen.

Corollary 4.7. For every t € [0,T], x € H we have, P-a.s.,
Y(s,t,z) =v(s, X(s,t,2)), for all s € [t,T], (4.13)

Z(s,t,x) = [Vo(\ — A)P(s, X (s,t,2)) (A — A)Pb, for almost all s € [¢,T]. (4.14)
Proof. We start from the well-known equality: for 0 <¢ <r <7, P-a.s.,

X(s,t,x) = X(s,7, X (r,t,2)), for all s € [r, T].
It follows easily from the uniqueness of the backward equation (4.1) that P-a.s.,
Y(s,t,x) =Y (s,7m, X(r,t,x)), for all s € [r, T].

Setting s = r we arrive at (4.13).

To prove (4.14) we note that it follows immediately from the backward equation (4.1) that the joint quadratic
variation of {Y (s, t,z), s € [t,T]} and W7 (j = 1,2) on an arbitrary interval [t,s] C [t,T) is equal to [ ZZ dr.
By (4.13) the same result can be obtained by considering the joint quadratic variation of {v(s, X (s,t,x)), s €
[t,T]} and W7, An application of Proposition 3.5 (whose assumptions hold true by Cor. 4.5) leads to the
identity

/ Zidr = / VoA — AP, X (1, t,2)) (A — A)PY dr,
t t
and (4.14) is proved. O

5. THE HAMILTON-JACOBI-BELLMAN EQUATION

Let us consider again the solution X (s,t,z) of equation (2.2) and denote by P, s its transition semigroup:
P sol(x) =E¢(X(s,t,z)), 2€H, 0<t<s<T,

for any bounded measurable ¢ : H — R. We note that by the estimate (2.4) (with @ = 0) this formula is
meaningful for every ¢ with polynomial growth. In the following P; ; will be considered as an operator acting
on this class of functions.

Let us denote by £; the generator of P; ,, formally:

L406](x) = FVP6()0 = AW, (= A) + 5(V20()(A = A2, (A = A)E2) + (Az + F(t,2), Vo(z),

where V¢(z) and V2¢(x) are first and second Gateaux derivatives of ¢ at the point z € H (here they are
identified with elements of H and L(H) respectively).
The Hamilton-Jacobi-Bellman equation for the optimal control problem is

ov(t, x)
ot
(T, z) = ®(x).

+ Lifo(t,))(x) = V(L 2, Vot z)(A = A)b),  t€[0,T], z € H, (5.1)
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This is a nonlinear parabolic equation for the unknown function v : [0,7] x H — R. The operators £; are very
degenerate, since the space H is infinite-dimensional but the noise W is a two-dimensional Wiener process.
Now we consider the variation of constants formula for (5.1):

T
'U(t,l‘) :Pt,T[(I)](:E) 7/15 Pt,s[\Il(Sa'avv(sa')(AiA)b)](x) dS, te [OaT]a r € H.

This equality is still formal, since the term (A—A)b is not defined. However with a slightly different interpretation
we arrive at the following precise definition:

Definition 5.1. We say that a function v : [0,7] x H — R is a mild solution of the Hamilton-Jacobi-Bellman
equation (5.1) if the following conditions hold:
(i) v € C([0,T] x H;R) and there exist constants C,m > 0 such that |v(t,z)] < C (1 + |z|)™, ¢t € [0,T],
rc H.
(ii) v is Gateaux differentiable with respect to z on [0, T) x H and the map (¢, z, h) — Vo(t, z)h is continuous
[0,T)x Hx H— R.
(iii) For all ¢ € [0,7) and € H the linear operator k — Vo(t,x)(A\ — A)1=Pk (a priori defined for
k € D(—A)'=#) has an extension to a bounded linear operator H — R, that we denote by [Vu(\ —
419t ).
Moreover the map (¢, z, k) — [Vo(A— A)=P](t, z)k is continuous [0,7) x H x H — R and there exist
constants C,m > 0, k € [0, 1) such that

I[Vo(A — APt )| g < C(T — )7 (1 + |z))™, te[0,T), z € H. (5.2)

(iv) The following equality holds for every ¢t € [0,T], x € H:

T
o(t, ) = Pyp[®](x) - / P [0 (s [Vo(A = ) 7)(s.) (A= A)%)] (@) ds. (5.3)
t
We note that Proposition 2.5 implies that |¥ (s, z, )] < C(1 + |z| + |z|?) and it follows that
(5.2, [Vo(A = 4)7)(s,) (A = A)°B)| < CT = ) "(1+ [al) ™2,

and using the estimate (2.4) (with o = 0) it is easy to conclude that formula (5.3) is meaningful.

Theorem 5.1. Assume Hypotheses 2.1, 2.2 and 2.6 then there exists a unique mild solution of the Hamilton-
Jacobi-Bellman equation (5.1).
The solution v is given by the formula
v(t,z) =Y(t,¢t,x),
where (X,Y, Z) is the solution of the forward-backward system (2.3)—(4.2).
Proof. Ezxistence. By Corollary 4.5 the solution v has the regularity properties stated in Definition 5.1. In order

to verify that equality (5.3) holds we first fix ¢ € [0,7] and € H and note that the backward equation (4.1)
gives

Y(t,t,x) + /tT Zs dWs = O(X (T, t,x)) — /tT ‘P(s,X(s,t,x),Z(s,t,x)) ds.

Taking expectation we obtain

v(t, z) = Pr[®](x) — E/tT \I/(S,X(s,t, x), Z(s,t, x)) ds. (5.4)
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Now we recall that by Corollary 4.7 we have
Z(s,t,x) = [Vu(\ — A)P](s, X (s,t,2)) (A — A)Pb, P-a.s. for a.a. s € [t,T].
It follows that
T T
]E/ 0 (s, X (s,,2), Z(s.t,2)) ds = E/ 0 (5, X (5,,2), [Vo(A — A)'7)(s. X (s, .2)) (A~ A)%b) ds
¢ ¢

- /tT P [\p (s, L Voh — A)F(s, ) (A — A)ﬁb)} (z) ds.

Comparing with (5.4) gives the required equality (5.3).
Uniqueness. Let u be a mild solution. We fix ¢t € [0,T] and « € H and look for a convenient expression for
the process u(s, X (s,t,x)), s € [t,T]. By (5.3) and the Markov property of X we have

u(s, X (s,t, ) = Pop[®)(X (s, t,2)) — /ST P, [\y (r, [V — A8 ) (A — A)ﬁbﬂ (X (s,t,2)) dr

=E” [®(X(T,t,z))] — E™ /T \I/(r, X(r,t,x), [Vu\ — A7 P)(r, X (r,t,z)) (A — A)ﬁb> dr]

=E” [¢] + /: \II(T,X(T,t, z), [Vuh — AP (r, X (r,t,2)) (A — A)ﬁb) dr,
where we have defined
T
€ = B(X(T,t,7)) — /t 0 (r, X (1.1, 2), [Vu(h — 4)'7)(r, X (r.1,2)) (A= 4)%) dr.

We note that E7¢[¢] = EFtu(s, X (s,t,2)) = u(t,z). Since & € L*(Q;R) is Fr-measurable, by a well known
representation theorem there exists Z € L% (Q x [t,T];R?) such that E"=[¢] = [ Z, AW, +u(t, x). We conclude
that the process u(s, X (s,t,x)), s € [t,T] is a (real) continuous semimartingale with canonical decomposition

u(s, X (s,,2)) = u(t, z) + / Z, AW, + /t \II(T,X(r,t, 2), [Vu(h — A8 (r, X (r,t,2)) (A — A)ﬁb) dr, (5.5)

t

into its continuous martingale part and its continuous finite variation part.

Now we compute the joint quadratic variation process of both sides of (5.5) with W7, j = 1,2, on an arbitrary
interval [0,s] C [0,T). By (5.2) there exists a constant K such that |Vu(t,x)| < Ks(1 + |z|)™, for t € [0, 5],
x € H; then we can apply Proposition 3.5 and conclude that the joint quadratic variation equals

S
/ [VuA — AP (r, X (rt,2)) (A — A)PY dr.
0
Computing the joint quadratic variation of the left-hand side of (5.5) with W7 yields the identity

/S[Vu()\ — AP, X (r,t,2)) (A — A)PY dr = /S ZI dr.
0 t
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Therefore, for a.a. s € [t,T], we have P-a.s., [Vu(A — A)1P](s, X (s,t,2)) (A — A)Pb = Z,, so substituting
into (5.5) and taking into account that u(T, X (T,t,z)) = ®(X(T,t,x)) we obtain, for s € [¢,T],

u(s, X (s,t,x)) + / [Vu(\ — A) P (r, X (r,t,x)) (A — A)Pb AW,
’ T
— O(X(T,t,7)) — / \II(T,X(r,t, 2), [Vuh — A28 (r, X (r 1, 2)) (A — A)ﬁb) dr.
Comparing with the backward equation (4.1) we note that the pairs
(Y(s,t, x), Z(s,t, x)) and (u(s,X(s,t, x)), [Vu(\ — A)lfﬁ](s,X(s,t, x)) (A — A)ﬁbj), s € [t,T],

solve the same equation. By uniqueness, we have Y (s,t,2) = u(s, X(s,t,z)), s € [t,T], and setting s =t we
obtain Y (¢,t,x) = u(t, ). O

6. SYNTHESIS OF THE OPTIMAL CONTROL

6.1. Strong formulation

In this section we assume that Hypotheses 2.1, 2.2 and 2.6 are satisfied and we come back to the control
problem introduced in Section 2. As in the previous sections, W is a standard real Wiener processes in R2,
defined on a probability space (2, F,P), with respect to a filtration {F;, ¢ > 0} satisfying the usual conditions.
We call u = (ul,u?) : Q x [0,T] — R? an admissible control process if it is (F;)-predictable and takes values in
the set U C R2.

For arbitrary ¢t € [0,7T] and z € H we wish to minimize the cost (2.6):

T
J(t,x,u(-)) = E/ L(s, X% u(s))ds+E®(X}) (6.1)
t
over all admissible controls, where {X¥ : s € [t,T]} is the solution of the state equation (2.2): P-a.s.,

XUt =elDAy 4 / eGTIAR(r, X¥) dr 4 / (A — A1 Bel=mA (N — 4)Pp dw,
t t

S

+ /S(A — A PTAN = APhu(r)dr,  se[t,T]. (6.2)

We will also write X“(s,t, ) instead of X¥, to stress dependence on the initial data ¢, z.

We also recall, see Section 2.3, that we denote by I' the set-valued mapping introduced in (2.7) and by
v :[0,T] x H x R? — U a measurable selection of T.

Finally, by v : [0,7] x H — R, we denote the mild solution of the Hamilton-Jacobi-Bellman equation (5.1).

Theorem 6.1. Assume Hypotheses 2.1, 2.2 and 2.6. For every t € [0,T], x € H and for all admissible control
u we have J(t,x,u(-)) > v(t,x), and the equality J(t,z,u(-)) = v(t,x) holds if and only if
u(s) €T (s, X*(s,t,2),[Vu(X — AP (s, X (s, t,2)) (N — A)Bb)

Proof. The proof is identical to the proof of relation (7.5) in [14], Theorem 7.2. Just notice that in this case
by (4.14) we have Z(s,t,2) = [Vo(A — A)'=P](s, X (s,t,2)) (A — A)Pb and the role of G in [14], Theorem 7.2, is
here played by (A — A)b. O
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The following corollary is now an immediate consequence. We nevertheless notice in the claim below we do
not state conditions for the existence of a solution of the closed loop equation. Indeed existence is not obvious,
due to the lack of regularity of the feedback law w occurring in (6.5). In the next section we will show that
the closed loop equation admits a solution in a different, weak, sense. After reformulating the optimal control
problem in the appropriate, weak, sense, this will lead to existence of the optimal control and the validity of
the feedback law for an optimal pair.

However, under additional assumptions, it is also possible to solve the closed loop equation in the sense of (6.5)
and therefore obtain existence of an optimal control in the present strong formulation. A slight modification of
Proposition 2.4 shows that the Lipschitz condition

lu(t, z1) — u(t, x2)| < Clz1 — x1], te€0,T], z1,72 € H, (6.3)

for some constant C is sufficient to ensure existence of the solution. In order to guarantee that (6.3) holds it is
enough to require a uniform Lipschitz condition on the function 7(t, -, -) and to prove that [Vo(A— A)'=P](¢,-) is
also Lipschitz. In turn, this could be deduced from properties of the backward equation (4.1), under additional
assumptions on its coefficients ¥ and ®, by the same approach as in Corollary 4.5.

Corollary 6.2. Under the assumptions of Theorem 6.1, let us define
u(t,z) = fy(t, z, [Voh — APt z) (A — A)ﬁb), tel0,T), v e H (6.4)

and let us assume that there exists an adapted process {Xs, s € [t,T]} with continuous trajectories solving the
equation: P-a.s.

X, =el™ 04 4 / CTIARG X, dr + / (A — A1 Bels=mA(N — 4)5p aw,
t t
+ / (A — A Pel=mAN — )b u(r, X ,)dr, set,T]. (6.5)
t

Then setting u(s) = u(s, Xs) we have J(t,x,u(-)) = v(t,r) and consequently the pair (u, X) is optimal for the
control problem.

The function u introduced in (6.4) will be called the optimal feedback law, and the equation (6.5) is called
the closed loop equation.

6.2. Weak formulation

We now reformulate the optimal control problem in the weak sense, following the approach of [13]. The
main advantage is that we will be able to solve the closed loop equation, and hence to find an optimal control,
although the feedback law u is non-smooth.

We still assume we are given the functions f, ¢, ¢ (and the corresponding functions F'; ¥, ®) and the set U
as in the previous sections, satisfying Hypotheses 2.1, 2.2 and 2.6. We also assume that initial data ¢ € [0, T
and x € H are given.

As in the previous section I is the set-valued mapping introduced in (2.7) and 7 : [0,7] x H x R? — U is an
arbitrary measurable selection of I'. Moreover u is defined as in (6.4).

We call (Q, F, (F:),P, W) an admissible set-up, or simply a set-up, if (Q2, F,P) is a complete probability space
with a right-continuous and P-complete filtration {F3, t € [0,T]}, and {Wy, ¢t € [0,T]} is a standard P-Wiener
process with values in R?, with respect to the filtration (F;).

An admissible control system (a.c.s.) is defined as U = (Q, F, (F1), P, W, u, X*) where:

o (0, F,(F),P,W) is an admissible set-up;
e u:Q x[0,T] - R?is an (F;)-predictable process with values in U;
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o {X¥ s € [t,T]} is an (F;)-adapted continuous process with values in H, mild solution of the state
equation (6.2) with initial condition X}* = x.
By Proposition 2.4, on an arbitrary set-up the process X* is uniquely determined by uw and x, up to indistin-
guishability. To every a.c.s. we associate the cost J(t,z,U) given by the right-hand side of (6.1). Although
formally the same, it is important to note that now the cost is a functional of the a.c.s., and not a functional
of u alone. Our purpose is to minimize the functional J(¢,z,U) over all a.c.s. for fixed initial data ¢, z.
Our main result, Theorem 6.4 below, is based on the solvability of the closed loop equation (6.5) in the sense
of the following lemma.

Lemma 6.3. For every t € [0,T], x € H, there exists an admissible set-up (0, F,(F:),P,W) and an (Fi)-
adapted continuous process {X s, s € [t,T|} with values in H, solution of (6.5).

Proof. Let us take an arbitrary set-up (0, F, {F;},P, W) and consider the solution {X : s € [t,T]} of the
uncontrolled equation (compare with (2.3)):

X, = o4y 4 / =NAR( X,) dr + / (A= AP Bel=DAN_ AP dT,,  sctT].  (6.6)
t

t
Now we define the process
sVt
W, =W, f/ u(r, X)) dr, s € [0,T].
t

Since u takes values in U, it is bounded, and by the Girsanov Theorem there exists a probability P on (Q,F),
equivalent to P, such that W is a P-Wiener process with respect to (F). Re-writing equation (6.6) in terms of
W we conclude that X is the required solution of (6.5). O

Using standard terminology we will say that X is a weak solution of the closed loop equation (6.5).

Theorem 6.4. Assume Hypotheses 2.1, 2.2 and 2.6. For every t € [0,T], x € H, the infimum of J(t,z,U)
over all a.c.s. is equal to v(t,x). Moreover there exists an a.c.s. U = (Q,F,(F),P,W,u, X¥) for which
J(t,x,U) = v(t,z) and the feedback law

u(s) = u(s, Xy), P-a.s. for a.a. s € [t,T].

is verified by u and X“. Finally, the optimal trajectory X" is a weak solution of the closed loop equation.

Proof. Let (Q,F, (F:),P,W) and {X, s € [t,T]} be the admissible set-up and the weak solution of the closed-
loop equation (6.5) given by Lemma 6.3. We can apply Theorem 6.1 and Corollary 6.2 with respect to this
set-up and we obtain all the required conclusions. O
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