
ESAIM: Control, Optimisation and Calculus of Variations May 2003, Vol. 9, 419–435

DOI: 10.1051/cocv:2003020

MOTION PLANNING FOR A CLASS OF BOUNDARY CONTROLLED LINEAR
HYPERBOLIC PDE’S INVOLVING FINITE DISTRIBUTED DELAYS

Frank Woittennek
1

and Joachim Rudolph
1

Abstract. Motion planning and boundary control for a class of linear PDEs with constant coefficients
is presented. With the proposed method transitions from rest to rest can be achieved in a prescribed
finite time. When parameterizing the system by a flat output, the system trajectories can be calculated
from the flat output trajectory by evaluating definite convolution integrals. The compact kernels of the
integrals can be calculated using infinite series. Explicit formulae are derived employing Mikusiński’s
operational calculus. The method is illustrated through an application to a model of a Timoshenko
beam, which is clamped on a rotating disk and carries a load at its free end.
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Introduction

The concept of π-freeness was introduced within the module theoretic approach to the control of linear delay
systems [3]. Using this method, efficient motion planning for those systems is possible [4,5,14] in a way similar
to nonlinear flat systems [1, 18]. The expansion of this approach to more general partial differential equations
opened new possibilities to the control of systems governed by partial differential equations.

When applying the flatness based method to parabolic equations, as for instance the heat equation [9] or
chemical reactor models [7,10], the solution can be written as convergent series involving flat output derivatives
of arbitrary order. Some nonlinear parabolic equations have also been treated [10]. The solution of hyperbolic
systems, as for instance simple heat exchanger models [20] or the general telegraph equation [2], can be written
using definite convolution integrals, and can, therefore, be interpreted as systems with finite distributed delays
and predictions. Hyperbolic systems involving spatially dependent coefficients and nonlinearities have also been
studied [15, 16].

Although several problems have been solved, there exists no general approach to the solution of the motion
planning problem, even in the case of linear PDEs with constant coefficients.

In the present paper, we propose a method which is suitable for performing the motion planning for a
class of hyperbolic linear partial differential equations with constant coefficients, controlled by one boundary
input. This class is characterized by a hypothesis on the roots of the characteristic polynomial of the associated
operational ordinary differential equation (by means of Mikusiński’s operational calculus). This allows us to
explicitly parameterize solutions corresponding to transitions from rest to rest in finite time, i.e., we show that
the system variables can be written as convolution products of the trajectory of a free variable y – the so-called
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flat output – and functions with compact support. The transitions from rest to rest can be parameterized by
choosing an appropriate trajectory for the flat output y. Being able to give an interpretation of the operators
and operational functions associated with the convolution kernels we can verify their compact support directly
without using the Paley–Wiener theorem. Indeed we get an explicit series expansion formula.

Though in this paper we consider only single input systems, generalization to systems with multiple inputs
is possible using the module theoretic approach [4].

The paper is organized as follows. In Section 1 we introduce the class of mathematical models that can be
handled with the proposed method. Furthermore, we sketch how the control for a transition from rest to rest
can be calculated. In Section 2 some more general results are presented, which are needed in the third section.
In the third section, we prove that the method presented in the first section indeed yields a solution of the
motion planning problem. Finally, in Section 4, we apply the proposed method to a Timoshenko beam model.

1. Systems considered and design method

We consider distributed parameter systems in p distributed variables, w1, . . . , wp, depending on time t and
on one space variable x. A single (spatially lumped) control input v acts on the boundary. More precisely, the
system is given as a set of linear homogeneous partial differential equations with constant coefficients:

Aw(x, t) = 0, x ∈ Ω = [x0, x1] ⊂ R, t ∈ R
+, A ∈

(
C

[
∂

∂x
,
∂

∂t

])p×p
, w(x, t) = (w1(x, t), . . . , wp(x, t))

T
.

(1.1a)

The boundary conditions are

B0w(x, t)
∣∣
x=x0

+B1w(x, t)
∣∣
x=x1

+ Cv(t) = 0, B0, B1 ∈
(

C

[
∂

∂x
,
∂

∂t

])N×p
, C ∈

(
C

[
∂

∂t

])N×1

, t ∈ R
+.

(1.1b)

The following motion planning and control design problem is considered: define a trajectory R
+ ⊃ [0, T ∗] 3 t 7→

(w1(x, t), . . . , wp(x, t), v(t)) ∈ Cp+1, ∀x ∈ Ω, such that w(j)
i (x, 0) = 0, j ≥ 0 and w

(j)
i (x, T ∗) = 0, j > 0, i =

1, . . . , p, i.e., a solution of the above-defined boundary value problem corresponding to a transition from rest to
rest in a finite time T ∗. Without loss of generality, the initial conditions are assumed to be zero.

In order to detail the class of pde’s considered here, let us assume the following2:

Assumption 1.1. The partial differential operator being the determinant of the matrix A can be written as
L = detA =

∑
i+j≤N pi,j

∂i

∂xi
∂j

∂tj (pi,j ∈ C) where N > 0 is chosen minimally, and pN,0 6= 0. (Note that N is
also the number of boundary conditions.)

Denote the symbol of the operator L by l, i.e., l(λ, s) =
∑

i+j≤N pi,jλ
isj . Obviously, L can be written as

L = L∗L2, where L2, L
∗ ∈ C

[
∂
∂x ,

∂
∂t

]
, and the symbol l∗ of L∗ has the same roots λi(s), i = 1, . . . , n, n ≤ N

as l but with multiplicity one only. Let L∗ =
∑

i+j≤n p
∗
i,j

∂i

∂xi
∂j

∂tj . As a consequence of Assumption 1.1 we have
p∗n,0 6= 0.

Assumption 1.2. The operator L∗ is strictly hyperbolic (w.r.t. x) (cf. [8, 17]) i.e. considering its principal
symbol

l̄∗(λ) =
∑
i+j=n

p∗i,jλ
isj

2Though we exclude some trivial cases by Assumptions 1.1 and 1.2, in general we do not a priori verify whether the problem is
well posed. If the problem is well posed, we are able to parameterize a set of solutions. Otherwise, at least one of the Assumptions 1.1,
1.2, or 1.3 does not hold.
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the roots λi(s), i = 1, . . . , n are real and distinct for any non-zero s ∈ R (L∗ has only real distinct characteristics
and, moreover, x = const. is not a characteristic).

We interprete the function [0,∞) 3 t 7→ v(t) ∈ C as an operator in the Mikusiński field of operators3 (see the
Appendix), v̂ ∈M. Moreover, Ω× [0,∞) 3 (x, t) 7→ wl(x, t) ∈ C, l = 1, . . . , p, is identified with the operational
function Ω 3 x 7→ ŵl(x) ∈ M. Derivatives w.r.t. time t can be replaced by powers of the operator s (initial
conditions are zero) [12, 13]. We obtain the ordinary boundary value problem corresponding to (1.1):

Âŵ(x) = 0, x ∈ Ω, Â ∈
(

C

[
∂

∂x
, s

])p×p
(1.2a)

B̂0ŵ(x)
∣∣
x=x0

+ B̂1ŵ(x)
∣∣
x=x1

+ Ĉv̂ = 0, B̂0, B̂1 ∈
(

C

[
∂

∂x
, s

])N×p
, Ĉ ∈ (C[s])N×1 . (1.2b)

Since in the following we always deal with the operational boundary value problem (1.2), for convenience, let
us reformulate the Assumptions 1.1 and 1.2 in this context.

Assumption 1.1*. The characteristic polynomial P of the matrix Â can be written as

P (λ) =
∑

i+j≤N
pi,jλ

isj , pi,j ∈ C, pN,0 6= 0. (1.3)

Without loss of generality we assume pN,0 = 1.

Denote the roots4 of the characteristic polynomial P by λi, i = 1, . . . , n, n ≤ N , their multiplicities as κi.
Moreover,

P ∗(λ) =
∑
j+i≤n

p∗i,jλ
isj

is the normalized polynomial having the same roots as P but with multiplicity 1 only.

Assumption 1.2*. The roots λ̄i, i = 1, . . . , n of the polynomial P̄ ∗(λ) =
∑

i+j=n p
∗
i,j λ̄

n are real and distinct5.

Let us define a family P of polynomials P1, . . . , Pκmax , where κmax = max(κ1, . . . , κn), as

Pi(λ) =
∏
j∈Ii

(λ− λj)κj−i+1, Ii = {j|κj ≥ i} , i = 1, . . . , κmax. (1.4)

We denote the degrees of the polynomials Pi by Ni and the cardinalities of the sets Ii as ni. Since for every
i = 1, . . . , κmax − 1 the polynomial Pi+1(λ) is the normalized g.c.d. of Pi(λ) and P ′i (λ), and P1(λ) = P (λ) ∈
C[s][λ], all the polynomials in P belong to C[s][λ].

Now we recursively define an adapted linearly independent family C of operational functions Ĉi,j : Ω →
M, i = 1, . . . , κmax, j = 1, . . . , ni as linear combinations of the operational functions xk−1 exp(xλj), j =
1, . . . , n, k = 1, . . . , κj. The operational function Ĉi,1 is the solution of the following initial value problem
associated with the polynomial Pi:

Ni∑
j=0

pi,j Ĉ
(j)
i,1 (x) = 0, Ĉ

(j)
i,1 (0) = 0, j = 0, . . . , Ni − 2, Ĉ

(Ni−1)
i,1 (0) = 1, i = 1, . . . , κmax (1.5a)

3For a better readability we use the notation f̂ = {f(t)} and ĝ(x) = {g(x, t)}, respectively.
4In [11] it is shown that any equation of the form

∑n
i=0 aiλi (ai ∈ C[s]) has exactly n (not necessary distinct) roots

λ1, . . . ,λn ∈ M.
5This is indeed equivalent to Assumption 1.2. (Set λ = sλ̄ in the principal symbol of L∗.)
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where pi,j ∈ C[s] denotes the coefficient of λj in the polynomial Pi. Starting with Ĉi,1, for every i ∈ {1, . . . , κmax}
we can recursively construct another ni − 1 linearly independent solutions as

Ĉi,j(x) = Ĉ′i,j−1(x) (j = 2, . . . , ni). (1.5b)

Hence, we have (see Lem. A.3 in the Appendix)

Ĉi,j(x) =
∑
k∈Ii

κk−i∑
l=0

xlF̂i,j,k,l(x) with F̂i,j,k,l(x) = ηi,j,k,l exp(xλk) (1.6a)

ηi,j,k,l =
1

(κk − i− l)! l!
∂κk−i−l

∂λκk−i−l
k

(
λj−1
k∏

m∈Ii,m 6=k(λk − λm)κm

)
· (1.6b)

The derivatives with respect to x of the operational functions in C can be expressed as linear combinations of
these functions. Due to their definition this is obvious for the functions Ĉi,j with j < ni. Furthermore, the
definition scheme (1.5) ensures that for every l ∈ {0, . . . , N−1} there exist i ∈ {1, . . . , κmax} and j ∈ {1, . . . , ni}
such that Ĉ(k)

i,j (0) = 0 for k < l, Ĉ(l)
i,j (0) = 1, and Ĉ(k)

i,j (0) ∈ C[s] for k > l. Therefore, we can express the solution
of any initial value problem of the form

N∑
j=0

pj Ĉ
(j)(x) = 0, Ĉ(j)(0) ∈ C[s], j = 0, . . . , N − 1

by a linear combination of the elements in C with coefficients in C[s]. Since the derivatives of the functions
in C are solutions of such an initial value problem, they can be written in this form as well. Thus, C[s,C] is a
differential ring with respect to d

dx .
As a consequence, in (C[s,C])p there exists a fundamental system of solutions Ŵi = (ŵi,1, . . . , ŵi,p)T (i =

1, . . . , N) of the o.d.e. (1.2a). Using the Ansatz

ŵ(x) =
N∑
k=1

Ŵk(x)K̂k = Ŵ (x)K̂

the boundary conditions (1.2b) lead to an equation of the form

T (SK̂ +Dv̂) = 0, S ∈ (C[s,D])N×N , D ∈ (C[s])N (1.7)

where D is the family of operators obtained by evaluating the operational functions in C on Γ and T is a diagonal
matrix with (diagonal) entries Ti ∈ C[s,D] (i = 1, . . . , N) being such that the g.c.d. of the elements in the i-th
row of the matrix (S,D) is a unit in C[s,D].

Assumption 1.3. The boundary conditions (1.2b) are such that det(S) 6= 0.

Introduce a new variable ŷ, a so-called flat output, via the equations

v̂ = det(S)︸ ︷︷ ︸
=:V̂

ŷ, ŵ(x) = Ŵ (x)SadjD︸ ︷︷ ︸
=:Ŵ(x)

ŷ (1.8)

where Sadj = det(S)S−1. With this choice of the flat output ŷ equation (1.7) is satisfied.
Let C∗ denote the family of operational functions defined by Ĉ∗i,j,µ = sµĈi,j , where µ ≤ Ni − κmax + i − j

and D∗ is the family of operators obtained by evaluating the functions in C∗ on Γ. Replacing the expressions
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of the form sµĈi,j by the elements of C∗ and D∗ in such a way that the degree of the polynomials V̂ ∈ C[s,D∗]
and Ŵ ∈ C[s,C∗,D∗] in s is minimal we can write this solution (1.8) as

v̂ =
ρ̄∑
j=0

V̂jsj ŷ, V̂j ∈ C[D∗]

ŵi(x, s) =
ρ̃i∑
j=0

Ŵi,j(x)sj ŷ, Ŵi,j(x) ∈ C[C∗,D∗], i = 1, . . . , p.

This representation is not unique.
It will be shown in Theorem 3.1 below that under the Assumptions 1.1* and 1.2* on P these formulae give

rise to convolution integrals with kernels Vj and Wi,j that have compact support with respect to t (the spatial
variable x is interpreted as a parameter) – equivalently, the convolution integrals are definite:

v(t) =
ρ̄∑
j=0

Vj(t) ? y(j)(t) (1.9a)

wi(x, t) =
ρ̃i∑
j=0

Wi,j(x, t) ? y(j)(t), i = 1, . . . , p. (1.9b)

For the parameterization of this solution a trajectory is chosen for the flat output y. This is done in such a way
that the derivative of order max(ρ̃1, . . . , ρ̃p, ρ̄) of this trajectory belongs to the ring S of piecewise continuous
functions R → R with left-bounded support. Obviously, the trajectories for the distributed variables wi as well
as those for the lumped variable v can all be calculated from such a trajectory [0,∞) 3 t 7→ y(t) ∈ C then.
Therefore, we can parameterize transitions from rest to rest by a trajectory t 7→ y(t) which is constant for t ≥ t∗.
The time T ∗ in which the transition is finished depends on the choice of t∗ and the support of the functions Vj
and Wi,j . Defining IT = [T−, T+] in such a way that for all x ∈ Ω (and all possible i and j) the support of Wi,j

and that of Vj (w.r.t. time) is a subset of IT , one has T ∗ ≤ t∗ + T+ − T−.

2. Operational functions leading to compact support convolution

Next we provide results that will allow us to interprete the operational functions Ĉi,j,µ (see Eq. (1.6a) for
the definition) occurring in the solution formulae.

Lemma 2.1. Let P (λ) be a polynomial satisfying Assumption 1.1*. Denote the roots of P as λi ∈ M, i =
1, . . . , n their multiplicity with κi. Moreover, P ∗(λ) =

∏n
i=1(λ − λi) =

∑
j+i≤n p

∗
i,j λ̃

isj+i is the associated
polynomial with roots of multiplicity one only. Assume that P ∗ satisfies Assumption 1.2*. Then, the roots of P
can be written as λi = sλ̃i, where the λ̃i have operationally convergent series expansions

λ̃i =
∞∑
j=0

ψ(j)(0)
j!

s−jσ

with ψi : C → C being analytic in 0.

Proof. Due to Lemma A.1 the analyticity of the ψi implies the convergence of the above series. Since P ∗ and P
have the same roots, we show the analyticity of the ψi using the polynomial P ∗.

We replace λ by sλ̃ and λj by sλ̃j , j = 1, . . . , n and obtain P ∗(λ) = snP̃ ∗(λ̃), which defines P̃ ∗(λ̃) =∏n
j=1(λ̃ − λ̃j) =

∑
j+i≤n p

∗
i,j λ̃

isj+i−n. Obviously, the normalized polynomial P̃ ∗ has coefficients in C[s−σ] for
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appropriate σ ≥ 1 in N (σ = 1 is always possible). As s is not a divisor of zero in M, the equation snP̃ ∗(λ) = 0
implies P̃ ∗(λ̃) = 0.

Replace s−σ by an independent variable ζ and P̃ ∗ by a function C[ζ, λ̃] 3 H(ζ, λ̃) =
∑

j+i≤n p
∗
i,j λ̃

iζ
1
σ (n−j−i)

of two variables ζ and λ̃. Furthermore, replace the λ̃i by functions ψi (of the independent variable ζ) implicitly
defined through the equation H(ζ, ψ(ζ)) = 0.

According to Assumption 1.2*, at ζ = 0 this equation has n distinct solutions ψi(0) = λ̄i, i = 1, . . . , n. Since,
as a consequence, ∂H

∂λ̃
(ζ, ψi(ζ)) =

∏
j∈{1,...,n}\{i} (ψi(ζ) − ψj(ζ)) does not vanish in (0, ψi(0)), it follows from

dψi
dζ

(ζ)
∂H

∂λ̃
(ζ, ψi(ζ)) +

∂H

∂ζ
(ζ, ψi(ζ)) = 0

that the derivatives of the functions ψi, i = 1, . . . , n exist. Therefore, they are all analytic in ζ = 0. �
Lemma 2.2. Let λi be the roots of a polynomial P satisfying the assumptions of Lemma 2.1.

Then, the operators ηi,j,k,l defined in (1.6b) can be written as ηi,j,k,l = s−Ni+j+lη̃i,j,k,l. The (operational
convergent) series expansions of the η̃i,j,k,l read

η̃i,j,k,l =
∞∑
m=0

γ
(m)
i,j,k,l(0)
m!

s−mσ,

where γi,j,k,l is a function C → C which is analytic in 0.

Proof. Using λi = sψi(s−σ), from (1.6b) we obtain

η̃i,j,k,l = γi,j,k,l(s−σ) =

[
1

(κk − i)!

(
κk − i

l

)(
∂

∂λ̃k

)κk−i−l
(

λ̃j−1
k∏

α∈Ii,α6=k(λ̃k − ψα(s−σ))κα−i

)]
λ̃k=ψk(s−σ)

·

(2.1)
We substitute s−σ by the complex variable ζ. Since, according to Lemma 2.1, all the ψi are analytic in ζ = 0
and i 6= j ⇒ ψi(0) 6= ψj(0) by assumption, the γi,j,k,l are analytic in ζ = 0. �
Lemma 2.3. The operational functions in C∗ have a formal power series expansion of the form

Ĉi,j(x) =
∞∑
k=0

ci,j,k
k!

xk, ci,j,k ∈ C[s]. (2.2)

Proof. Since, for any i = 1, . . . , κmax, Ĉi,1 is defined as the solution of the initial value problem (1.5a), the
first Ni − 1 coefficients of its power series are equal to zero, while ci,1,Ni−1 = 1 ∈ C[s]. The coefficients ci,1,k
(k ≥ Ni) can be obtained from the first Ni coefficients using the polynomial Pi ∈ C[s, λ]. Applying the recursion
formula Ci,j+1(x) = C′i,j(x) yields the coefficients ci,j,k = ci,1,k+j−1 ∈ C[s] (j = 2, . . . , ni, k ∈ N). Therefore,
Ĉi,j(x) ∈ C[s][[x]] (i = 1, . . . , κmax, j = 1, . . . , ni). �

Theorem 2.4 (Interpretation of exponential operators). Consider the operational function F̂ : R → M de-
fined by

F̂ (x) = η exp
(
xλ
)

with λ = sλ̃, η = s−ν η̃, ν ∈ N. (2.3)
Furthermore, let

λ̃ =
∞∑
j=0

ψ(n)(0)
j!

s−jσ, η̃ =
∞∑
j=0

γ(j)(0)
j!

s−jσ, σ ∈ N \ {0} (2.4)

where C 3 ζ 7→ ψ(ζ) ∈ C and C 3 ζ 7→ γ(ζ) ∈ C are analytic in ζ = 0, and ψ(0) ∈ R. Since s−σ ={
h(t) tσ−1

(σ−1)!

}
∈ C (0 < σ ∈ N), the series (2.4) are both operationally convergent (see Lem. A.1 in the Appendix).
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Under these assumptions the operational function F̂ can be identified with a function F : R2 → C given by

F (x, t) =



h(t+ xψ(0))

∑∞
k=0

1
k! f̃

(k)(0;x, t, σk + ν − 1), ν > 0

δ(t+ xψ(0))γ(0)exψ
′(0) + h(t+ xψ(0))

∑∞
k=1

1
k! f̃

(k)(0;x, t, k − 1), ν = 0, σ = 1

δ(t+ xψ(0))γ(0) + h(t+ xψ(0))
∑∞

k=1
1
k! f̃

(k)(0;x, t, σk − 1), ν = 0, σ > 1.

(2.5)

Here h denotes the Heaviside function and δ is (the analogue of) the Dirac distribution. The function f̃ : C → C

is defined by

f̃(ζ;x, t, µ) =
γ(ζ)
µ!

(xψ(ζ) + t)µ , (2.6)

where x, t, and µ are considered as parameters.

Proof. The operational function F̂ defined by (2.3) can be rewritten as

F̂ (x) = s−νesxψ(0)η̃esx(λ̃−ψ(0)).

Since s(λ̃ − ψ(0)) ∈ C∗ (where C∗ is the ring generated by all complex multiples of the unit in M over C), the
exponential function can be expanded in an operationally convergent power series in x (see Lem. A.2 in the
Appendix):

F̂ (x) = esxψ(0)η̃
∞∑
n=0

sn−νxn

n!

(
λ̃− ψ(0)

)n
.

The functions γ and ψ being analytic in 0 (by assumption), we can rewrite every term of the series using the
operationally convergent series expansion of η̃(λ̃− ψ(0))n in s−σ ∈ C (see Lem. A.1 in the Appendix). As[

dk

dζk
(
γ(ζ)(ψ(ζ) − ψ(0))n

)]
ζ=0

= 0, for n > k, (2.7)

the first n series coefficients of every term vanish

F̂ (x) = esxψ(0)
∞∑
n=0

sn−νxn

n!

∞∑
k=n

s−σk

k!

[
dk

dζk
(
γ(ζ)(ψ(ζ) − ψ(0))n

)]
ζ=0

.

Changing the order of summation (convergent series), we obtain

F̂ (x) = esxψ(0)
∞∑
k=0

1
k!

[
dk

dζk

k∑
n=0

xns−σk+n−ν

n!
(ψ(ζ)− ψ(0))n γ(ζ)

]
ζ=0

.

The series can be translated term by term using (see the Appendix) s−i(i − 1)! = {h(t)ti−1},
0 < i ∈ N and eαsf̂ = {f(t+ α)}, α ∈ R:

F (x, t) =




h(t+ xψ(0))
∞∑
k=0

1
k!

[
dk

dζk

k∑
n=0

1
n!

(t+ xψ(0))σk+ν−n−1

(σk + ν − n− 1)!
(xψ(ζ) − xψ(0))n γ(ζ)

]
ζ=0

, ν > 0

d
dt

[
h(t+ xψ(0))

∞∑
k=0

1
k!

[
dk

dζk

k∑
n=0

xn

n!
(t+ xψ(0))σk−n

(σk−n)!
(xψ(ζ) − xψ(0))n γ(ζ)

]
ζ=0

]
, ν = 0.
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Here, in order to interprete the leading exponential function as shift operator, we make use of the assumption
ψ(0) ∈ R. Using formula (2.7), summation in the inner sum can be continued up to n = σk without changing
the result. Applying the binomial formula, we can rewrite the sums as powers. After differentiation w.r.t. t in
the case ν = 0 we obtain the formulae (2.5). �
Lemma 2.5. Let the functions ql,i(ζ), i = 1, . . . , N (N, l ∈ N), be analytic in ζ = 0, and define

Ql(ζ) =
N∑
i=1

ql,i(ζ). (2.8)

If cl = sl−νQl(s−σ) ∈ R[s] with ν ∈ N, σ ∈ N\{0} then Ql(ζ) ∈ R[ζ] and, moreover,
Ql(ζ) = 0, if l < ν

σ degQl(ζ) ≤ (l − ν), if l ≥ ν.

Proof. From cl ∈ R[s] it follows Ql(s−σ) ∈ R[s−1, s] or equivalently Ql(ζ) ∈ R[ζ−1/σ, ζ1/σ]. Since ql,i(ζ) is
analytic in ζ = 0, Ql(ζ) is analytic in ζ = 0, too. It follows Ql(ζ) ∈ R[ζ]. The second conclusion is a
consequence of the assumption cl ∈ R[s] (the contrary would yield cl ∈ R[s, s−1]). �
Theorem 2.6 (Compact support). Consider

Ĉ(x) =
n∑
i=1

κi−1∑
k=0

xkF̂i,k(x) with F̂i,k(x) = ηi,k exp(xλi), κi ∈ N \ {0}

and assume that ηi,k = s−ν+kη̃i,k (N 3 ν ≥ k) and λi = sλ̃i, where η̃i,k and λ̃i satisfy the assumptions on η̃ and
λ̃ in Theorem 2.4. If, in addition, the coefficients of the formal power series of Ĉ in x can be chosen polynomial,
i.e., Ĉ ∈ C[s][[x]], then the function C : R× R → C, defined by Ĉ(x) = {C(x, t)}, is supported in

I ⊆ {(x, t) | x ∈ R, t ∈ [−max(xψ1(0), . . . , xψn(0)),−min(xψ1(0), . . . , xψn(0))]}·

Proof. In the case t < −max(xψ1(0), . . . , xψn(0)) the values of Fi,k (i = 1, . . . , n) are equal to zero and
C(x, t) = 0, too. If t > −min(xψ1(0), . . . , xψn(0)), then according to Theorem 2.4 the function C satisfies

C(x, t) =
n∑
i=1

κi−1∑
k=0

xk
∞∑

m=m ν,k

1
m!
f̃

(m)
i,k (0;x, t, σm+ν−k−1) with f̃i,k(ζ;x, t, µ) =

γi,k(ζ)
µ!

(xψi(ζ) + t)µ ,

(2.9)

where mν,k = max(0, 1 − ν + k). Changing the order of summation, we can rewrite this equation using
k̄i,m = min(σm + ν − 1, κi − 1)

C(x, t) =
∞∑
m=0

X
(m)
m (0;x, t)
m!

with Xm(ζ;x, t) =
n∑
i=1

k̄i,m∑
k=0

xk f̃i,k(ζ;x, t, σm+ν−k−1).

In Xm, we substitute f̃i,k by its definition, cf. (2.9), and apply the binomial formula

Xm(ζ;x, t) =
n∑
i=1

k̄i,m∑
k=0

xk (t+ xψi(ζ))σm+ν−k−1γi,k(ζ)
(σm+ν−k−1)!

=
n∑
i=1

k̄i,m∑
k=0

σm+ν−1∑
l=k

tσm+ν−1−lxl (ψi(ζ))
l−k γi,k(ζ)

(l − k)!(σm+ ν − 1− l)!
·



MOTION PLANNING FOR A CLASS OF LINEAR PDE’S 427

Finally, another change of the summation order yields

Xm(ζ;x, t) =
σm+ν−1∑
l=0

1
(σm+ ν − 1− l)!

tσm+ν−1−lxl
n∑
i=1

min(l,κi−1)∑
k=0

1
(l − k)!

(ψi(ζ))
l−k

γi,k(ζ)︸ ︷︷ ︸
=:Ql(ζ)

. (2.10)

Furthermore, using the formal power series expansion of the exponential function, the operational function Ĉ
can be written as

Ĉ(x) =
n∑
i=1

κi−1∑
k=0

∞∑
l=k

sl−ν
xl

(l − k)!
γi,k(s−σ)

(
ψi(s−σ)

)l−k
.

Rearranging the sums we obtain

Ĉ(x) =
∞∑
l=0

xlsl−ν
n∑
i=1

min(κi−1,l)∑
k=0

1
(l − k)!

γi,k(s−σ)
(
ψi(s−σ)

)l−k
︸ ︷︷ ︸

=Ql(s−σ)

.

Due to the assumption, sl−νQl(s−σ) is a polynomial in s for l ∈ N. Furthermore, introducing

ql,i,k(ζ) =
γi,k(ζ) (ψ(ζ))l−k

(l − k)!
, l ≥ k,

the sums Ql can be rewritten as

Ql(ζ) =
n∑
i=1

min(l,κi−1)∑
k=0

ql,i,k(ζ), l ∈ N.

Since, by assumption, the ψi, γi,k are analytic in 0, the functions ql,i,k are analytic in 0 for k ≤ l. Thus,
according to Lemma 2.5, the Ql are polynomials satisfying σ degQl(ζ) ≤ l − ν. Therefore, it follows from
equation (2.10) that the Xm are polynomials in ζ as well, where σ degXm(ζ;x, t) ≤ σm − 1, which implies
X

(m)
m (ζ;x, t) = 0. �

3. Distributed delay interpretation of the motion planning equations

In this section we will prove that Wi,j and Vj, as defined in Section 1, are finite distributed delay operators.
To this end, we show that they have compact support with respect to t and they can be written as sums of
functions R → C and Dirac distributions. The set of compact support functions and Dirac distributions forms
a subring of M. It is, therefore, sufficient to show the following:

Theorem 3.1. The elements of C∗ and, therefore, also those of D∗ have compact support (w.r.t. time) and
contain only Dirac distributions of first order (the unit of M and its translations by shifts).

Proof. As for the definition of the operational functions in C (see Sect. 1), we can write the operational functions
in C∗ as Ĉ∗i,j,µ(x) =

∑
k∈Ii

∑κk−i
l=0 xlF̂ ∗i,j,k,l,µ(x) with F̂ ∗i,j,k,l,µ(x) = sµηi,j,k,l exp(xλk), i = 1, . . . , κmax, j =

1, . . . , ni, k ∈ Ii, l = 0, . . . , κk − i, µ = 0, . . . , Ni − κmax + i − j. Using (2.1) we can rewrite the functions
F ∗i,j,k,l,µ as

F̂ ∗i,j,k,l,µ(x) = s−Ni+j+l+µη̃i,j,k,l exp(sxλ̃k). (3.1)
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Due to Lemmas 2.1 and 2.2 the assumptions of Theorem 2.4 are satisfied. It follows that the functions F ∗i,j,k,l,µ
with µ < Ni − κi + i+ j yield piecewise continuous functions, whereas those with µ = Ni − κi + i+ j contain
first order Dirac distributions in addition.

According to Lemma 2.3 the operational functions C∗ can be written as formal power series with coefficients
in C[s]. Thus, by Theorem 2.6 it follows that the functions (of t) obtained by interpreting the operational
functions C∗ have compact support with respect to t. �

Remark 3.2. We have shown that the convolution kernels Vj and Wi,j in (1.9) have compact support and
can be evaluated by convolving (compact support) functions C∗i,j , which can be written using infinite series.
Alternatively, the convolution kernels in (1.9) may be interpreted by substituting the operational functions in C∗

and D∗ by their definitions, i.e., by sums of exponential (operational) functions. Expanding the products of
these sums, we obtain a sum of functions of the form (2.3), which may be verified to satisfy the assumptions of
Theorem 2.4. Hence, the convolution kernels in (1.9) can be written as infinite series and without using convo-
lution integrals. We only need the Taylor coefficients of the series expansion of the roots of the characteristic
equation, which can be calculated recursively from the characteristic equation. Hence, the method is suitable
even for higher order problems.

Remark 3.3. When identifying the operational form of the integral kernels (1.9) with a Fourier transform,
their compact support could be verified by use of the Paley–Wiener theorem as well (see [19]). Since the Paley–
Wiener theorem is an existence theorem, contrary to our approach, it does not yield explicit formulae for the
convolution kernels that we need for motion planning.

4. Application to a Timoshenko beam model

4.1. Mathematical model

We consider a Timoshenko beam mounted radially on a rigid hub (cf. Fig. 1). A punctual load m̃ is fixed at
its free end6. The position of the beam is controlled via the rotation angle θ̃ of the hub. Its motion is governed
by the following system of partial differential equations7:

(x̃+ r̃)A% θ̃t̃t̃(t̃) = A% w̃t̃t̃(x̃, t̃)− kGA
(
ϕ̃x̃(x̃, t̃) + w̃x̃x̃(x̃, t̃)

)
(x̃, t̃) ∈ [0, l̃]× R.

−I% θ̃t̃t̃(t̃) = I% ϕ̃t̃t̃(x̃, t̃)− EI ϕ̃x̃x̃(x̃, t̃) + kGA
(
ϕ̃(x̃, t̃) + w̃x̃(x̃, t̃)

) (4.1)

Here w̃ denotes the displacement of the centerline and ϕ̃ the rotation angle of the cross sections. Cross section
area A, mass density %, moment of inertia I, Young’s modulus E, and shear modulus G are constant parameters.
Moreover, k denotes a parameter that depends on the shape of the cross section. The boundary conditions are
given by

ϕ̃(0, t̃) = θ̃(t̃), w̃(0, t̃) = −r̃θ̃(t̃), ϕ̃x̃(l̃, t̃) = 0, kGA (w̃x̃(l̃, t̃) + ϕ̃(l̃, t̃)) + m̃w̃t̃t̃(x̃, t̃) = 0 (4.2)

where r̃ is the radius of the hub, m̃ is the mass of the load, and l̃ the length of the beam. The initial conditions
are assumed to be zero:

w̃(x̃, 0) = w̃t̃(x̃, 0) = ϕ̃(x̃, 0) = ϕ̃t̃(x̃, 0) = 0.
We introduce the variables

t =
1
l̃2

√
EI

A%
t̃, x = 1− x̃

l̃
, θ(t) = l̃θ̃(t̃), w(x, t) = w̃(x̃, t̃)− (x̃+ r̃)θ̃(t̃), ϕ(x, t) = l̃(ϕ̃(x̃, t̃) + θ̃(t̃))

6A clamped Timoshenko beam driven by a boundary torque acting on the free end has been considered in [21].
7The model can be derived by linearizing the geometrically exact models given in [24] and [22].
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x̃

m̃

r̃

θ̃+ϕ̃

(x̃+r̃)θ̃−w̃

Figure 1. Timoshenko beam moving in a plane.

and the constant parameters

µ1 =
1
l̃2
I

A
, µ2 =

1
l̃2
I

A

E

kG
, m =

1
l̃A%

m̃, r =
r̃

l̃
,

where we assume µ1, µ2 ∈ R+ and µ2 6= µ1. From (4.1) we obtain the transformed equations on [0, 1]×R+ 3 (x, t)

0 = µ2ẅ(x, t) + (ϕ′(x, t) − w′′(x, t)) (4.3a)

0 = µ1µ2ϕ̈(x, t)− µ2ϕ
′′(x, t) + (ϕ(x, t) − w′(x, t)) , (4.3b)

and from (4.2) the transformed boundary conditions

ϕ(1, t) = θ(t), w(1, t) = −rθ(t), ϕ′(0, t) = 0, ϕ(0, t)− w′(0, t) +mµ2ẅ(0, t) = 0. (4.4)

A (normalized) Euler–Bernoulli beam model can be obtained from (4.3) using the Euler–Bernoulli assumption
ϕ = w′, additionaly, neglecting the rotational intertia (µ1 = 0). Flatness based motion planning for the
Euler–Bernoulli beam model which does not belong to the class of systems considered in this paper has been
investigated in [6]8.

8Substituting (4.3a) into the derivative w.r.t. x of (4.3b) we obtain a modified version of (4.3):

0 = µ2ẅ(x, t) +
(
ϕ′(x, t)− w′′(x, t)

)
, 0 = µ1ϕ̈′(x, t)− ϕ′′′(x, t) − ẅ(x, t).

With ϕ = w′, from the first equation we obtain µ2 = 0. Hence, using µ1 = 0 and eliminating φ from the second equation, we obtain
wIV(x, t) + ẅ(x, t) = 0. Since the characteristic equation λ4 + s2 = 0 does not satisfy Assumption 1.2* here, we do not obtain
a solution involving distributed delays. Instead, this equation leads to series representations involving flat output derivatives of
arbitrary order [6].

For small values of µ1 and µ2 the Timoshenko model may be understood as perturbation of the Euler–Bernoulli model. The
link between the completely different representations of the solutions is currently investigated, i.e. we consider a Timoshenko beam
model and investigate the limit µ1, µ2 → 0.
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4.2. Operational solution

As described in the first section, we interprete the function θ as an operator θ̂ ∈ M and the functions ϕ, w
as operational functions ϕ̂, ŵ : [0, 1] →M. From (4.3) we obtain the ordinary differential equations

0 = µ2s
2ŵ(x) + (ϕ̂′(x) − ŵ′′(x))

0 = µ1µ2s
2ϕ̂(x)− µ2ϕ̂

′′(x) + (ϕ̂(x) − ŵ′(x)) . (4.5)

The boundary conditions (4.4) can be rewritten as

ϕ̂(1) = θ̂, ŵ(1) = −rθ̂ (4.6a)

ϕ̂′(0) = 0, ϕ̂(0)− ŵ′(0) +mµ2s
2ŵ(0) = 0. (4.6b)

The characteristic equation of (4.5)

λ4 − s2(µ1 + µ2)λ2 + s2(1 + s2µ1µ2) = 0

satisfies the Assumption 1.1*. It has the roots λi = sψi(s−2), i = 1, . . . , 4 with multiplicities κi = 1, where

ψ1(ζ) = −ψ3(ζ) =

√
µ2 + µ1

2
+

√
(µ1 − µ2)2

4
− ζ, ψ2(ζ) = −ψ4(ζ) =

√
µ2 + µ1

2
−
√

(µ1 − µ2)2

4
− ζ.

Obviously, Assumption 1.2* is satisfied for positive µ2 and µ1 with9 µ2 6= µ1. According to equation10,11 (1.6a)
we define the operational functions in C as (j = 1, . . . , 4)

Ĉj(x) =
4∑

k=1

F̂j,k(x), F̂j,k(x) = ηj,kexλj , ηj,k = s−4+jγj,k(s−2), γj,k(ζ) =
(ψk(ζ))j−1∏4

l=1,l 6=k(ψk(ζ) − ψl(ζ))
·
(4.7)

Using these operational functions, we can write the following system of fundamental solutions:

Ŵ1(x) =

(
(1 + s2µ2µ1)Ĉ1(x)

(1− s2µ2
2)Ĉ2(x) + µ2Ĉ4(x)

)
, Ŵ2(x) =

(
Ĉ2(x)

−s2µ2Ĉ1(x) + Ĉ3(x)

)
,

Ŵ3(x) =

(
Ĉ3(x)

−s2µ2Ĉ2(x) + Ĉ4(x)

)
, Ŵ4(x) =

(
Ĉ4(x)

−s2(1 + s2µ1µ2)Ĉ1(x) + s2µ1Ĉ3(x)

)
·

(4.8)

9The physically irrelevant case where the characteristics of the PDEs (4.3) coincide is characterized by µ := µ2 = µ1. Though
the characteristic equation does not satisfy Assumption 1.2∗, the method could be applied in a slightly modified way. This is due
to the fact, that the characteristic polynomial can be written as P (λ) = (λ2 − s2µ + is)(λ2 − s2µ − is), where, obviously, both

parts of P satisfy Assumption 1.2*. Therefore, we obtain linear combinations of exp
(
±xs

√
µ± is−1

)
which can be identified with

Bessel functions, cf. [2, 20].
10Since in this application we have no multiple roots, we omit the related indices, which are meaningless in this case, for example

we write Ĉj instead of Ĉ1,j and ηj,k instead of η1,j,k,0.
11Alternatively, the functions in C can be written, using a notation, similar tho that given in [21]

Ĉ1(x) =
1

λ2
1 − λ2

2

(
sinh(xλ1)

λ1
− sinh(xλ2)

λ2

)
, Ĉ2(x) =

1

λ2
1 − λ2

2

(cosh(xλ1)− cosh(xλ2))

Ĉ3(x) =
1

λ2
1 − λ2

2

(λ1 sinh(xλ1)− λ2 sinh(xλ2)) , Ĉ4(x) =
1

λ2
1 − λ2

2

(
λ2
1 cosh(xλ1)− λ2

2 cosh(xλ2)
)
.
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With the Ansatz (
ŵ(x)
ϕ̂(x)

)
=

4∑
i=1

K̂iŴi(x)

the boundary conditions (4.6b) yield

K̂1 = −ms2K̂4, K̂2 = −µ1s
2K̂4. (4.9)

Together with (4.6a) it follows

0 =K̂4

[
rms2

(
(µ2

2s
2 − 1)Ĉ2(1)− µ2Ĉ4(1)

)
− µ1s

2Ĉ2(1) + Ĉ4(1)−ms2
(
1 + s2µ1µ2

)
Ĉ1(1)− rs2Ĉ1(1)︸ ︷︷ ︸

k̂4

]

+ K̂3

[
Ĉ2(1) + Ĉ4(1)− rµ2s

2Ĉ3(1)︸ ︷︷ ︸
k̂3

]
(4.10a)

θ̂ = (−µ2s
2Ĉ2(1) + Ĉ4(1))K̂3 + s2(m(µ2

2s
2 − 1)Ĉ2(1)−mµ2Ĉ4(1)− Ĉ1(1))K̂4. (4.10b)

Equation (4.10a) is satisfied if we introduce the flat output ŷ by K̂3 = k̂4ŷ, K̂4 = −k̂3ŷ. The remaining
coefficients and the angle θ̂ can be calculated by substituting K̂1 and K̂5 in (4.9) and (4.10b), respectively.
Finally, after substituting sµCj (j + µ ≤ 4) by C∗j,µ as described in Section 1, we obtain

ϕ̂(x) = Φ̂0(x)ŷ + Φ̂1(x)sŷ, ŵ(x) = Ŵ0(x)ŷ + Ŵ1(x)sŷ, θ̂ = Θ̂0ŷ + Θ̂1ŷ (4.11)

with

Ŵ0(x) =




µ1

(
Ĉ∗2,2(x)Ĉ

∗
3,0(1)− Ĉ∗3,0(x)Ĉ

∗
2,2(1)

)
+ Ĉ∗3,0(x)Ĉ

∗
4,0(1)− Ĉ∗3,0(1)Ĉ∗4,0(x)(

Ĉ∗4,0(x)− µ1Ĉ
∗
2,2(x)

) (
µ2Ĉ

∗
2,2(1)− Ĉ∗4,0(1)

)
− Ĉ∗1,2(1)Ĉ∗3,0(x)

Ĉ∗1,2(x)Ĉ
∗
3,0(1)− Ĉ∗1,2(1)Ĉ∗3,0(x) + µ2µ1

(
Ĉ∗1,3(x)Ĉ

∗
3,1(1)− Ĉ∗1,3(1)Ĉ∗3,1(x)

)




T 


1

r

m




Ŵ1(x) =
((
µ2Ĉ

∗
3,1(x) − Ĉ∗1,1(x) − µ2µ1Ĉ

∗
1,3(x)

)(
µ2Ĉ

∗
2,2(1)− Ĉ∗4,0(1)

)
− Ĉ∗2,1(1)Ĉ∗3,0(x)

)
rm

Φ̂0(x) =




Ĉ∗1,2(x)Ĉ∗3,0(1) +
(
µ2Ĉ

∗
2,2(x) − Ĉ∗4,0(x)

) (
µ1Ĉ

∗
2,2(1)− Ĉ∗4,0(1)

)
µ2

(
Ĉ∗1,2(1)Ĉ∗2,2(x)− Ĉ∗1,2(x)Ĉ

∗
2,2(1)

)
+
(
Ĉ∗1,2(x)Ĉ

∗
4,0(1)− Ĉ∗1,2(1)Ĉ∗4,0(x)

)
(
Ĉ∗2,2(x)Ĉ

∗
4,0(1)− Ĉ∗2,2(1)Ĉ∗4,0(x)

)




T 


1

r

rm




Φ̂1(x) =
(
Ĉ∗2,1(x)Ĉ

∗
3,0(1) +

(
Ĉ∗2,2(x)µ2 − Ĉ∗4,0(x)

) (
Ĉ∗1,1(1) + µ2µ1Ĉ

∗
1,3(1)− µ2Ĉ

∗
3,1(1)

))
m

Θ̂0 = Ĉ∗1,2(1)Ĉ∗3,0(1) +
(
µ2Ĉ

∗
2,2(1)− Ĉ∗4,0(1)

)(
µ1Ĉ

∗
2,2(1)− Ĉ∗4,0(1)

)

Θ̂1 =
(
Ĉ∗2,1(1)Ĉ∗3,0(1) +

(
Ĉ∗2,2(1)µ2 − Ĉ∗4,0(1)

)(
Ĉ∗1,1(1) + µ2µ1Ĉ

∗
1,3(1)− µ2Ĉ

∗
3,1(1)

))
m.
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4.3. Motion planning

Since µ1, µ2 ∈ R+ and µ1 6= µ2, it follows ψi(0) ∈ R and ψi(0) 6= ψj(0) for j 6= i. Hence, we can use
Theorem 2.4 with η = ηj,k and λ = λk to interprete the operational functions F̂j,k in (4.7). By Theorem 2.6
the operators defined in (4.7) have support in I ⊆ {(x, t)|x ∈ R, t ∈ [−|x|max(µ1, µ2),|x|max(µ1, µ2)]}.

Writing the (convolution) products in (4.11) as integrals yields

ϕ(x, t) =
∫
I(x)

(
Φ0(x, τ)y(t − τ) + Φ1(x, τ)ẏ(t− τ)

)
dτ

w(x, t) =
∫
I(x)

(
W0(x, τ)y(t − τ) +W1(x, τ)ẏ(t− τ)

)
dτ

θ(t) =
∫
I(1)

(
Θ0(τ)y(t − τ) + Θ1(τ)ẏ(t− τ)

)
dτ (4.12)

with I(x) = [−max(µ2, µ1)(1 + x),max(µ2, µ1)(1 + x)].
Now a transition from rest to rest satisfying the zero initial conditions can be parameterized by choosing a

C1-function as the trajectory t 7→ y(t), with y(t) = 0 ∀ t < 2 max(µ2, µ1) and y(t) = y∗ ∀ t ≥ t∗ + 2 max(µ2, µ1),
with t∗ ∈ R+, y∗ ∈ R. The trajectory for the system variables can be calculated from the flat output trajectory
by evaluating the convolution integrals (4.12).

A. Background from Mikusiński’s operational calculus

The set of continuous functions [0,+∞) → C equipped with the sum +, (f + g)(t) = f(t) + g(t), and the
convolution product ?, (f ? g)(t) = (g ? f)(t) =

∫ t
0 f(τ)g(t− τ)dτ =

∫ t
0 g(τ)f(t− τ)dτ is a commutative ring C.

According to Titchmarsh’s theorem (see, e.g. [12, 13, 23]), C is integral, i.e., it has no zero divisors:

f ? g = 0 ⇔ f = 0 or g = 0.

The quotient field M of C is called the Mikusiński field. The elements of M are called operators. The
(convolution) product of two operators a, b ∈ M is also written ab (instead of a ? b). If a function f ∈ C is
considered as an operator in M the notation {f} is used12.

Examples: The Dirac operator is the neutral element 1 in M. It is the analogue in Mikusiński’s approach
of the Dirac measure δ in Schwartz distribution theory. The Dirac operator 1 should not be confused with the
Heaviside function. The inverse in M of the Heaviside function is the differential operator s. If f ∈ C is C1,
then {ḟ} = s{f} − f(0), where ḟ is the derivative of f . Operators from the subfield C(s) of rational functions
in the indeterminate s with complex coefficients possess a meaning analogue to that in the Laplace calculus.
For instance,

1
(s− a)n

=
{
tn−1 exp(at)

(n− 1)!

}
, 0 < n ∈ N. (A.1)

The exponential function esα (α ∈ R) is the shift operator: esαf̂ = {f(t+ α)}.
A sequence an, n ≥ 0 of operators is said to be operationally convergent [12,13] if there exists an operator p

such that the products anp belong to C and converge in C almost uniformly, i.e., uniformly on any compact, to
an element of C. A series

∑
ν≥0 bν of operators is said to be operationally convergent if the sequence

∑n
ν=0 bν

has this property. An operational function is a mapping I → M, I ⊆ R. Its continuity, differentiability and
integrability are defined in [12, 13].

12In this paper we use the hat to distinguish the functional notation from the operational one: f̂ = {f(t)} .
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Lemma A.1 (see [12], p. 179). If the series

∞∑
k=0

akλ
k, λ ∈ C, ak ∈ C (A.2)

has a positive radius of convergence then the series
∑∞
k=0 akf̂

k, f̂ ∈ C is operationally convergent.

Lemma A.2. Define C∗ as the subring of M generated by complex multiples of the unit in M over C (C∗ =
C ∪ C). If the series (A.2) has an infinite radius of convergence then the series

∞∑
k=0

akĝ
k, ĝ ∈ C∗ (A.3)

is operationally convergent.

Proof. Rewriting the operator ĝ in the form ĝ = f̂ + α, α ∈ C, f ∈ C we obtain from (A.3)

∞∑
k=0

akĝ
k = s

∞∑
k=0

ak
1
s
(f̂ + α)k = s

{ ∞∑
k=0

akgk(t)

}
,

where g0(t) = h(t) and gk+1(t) =
∫ t
0
gk(τ)f(t − τ)dτ + αgk(τ). For every t0 > 0 there exists an M ≥ |α| such

that M > |f(t)| ∀ t ∈ [0, t0]. We show by induction that

|gk(t)| ≤Mk
k∑

n=0

(
k

n

)
tn

n!
, t ∈ [0, t0]. (A.4)

Assuming that the inequality (A.4) holds for some k = k0 ∈ N it follows

gk0+1(t) =
∫ t

0

gk0(τ)f(t − τ)dτ + αgk0(τ) ≤
∫ t

0

(
Mk0+1

k0∑
n=0

(
k0

n

)
τn

n!

)
dτ +Mk0+1

k0∑
n=0

(
k0

n

)
tn

n!

= Mk0+1

(
k0+1∑
n=1

(
k0

n− 1

)
tn

n!
+

k0∑
n=0

(
k0

n

)
tn

n!

)
= Mk0+1

k0+1∑
n=0

(
k0 + 1
n

)
tn

n!
, t ∈ [0, t0].

Hence, inequality (A.4) holds for k = k0 + 1 and

|gk(t)| ≤Mk
k∑

n=0

(
k

n

)
tn

n!
≤Mk(t+ 1)k, t ∈ [0, t0]. (A.5)

Due to the assumption, the series
∑∞

k=0 ak(M(t + 1))k is convergent. It follows the uniform convergence of∑∞
k=0 akgk and, therefore, the operational convergence of (A.3). �

Lemma A.3. Consider the ordinary initial value problem

N∑
i=0

pif
(i)(x) = 0, f (j)(0) = 0, j = 0, . . . , N − 2, f (N−1)(0) = 1, pi ∈ K, (A.6)
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where K is an algebraically closed field. Then, the k-th derivative of the solution f is given by

f (k)(x) =
n∑
i=1

κi−1∑
j=0

xj exp(xsi)
j! (κi − j − 1)!

∂κi−j−1

∂sκi−j−1
i

(
ski∏n

l=1,l 6=i(si − sl)κl

)
·

Proof. As usual we replace f (i) by sif̂ −∑N−1
j=0 sN−j−1f (j)(0) and obtain the operational solution

{
f (k)(x)

}
=

sk

P (s)
with P (s) =

n∏
i=1

(s− si)κi .

Here P (s) is the characteristic polynomial of (A.6) with roots si (i = 1, . . . , n) in K, of multiplicity κi. The
solution is expanded into partial fractions. To this end, we determine coefficients ai,j,k ∈ K, (i = 1, . . . , n,
j = 1, . . . , κi, k = 0, . . . , n− 1) such that the equation

sk∏n
l=1(s− sl)κl

=
n∑
i=1

κi∑
j=1

ai,j,k
(s− si)j

(A.7)

is satisfied.
Multiplying (A.7) by (s− sµ)κµ , µ = 1, . . . , n yields

sk∏n
l=1,l 6=µ(s− sl)κl

=
κµ∑
j=1

aµ,j,k(s− sµ)κµ−j +
n∑

i=1,i6=µ

κi∑
j=1

ai,j,k(s− sµ)κµ

(s− si)j
.

For 1 ≤ ν ≤ κµ we differentiate κµ − ν times with respect to s, evaluate at s = sµ, and obtain

aµ,ν,k =
1

(κµ − ν)!
∂κµ−ν

∂s
κµ−ν
µ

(
skµ∏n

l=1,l 6=µ(sµ − sl)κl

)
· (A.8)

The assertion of the lemma follows by substituting (A.8) into (A.7) and interpreting (s−sµ)−j as
{
xj−1 exp(xsµ)

(j−1)!

}
,

according to equation (A.1). �
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