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NONLINEAR OBSERVERS FOR LOCALLY UNIFORMLY OBSERVABLE
SYSTEMS

Hassan Hammouri1 and M. Farza2

Abstract. This paper deals with the observability analysis and the observer synthesis of a class of
nonlinear systems. In the single output case, it is known [4–6] that systems which are observable
independently of the inputs, admit an observable canonical form. These systems are called uniformly
observable systems. Moreover, a high gain observer for these systems can be designed on the basis of
this canonical form. In this paper, we extend the above results to multi-output uniformly observable
systems. Corresponding canonical forms are presented and sufficient conditions which permit the design
of constant and high gain observers for these systems are given.
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1. Introduction

Many techniques have been developed for designing an observer for nonlinear systems. Among these tech-
niques, a rather natural approach consists in considering systems which can be steered by a change of coordinates
into state affine systems up to output injection. Indeed, for these systems an extended Luenberger (or Kalman)
observer can be designed. Several authors [11, 12, 14], have characterized such nonlinear systems. An impor-
tant feature of these systems lies in the fact that they possess similar observability properties as linear ones.
Consequently, they are observable independently of the inputs.

Generally, observable nonlinear systems are not diffeomororphic to linear systems up to output injection and
may admit singular inputs (i.e. inputs that do not distinguish two initial different states). Up to now, does not
exist complete theory which allows the design of an observer for general observable systems. This is partly due
to the complexity of the singular inputs analysis. However, for some classes of nonlinear systems, the authors
in [1, 2] have given sufficient conditions allowing the design of observers which converge irrespectively of the
inputs, based on Lyapunov techniques. As it has been noted in [1], these systems are such that if an input u
does not distinguish two initial states x 6= x̄ on R

+, then, their respective trajectories xu(t), x̄u(t), which are
issued from these initial states, are such that limt→+∞ (xu(t)− x̄u(t)) = 0. In the linear case, this means that
the unobservable modes are stable.

As suggested above, an interesting class of nonlinear systems are those which are observable independently
of the inputs. These systems are also called uniformly observable. In the control affine case, the study of such
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systems started in 1977 when the author in [15] gave a canonical form for single-output uniformly observable
bilinear systems. This canonical form was then used to synthesize an observer. Later, the authors in [4]
extended this canonical form for single-output uniformly observable nonlinear systems in the control affine case.
A new proof of this result is given in [5]. Moreover, using this canonical form, the authors designed a high gain
observer. Using similar canonical forms, many authors have studied separately high gain observer synthesis (see
for instance [3, 6]).

Since there is no normal form which characterizes general multi-output uniformly observable systems, one of
our objectives, in this paper, consists in the characterization of a large class of uniformly observable systems.
Therefore, we introduce the notion of uniform observable structure and give a triangular canonical form which
extends the canonical form given in [6].

This paper is organized as follows: in Section 2, we give a brief survey of some basic notions and general
results related to the uniform observability and the high gain observer synthesis for some particular class of
nonlinear systems. In Section 3, we introduce the canonical form of uniformly observable systems in the multi-
output case and we propose two observers synthesis for these systems. The first observer has a constant gain
while the second has a gain which depends on the inputs. Appropriate assumptions under which each of these
observers can be synthesized are given and discussed. In Section 4, we characterize nonlinear systems that can
be steered by a change of coordinates to the considered canonical form.

2. Some observability concepts and related results

Different notions of observability have been presented in [9, 10]. More recent concepts of observability can
be found in [8]. The purpose of this section is to establish the definitions of some classical and relatively new
concepts of observability. We therefore, recall some theoretical results and implications associated to these
concepts.

Consider the MIMO nonlinear system: {
ẋ = f(u, x)
y = h(x) (1)

x(t) ∈ M , a n-dimensional manifold; u(t) ∈ U , a Borelian set of R
m; u and y are the known input and output

of (1) respectively.
Throughout this paper, system (1) is assumed to be smooth. This means that there exists an open set Ũ

containing U such that:
f : Ũ ×M −→ TM and h : M −→ R

p

are of class C∞.
For every fixed u ∈ U , fu : M −→ TM denotes the vector field defined by fu(x) = f(u, x) and the map

h = (h1, . . . , hp) is an almost everywhere local submersion. It means that, Rank
(

∂h
∂x (x)

)
= p for almost every x.

• Some well-known observability notions

Let u ∈ L∞([0, T ], U), x ∈ M an initial state and xu(·) the trajectory associated to the initial state x and
to the input u. This trajectory is well-defined on the maximal interval [0, T (x, u)[⊂ [0, T ]. When T (u, x) < T ,
T (u, x) is called the positive escape time. In such a case, T (u, x) has the following property: for every sequence
(tn)n≥0 s.t. lim

n→+∞ tn = T (u, x), the set {xu(tn), n ≥ 0} has no accumulation point.

System (1) is said to be observable if for every two different initial states x, x̄; there exists an input u ∈
L∞([0, T ], U) s.t. h(xu(·)) is not identically equal to h(x̄u(·)) on [0, T (x, x̄, u)[ where T (x, x̄, u) = min{T (u, x),
T (u, x̄)}. We say that such an input distinguishes the considered initial states x, x̄ on [0, T ].

An input which distinguishes every pair of different initial states on [0, T ] is called a universal input on [0, T ].
A non universal input is called a singular input on [0, T ]. Notice that unlike linear systems, observable nonlinear
systems may admit singular inputs. Obviously, a system which admits a universal input is observable. The
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converse is also true in the analytical case (it means U,M, f and h are analytic). The proof of this result is
given in [13].

Now, denote by O the smallest vector space containing h1, . . . , hp and closed under the Lie derivatives Lfu ,
u ∈ U (i.e. ∀u ∈ U ; ∀τ ∈ O, Lfu(τ) ∈ O). This vector space is the classical observation space. Let Õ be the
co-distribution spanned by {dτ, τ ∈ O}, system (1) is said to be rank observable at x ∈M if dim Õ(x) = n.
It is said to be rank observable if ∀x ∈M, dim Õ(x) = n. This rank observability condition is related to the
concept of local weak observability notion (see for instance [9] for more details and precise definitions).

• Uniform observability concepts

The following definitions and results are useful for the characterization of systems of the form (1) which are
observable independently on the input.

Definition 2.1. Let E be any borelian subset of U , system (1) is said to be:
(i) E-uniformly observable iff for every T > 0 and every u ∈ L∞([0, T ], E), u is a universal input on

[0, T ];
(ii) locally E-uniformly observable iff every x ∈ M admits an open neighborhood Vx s.t. system (1)

restricted to Vx is E-uniformly observable;
(iii) locally E-uniformly observable almost everywhere iff there exists an open dense subset M ′ of M

s.t. the restriction of system (1) to M ′ is locally E-uniformly observable.

For single output control affine systems: ẋ = f(x) +
m∑

i=1

gi(x)ui x ∈ R
n, u ∈ R

m,

y = h(x) y ∈ R.

(2)

The authors in [4] have characterized systems which are locally Rm-uniformly observable almost everywhere.
They showed that if the system is locally R

m-uniformly observable, then locally almost everywhere it can be
steered by the local change of coordinates:

z = [h(x), Lf (h)(x), ..., Ln−1
f (h)(x)]T

into:  ż = Az + ϕ(z) +
m∑

i=1

ψi(z)ui

y = Cz

(3)

where,

A =


0 1 0
...

. . .
1

0 . . . 0

 , ϕ(z) =

 0
...

ϕn(z)

 , C = [1, 0, . . . , 0]

and the j-th component ψij of ψi is such that ψij(z) = ψij(z1, ..., zj) for j = 1, ..., n; i = 1, ...,m.
A short proof of this result is given in [5]. Moreover, the authors used this triangular canonical form to

construct a high gain observer. In the single output case, this canonical form as well as its associated high gain
observer have been extended in [6] to single output analytic systems of the form:{

ẋ = f(u, x)
y = h(u, x). (4)
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To do so, the authors used the uniform infinitesimal observability concept: consider the tangent map Tfu :
TM −→ T (TM) associated to fu : M −→ TM , for every u ∈ U . The family of vector fields (Tfu)u∈U , defines,
in a unique sense, a lifted system on TM :

ξ̇ = TMfu(ξ).

Finally the lifted system associated to system (4) is given by:{
ξ̇ = TMfu(ξ)
ỹ = dMh(ξ, u)

(5)

where dMh(·, u) is the classical differential map from TM −→ R.
When M = R

n, TM can be identified with R
n × R

n and ξ = (x, z). Thus system (5) takes the form:
ẋ = f(u, x)

ż =
∂f

∂x
(u, x).z

ỹ =
∂h

∂x
(u, x).z.

(6)

Definition 2.2 ( [6]). Let u ∈ L∞([0, T ], U) and x ∈M :

i) system (4) is said to be infinitesimally observable at (u, x) if the linear map:

TxM −→ L∞ ([0, T (u, x)[,R) (ξ −→ dMh (u(·), ξu(·)))

is one to one;
ii) system (4) is called uniformly infinitesimally observable iff for every T > 0; for every (u, x) ∈

L∞([0, T ], U)×M , system (4) is infinitesimally observable at (u, x).

The following result is stated in [6] (Th. 3.1):

Theorem 2.1 ( [6]). Assume that the single output system (4) is analytic and uniformly infinitesimally observ-
able and that either one of the following conditions holds:

(i) U is a compact connected analytic manifold;
(ii) U = R

m and f, h are polynomial in u.

Then, there exists a subanalytic (resp. semi-analytic in the case of (ii)) subset M ′ of codimension 1 in M such
that system (4) is locally everywhere diffeomorphic to the triangular canonical form:

ż1 = F 1(u, z1, z2)
ż2 = F 2(u, z1, z2, z3)

...
żi = F i(u, z1, . . . , zi+1)
...

żn = Fn(u, z1, . . . , zn)
y = H(u, z1)

(7)

with
∂H

∂z1
(u, z) 6= 0 and

∂F i

∂zi+1
(u, z) 6= 0; ∀(u, z) ∈ U × V, and i = 1, . . . , n− 1 (8)

where V is the domain in which the local transformation takes its values.
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Both canonical forms (3) and (7) have been used to design an observer for single output systems (1). The
structure of the observer takes the following form:

˙̂z = F (u, ẑ) +K(Cẑ − y) (9)

where F (u, z) is the dynamics of systems (3, 7) and K is a constant vector which does not depend on the input.
In Section 3, we will extend the above observer design (9) to a class of MIMO nonlinear systems which

generalizes systems (7). The class of nonlinear systems which can be steered by a change of coordinates to such
a canonical form will be characterized in Section 4.

3. Observer synthesis

The canonical form that we consider has the following triangular structure:{
ż = F (u, z)
y = Cz

(10)

where F (u, z) =

 F 1(u, z)
...

F q(u, z)

, z =

 z1

...
zq

; u ∈ U a compact submanifold of R
m; zi ∈ R

ni ; n1 ≥ n2 ≥ . . . ≥

nq; n1 + . . . + nq = n. Each function F i(u, z), i = 1, . . . , q − 1 satisfies the following structure:

F i(u, z) = F i(u, z1, . . . , zi+1), zi ∈ R
ni (11)

with the following rank condition:

Rank
(
∂F i

∂zi+1
(u, z)

)
= ni+1 ∀z ∈ R

n; ∀u ∈ U. (12)

In Section 4, we will show that condition (12) characterizes a subclass of locally U -uniformly observable systems.

Definition 3.1. A constant gain exponential observer for system (10) is a dynamical system of the form:

˙̂z = F (u, ẑ) +K(Cẑ − y) (13)

where K is a constant matrix such that:

‖ẑ(t)− z(t)‖ ≤ λe−µt‖ẑ(0)− z(0)‖

where λ > 0 and µ > 0 are constants which do not depend on the input u ∈ L∞(R+, U) nor on ẑ(0), z(0).

In this section, we will give two observer constructions. First, we give a sufficient condition allowing to design
a constant gain exponential observer for system (10). Next, we propose an observer construction for general
systems of the form (10–12).

3.1. Constant gain exponential observer

Consider again system (10) where the inputs u(t) take their values in some Borelian and bounded subset
of R

m. As in many works related to high gain observer synthesis, we need the following assumption:

H1) Global Lipschitz condition:

∃c > 0; ∀u ∈ U ; ∀z, z′ ∈ R
n, ‖F (u, z)− F (u, z′)‖ ≤ c‖z − z′‖.
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Notice that such assumption can be omitted in the case where the state of the system lies into a bounded set
(this remark is formulated in many papers concerning the high gain observers, see for instance [5]).

Now, let p1 ≥ p2 be two positive integers and denote by M(p1, p2; R) the space of p1 × p2 real matrices. Let
N ∈ M(p1, p2; R) with rank(N) = p2 and consider the convex cone of M(p1, p2; R) given by C(p1, p2;α;N) =
{M ∈ M(p1, p2; R); s.t. MTN+NTM < αIp2} where α is a constant real number and Ip2 is the p2×p2 identity
matrix.

Theorem 3.1. Assume that assumption H1) holds. Then, a sufficient condition for the existence of a constant
gain exponential observer for system (10–12) is:

 for every k, 1 ≤ k ≤ q − 1, there exists a nk × nk+1 constant matrix Sk,k+1 such that:
∂F k

∂zk+1
(u, z) ∈ C(nk, nk+1;−1;Sk,k+1); for every (u, z) ∈ U × R

n
(14)

n1 ≥ n2 ≥ . . . ≥ nq, ni is the dimension of zi-space.

Remark 3.1. In the single output case, condition (8) is equivalent to condition (14) of Theorem 3.1.

The proof of the theorem requires the following proposition:

Proposition 3.1. Assume that H1) and (14) hold. Then, there exists a n× n S.P.D. matrix P satisfying the
following condition:

There exist ρ > 0; η > 0 such that for every (u, z) ∈ U × R
n, we have:

PA(u, z) +AT (u, z)P − ρCTC ≤ −ηI (15)

where

A(u, z) =



0 A1(u, z) 0 . . . 0
... 0 A2(u, z) 0 . . .

...
... . . .

. . . . . . . . .
...

... . . . . . .
. . .

. . . 0
... . . . . . .

. . . . . . Aq−1(u, z)
0 . . . . . . . . . . . . 0


with Ak(u, z) = ∂F k

∂zk+1 (u, z).

Proof of Proposition 3.1. Set Γk =
{

∂F k

∂zk+1 (u, z); (u, z) ∈ U × R
n
}
. From condition (14), we can choose

matrices Sk,k+1,1 ≤ k ≤ q − 1, such that:

∀Mk ∈ Γk, S
T
k,k+1Mk +MT

k Sk,k+1 < −Ink+1 .
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Now consider the following symmetric bloc tridiagonal matrix:

P =



P11 P12 0 . . . . . . 0
PT

12 P22 P23 0 . . . 0

0
. . . . . . . . . . . .

...
...

. . . . . . . . . . . . 0
0 . . . 0 PT

q−2,q−1 Pq−1,q−1 Pq−1,q

0 . . . 0 0 PT
q−1,q Pq,q


(16)

where Pk,k+1 = ρk+1Sk,k+1 and Pkk is a nk × nk S.D.P. matrix, ρk+1 and Pkk will be specified below.
In the sequel, if M is a k × l matrix, we denote by ‖M‖ the subordinate ‖ ‖2-norm: ‖M‖ = sup

‖ξ‖=1

‖Mξ‖,
where ‖ξ‖ and ‖Mξ‖ are the L2-norms.

Let σk = λmax(Pkk) and σ̂k = λmin(Pkk) be the respective largest and smallest eigenvalues of Pkk. From
hypothesis H1), we know that Γk is a bounded subset of M(nk, nk+1,R). Set mk = sup{‖Mk‖; Mk ∈ Γk} and
choose P such that:

(i) 4ρ2
k+1‖Sk,k+1‖2 < σ̂kσ̂k+1, for 1 ≤ k ≤ q − 1;

(ii) 4σ2
km

2
k < ρkρk+1, for 1 ≤ k ≤ q − 1;

(iii) 4ρ2
k+1m

2
k+1‖Sk,k+1‖2 < ρkρk+2, for 1 ≤ k ≤ q − 2.

To obtain such a matrix, it suffices to choose Pkk = σkIk (σk = σ̂k), and numbers ρk such that ρk � σk �
ρk+1 � σk+1, where the notation a� b means that

a

b
is sufficiently small.

Before proving inequality (15) of Proposition 3.1, let us show that P is a S.D.P. matrix. Indeed, let x ∈ R
n,

x 6= 0, a simple calculation shows that:

xTPx =
q∑
1

(
xkT

Pkkx
k
)

+ 2
q−1∑
1

(
xkT

Pk,k+1x
k+1
)

=
1
2
x1T

P11x
1 +

1
2
xqTPqqx

q +
1
2

q−1∑
1

(
xkT

Pkkx
k + 4xkT

PT
k,k+1x

k+1 + xk+1T
Pk+1,k+1x

k+1
)

≥ σ̂1

2
‖x1‖2 +

σ̂q

2
‖xq‖2 +

1
2

q−1∑
1

(
σ̂k‖xk‖2 − 4ρk+1‖Sk,k+1‖‖xk‖‖xk+1‖+ σ̂k+1‖xk+1‖2) .

Using condition (i) above, we get xTPx > 0.
Now let us show inequality (15) of Proposition 3.1.
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Set A(u, z) = A, a simple computation gives:

xT (PA+ATP − ρ1C
TC)x = −ρ1‖x1‖2 + 2x1T

P11A1x
2 + 2x1T

P12A2x
3

+x2T
(PT

12A1 +AT
1 P12)x2 + 2x2T

P22A2x
3 + 2x2T

P23A3x
4

+ . . .

+xq−2T
(PT

q−3,q−2Aq−3 +AT
q−3Pq−3,q−2)xq−2

+2xq−2T
Pq−2,q−2Aq−2x

q−1 + 2xq−2T
Pq−2,q−1Aq−1x

q

+xq−1T
(PT

q−2,q−1Aq−2 +AT
q−2Pq−2,q−1)xq−1

+2xq−1T
Pq−1,q−1Aq−1x

q + xqT (PT
q−1,qAq−1 +AT

q−1Pq−1,q)xq

=
1
2

{
−ρ1‖x1‖2 + 4x1T

P11A1x
2 + x2T

(PT
12A1 +AT

1 P12)x2
}

+
1
2

{
−ρ1‖x1‖2 + 4x1T

P12A2x
3 + x3T

(P23TA2 +AT
2 P23)x3

}
+

1
2

{
x2T

(PT
12A1 +AT

1 P12)x2 + 4x2T
P22A2x

3 + x3T
(PT

23A2 +AT
2 P23)x3

}
+ . . .

+
1
2

{
xq−2T

(PT
q−3,q−2Aq−3 +AT

q−3Pq−3,q−2)xq−2 + 4xq−2T
Pq−2,q−2Aq−2x

q−1

+xq−1T
(PT

q−2,q−1Aq−2 +AT
q−2Pq−2,q−1)xq−1

}
+

1
2

{
xq−2T

(PT
q−3,q−2Aq−3 +AT

q−3Pq−3,q−2)xq−2

+ 4xq−2T
Pq−2,q−1Aq−1x

q + xqT (PT
q−1,qAq−1 +AT

q−1Pq−1,q)xq
}

+
1
2

{
xq−1T

(PT
q−2,q−1Aq−2 +AT

q−2Pq−2,q−1)xq−1

+ 4xq−1T
Pq−1,q−1Aq−1x

q + xqT (PT
q−1,qAq−1 +AT

q−1Pq−1,q)xq
}

≤ 1
2

q−1∑
1

{−ρk‖xk‖2 + 4‖xk‖‖xk+1‖σkmk − ρk+1‖xk+1‖2}
+

1
2

q−2∑
1

{−ρk‖xk‖2 + 4‖xk‖‖xk+2‖ρk+1mk+1‖Sk,k+1‖ − ρk+2‖xk+2‖2}·
Using conditions (ii) and (iii) above, we obtain: xT (PA+ATP − ρ1C

TC)x ≤ −ηI, where η > 0 is a constant.
This ends the proof of the proposition. �

Proof of Theorem 3.1. We assume that hypothesis H1) and condition (14) of Theorem 3.1 hold, and we will
construct a constant matrix K, such that the following system:

˙̂z = F (u, ẑ)−∆θK(Cẑ − y) (17)
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is a constant gain exponential observer, where ∆θ =


θIn1 0 . . . 0

0 θ2In2 0
...

...
. . . 0

0 . . . 0 θqInq

, Ink
is the nk ×nk identity

matrix, k = 1, . . . , q and θ > 0 is a constant real number.
Let P be the S.D.P. matrix given by (16) and set K = P−1CT . We will show that for θ sufficiently large,

ẑ(t)− z(t) exponentially converges to 0.
As in [5–7] and many other references related to high gain observer synthesis, consider the change of coor-

dinates ẑ = ∆−1
θ ẑ, z = ∆−1

θ z, and set ε = ẑ − z. Let us show that ε(t) exponentially converges to 0, for θ
sufficiently large.

Set δF =

 δF 1

...
δF q

, where δF i = F i(u, ẑ1, . . . , ẑi−1, zi+1) − F i(u, z1, . . . , zi−1, zi+1) for 1 ≤ i ≤ q − 1 and

δF q = F q(u, ẑ)− F q(u, z).
A simple calculation gives:

ε̇(t) = θ
(
A(t)− ρP−1CTC

)
ε+ ∆−1

θ δF (18)

where

A(t) =



0
∂F 1

∂z2
(u, ẑ1, ξ2) 0 . . . 0

... 0
∂F 2

∂z3
(u, ẑ1, ẑ2, ξ3) 0 . . .

...
... . . .

. . .
. . .

. . .
...

... . . . . . .
. . . 0

... . . . . . .
. . . ∂F q−1

∂zq
(u, ẑ1, . . . , ẑq−1, ξq)

0 . . . . . . . . . . . . 0


with ξi = ẑi+1 + ωi(ẑi+1 − zi+1) and ωi is a diagonal matrix whose elements are in [0, 1].

To show the exponential convergence to zero of ε(t), it suffices to show:

d
dt

(εT (t)Pε(t)) ≤ −αεT (t)Pε(t) (19)

for some constant α > 0.
Set V (t) = εT (t)Pε(t), we obtain:

V̇ (t) = −θεT (t)
(
AT (t)P − PA(t)− ρCTC

)
ε(t) + 2ε(t)P∆−1

θ δF. (20)

Using the Lipschitz condition (assumption H1)) and the triangular structure (11), it is not difficult to see that
there exists a constant β > 0, such that for every θ ≥ 1, we have:

‖∆−1
θ δF‖ ≤ β‖ε‖ (21)

where β is a constant which only depends on the Lipschitz constant of F .
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Combining (15, 20) and (21), we deduce:

V̇ (t) ≤ (−θη + 2β‖P‖)‖ε(t)‖2 ≤ 1
λmin(P )

(−θη + 2β‖P‖)V (t). (22)

To end the proof of the theorem, it suffices to take θ > max
(
1, 2β

η ‖P‖
)
.

In this subsection, we have shown that the design of a constant high gain observer requires condition (14).
However, this condition is not always satisfied by general systems of the form (10–12).

Indeed, consider the following system: 
ż1 = u1z

3

ż2 = u2z
3

ż3 = 0

y = Cz =
(
z1

z2

) (23)

where u = (u1, u2) belongs to the unit circle U = {u s.t. ‖u‖ = 1}.
It is obvious to see that system (23) is of the form (10–12) and satisfies hypothesis H1).
Now, assume that system (23) admits a constant gain exponential observer:

˙̂z = A(u)ẑ +K(Cẑ − y) (24)

where, A(u) =

 0 0 u1

0 0 u2

0 0 0

, K =

 k11 k12

k21 k22

k31 k32

 is a constant matrix and C =
(

1 0 0
0 1 0

)
.

Thus, for every u ∈ L∞(R+, U), the error equation:

ė = (A(u) +KC)e (25)

is exponentially stable at the origin.
In particular, the error equations associated to inputs u(t) = (1, 0) and u(t) = (−1, 0) are exponentially

stable. This implies that: k11 k12 1
k21 k22 0
k31 k32 0

 and

 k11 k12 −1
k21 k22 0
k31 k32 0

 are both Hurwitz matrices.

A simple calculation shows that this yields to the following contradiction: k21k32 − k31k22 < 0 and k21k32 −
k31k22 > 0.

The next section gives a method allowing to design an exponential observer for systems of the form (10–12).

3.2. Observer design for systems of the form (10–12)

Consider again systems of the form (10–12). We know that for every (u, z1, . . . , , zk) and for 1 ≤ k ≤ q− 1,
the functions zk+1 7→ F k(u, z1, . . . , , zk, zk+1) are locally one to one. In the sequel, we will assume the following:

H2) For 1 ≤ k ≤ q − 1, F k(u, z1, . . . , , zk, .) is one to one from R
nk+1 into R

nk .

Notice that in the single output case, condition (i) (resp. (ii)) with condition (8) of Theorem 2.1 imply H2).
Before giving our candidate observer, we need some notations and assumptions.
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Consider the following functions:

Φ1(u, z1) = z1

Φk(u, z1, . . . , zk) =
∂Φk−1

∂zk−1
(u, z1, . . . , zk−1)F k−1(u, z1, . . . , zk); 2 ≤ k ≤ q.

(26)

From the triangular structure (11), it is easy to see that

Φk(u, z1, . . . , zk) =
∂F 1

∂z2
(u, z1, z2) . . .

∂F k−2

∂zk−1
(u, z1, . . . , zk−1)F k−1(u, z1, . . . , zk).

Using assumption H2) and the rank condition (12), it easy to show that:

• for every (u, z1, . . . , zk−1), Φk(u, z1, . . . , zk−1, .) is one to one from R
nk into R

nk−1 ;
• for every (u, z1, . . . , zk−1), ζk = Φk(u, z1, . . . , zk−1, zk) implies that zk = ϕk(u, z1, . . . , zk−1, ζk) where
ϕk(u, z1, . . . , zk−1, ζk) is a function which smoothly depends on (u, z1, . . . , zk−1).

In the sequel, we will assume that ϕk admits a smooth extension ϕ̃k i.e.

– ϕ̃k is a smooth function w.r.t. (u, ζ1, . . . , ζk−1, ζk);
– moreover, if ζi = Φi(u, z1, . . . , zi) for 1 ≤ i ≤ k, then zk = ϕ̃k(u, z1, . . . , zk−1, ζk).

Our candidate observer for system (10–12) takes the following form:

˙̂z = F (u, ẑ)− Λ(u, ẑ)∆θK̃(Cẑ − y) (27)

where F is given in (10); Λ(u, ẑ) =

[(
∂Φ
∂z

(u, ẑ)
)T

∂Φ
∂z

(u, ẑ)

]−1(
∂Φ
∂z

(u, ẑ)
)T

with

Φ =


Φ1

Φ2

...
Φq

 , ∆θ =


θIn1 0 . . . 0

0 θ2In1 0
...

...
. . . 0

0 . . . 0 θqIn1

 , In1 is the n1 × n1 identity matrix.

K̃ is a qn1 × n1 constant matrix such that Ã− K̃C̃ is Hurwitz, where Ã and C̃ are respectively qn1 × qn1 and
n1 × qn1 matrices defined by:

Ã =



0 In1 0 . . . 0
... 0 In1 0 . . .

...
... . . .

. . . . . . . . .
...

... . . . . . .
. . .

. . . 0
... . . . . . . . . .

. . . In1

0 . . . . . . . . . . . . 0


(28)

C̃ =
(
In1 0 . . . 0

)
. (29)

In order to prove the convergence of the above observer, we need some notations and assumptions.
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Consider the following functions defined on U × R
m × R

n:

G1(u, v, ζ) = G1(ζ1) = 0

Gk(u, v, ζ) = Gk(u, v, ζ1, . . . , ζk) =
∂Φk

∂u
(u, ζ1, ϕ̃2(u, ζ1, ζ2), . . . , ϕ̃k(u, ζ1, , . . . , ζk))v (30)

+
k−1∑
1

∂Φk

∂zi

(
u, ζ1, ϕ̃2(u, ζ1, ζ2), . . . , ϕ̃k(u, ζ1, . . . , ζk)

)
ζi+1; 2 ≤ k ≤ q.

As in the previous section, let us assume the following:

H3) (i) ∃α > 0; ∀u ∈ U ; ∀z, z′, ‖Φk(u, z1, . . . , zk)− Φk(u, z′1, . . . , z′k)‖ ≥ α‖z − z′‖, for 1 ≤ k ≤ q;

(ii) ∀ρ > 0; ∃β > 0; ∀u ∈ U ; ∀v ∈ R
m, ‖v‖ ≤ ρ; ∀ζ, ζ′; ‖Gk(u, v, ζ) − Gk(u, v, ζ′)‖ ≤ β‖ζ − ζ′‖, for

1 ≤ k ≤ q.

Notice that condition (i) of (H3) implies that for every u ∈ U , the embedding map z 7→ Φ(u, z) preserves the
uniform topology.

In the sequel, we denote by U the set of bounded absolutely continuous functions u(.) from R
+ into U , with

bounded derivatives (i.e. u̇ ∈ L+∞(R+)).
Now, we can state our main results:

Theorem 3.2. Assume that system (10–12) satisfies hypotheses H2) and H3), then: for every u ∈ U , ∃θ0 > 0;
∀θ > θ0; ∃λ > 0, ∃σ > 0,

‖z(t)− ẑ(t)‖ ≤ λe−σt‖z(0)− ẑ(0)‖, for every t ≥ 0.

Moreover, σ may be chosen large by taking θ sufficiently large.

If we omit hypothesis H3), then we can state:

Corollary 3.1. Consider system (10–12), and assume that H2) is satisfied. Let u ∈ U such that every trajectory
associated to u and issued from a given compact subset K1, lies into a compact subset K2. Then, an exponential
observer of the form (27) can be designed in order to estimate such bounded trajectories.

Proof of Theorem 3.2. Let u ∈ U and consider the following systems:{
ζ̇ = Ãζ +G(u, u̇, ζ)
y = C̃ζ

(31)

˙̂
ζ = Ãζ̂ +G(u, u̇, ζ̂)−∆θK̃(C̃ζ̂ − y) (32)

where, G =


G1

G2

...
Gq

; the Gk’s are defined in (30) and Ã, C̃ are given by (28) and (29), and K̃ is such that

Ã− K̃C̃ is Hurwitz.
We can easily check that that if z(t) (resp. ẑ(t)) is a trajectory of system (10) (resp. of system (27))

associated to an input u ∈ U , then Φ(u(t), z(t)) (resp. Φ(u(t), ẑ(t))) is also a trajectory of system (31) (resp.
of system (32)). According to hypothesis H3-(i), if ‖ζ̂(t)− ζ(t)‖ exponentially converges to zero, then so does
‖ẑ(t)− z(t)‖. Hence, it suffices to show that system (32) is an exponential observer for (31).



NONLINEAR OBSERVERS FOR LOCALLY UNIFORMLY OBSERVABLE SYSTEMS 365

To do so, we shall proceed as in [5] and [6]. Set ε(t) = ∆−1
θ (ζ̂(t)− ζ(t)), we obtain:

ε̇ = θ(Ã− K̃C̃)ε+ ∆−1
θ δG (33)

where δG = G(u, u̇, ζ̂)−G(u, u̇, ζ).
Since Ã− K̃C̃ is Hurwitz, there exists a S.P.D. matrix P such that P (Ã− K̃C̃) + (Ã− K̃C̃)TP = −I where

I is the identity matrix. To end the proof of the exponential convergence, it suffices to show the following:

d(εTPε)
dt

(t) ≤ −µ‖ε(t)‖2 (34)

for θ sufficiently large and for some constant µ > 0.
A simple calculation yields to:

d(εTPε)
dt

(t) = −θ‖ε‖2 + 2εTP∆−1
θ δG. (35)

As in the proof of Theorem 3.1, using the triangular structure of G(u, u̇, ζ) w.r.t. ζ and hypothesis H3)-(ii),
and taking θ ≥ 1, it follows that

‖∆−1
θ δG‖ ≤ β̃‖ε‖ (36)

where β̃ is a constant which does not depend on θ. Combining (35) and (36), we obtain:

d(εTPε)
dt

(t) ≤ (−θ + 2β̃)‖ε‖2.

Now, let us choose θ0 > max{2β̃, 1}, it follows that for θ > θ0, we have:

‖ε(t)‖ ≤ λ1e−λ2t‖ε(0)‖ (37)

where λ1 > 0, λ2 > 0 are constants, and λ2 = λ2(θ) → +∞ as θ → +∞.

Proof of Corollary 3.1. Let u ∈ U and consider the functions Φk defined in (26). Let Ωk be a compact set
containing all {(Φ1(u(t), z(t)), . . . ,Φk(u(t), z(t)))}, where z(t) is any trajectory of system (10), associated to
the input u and issued from K1. Let Ξk be any C1-function which takes value 1 on Ωk and vanishes outside a
bounded open set containing Ωk. By construction of the system of coordinates (ζ1, . . . , ζq) (see above), Ξk is a
function only of (ζ1, . . . , ζk) and having a compact support.

Now set G̃(u, u̇, ζ) =

 Ξ1.G1(u, u̇, ζ)
...

Ξq.Gq(u, u̇, ζ)

 (the Gk(u, u̇, ζ)’s are given by (30)), then for every trajectory z(t)

of system (10) associated to u and issued from K1, Φ(u(t)(t), z(t)) is also a trajectory of the following system:{
ζ̇ = Ãζ + G̃(u, u̇, ζ)
y = C̃ζ.

(38)

Thus, it suffices to construct an exponential observer for system (38).
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Now since G̃ has a triangular structure similar to that of G and since it is a global Lipschitz function w.r.t. ζ,
we can proceed in a similar way as above to show that the following system:

˙̂
ζ = Ãζ̂ + G̃(u, u̇, ζ̂)−∆−1

θ K̃(C̃ζ − y) (39)

forms an exponential observer for system (38).

4. Uniform observability structure

Many observability concepts are stated in Section 2. In this section, we will characterize systems (1) which
can be steered by a change of coordinates into the form (10–12).

Consider nonlinear systems of the form (1). Notice that, in general, observability (resp. rank observability)
of system (1) does not imply observability (resp. rank observability) of the associated autonomous system:

(Σu)
{
ẋ = fu(x)
y = h(x) (40)

where u is a fixed constant control and fu(x) = f(u, x).
The uniform observability structure that we will define in particular possesses the property that if system (1)

is rank observable, then for every fixed u ∈ U , (Σu) defined by (40) is also rank observable.
To do so, let u ∈ U and consider the following codistributions:

• Eu
1 is spanned by {dh1, ..., dhp} (notice that Eu

1 does not depend on u since hi = hi(x));

• for k ≥ 1, let Eu
k+1 be the codistribution spanned by Eu

k and
{
dLk

fu
(h1), . . . , dLk

fu
(hp)

}
.

Clearly, we have Eu
1 ⊂ . . . ⊂ Eu

n−1 ⊂ Eu
n ⊂ . . .

Definition 4.1. System (1) is said to have a U-uniform observable structure (U-u.o.s) if and only if:

(i) ∀u, u′ ∈ U ; ∀x ∈M , Eu
k (x) = Eu′

k (x);
(ii) for each i, the codistribution Eu

i is of constant dimension νu
i (dim Eu

i (x) = νu
i , ∀x ∈M ; ∀u ∈ U).

In a similar way, let (Ei)i≥1 be the family of codistributions defined by:

• E1 = span{dh1, ..., dhp};
• Ei+1 = Ei + span

{
dLfui

. . . Lfu1
(hj);u1, . . . , ui ∈ U, j = 1, . . . , p

}
.

Remark 4.1.

a) From (i), we can deduce that for every u ∈ U and every i ≥ 1, Ei = Eu
i .

b) From (ii), if system (1) is rank observable at some x and has a U -u.o.s., then it is rank observable at
each point of M .

According to Remark 4.1, we shall denote indifferently Eu
k by Ek, νu

k by νk and we shall denote by q the smallest
integer s.t. Eq = Eq+1.

In what follows, we assume that U is such that every compact subset of U is also a compact subset of R
m.

This property holds in particular if U is a closed or an open subset of R
m. For the sake of simplicity, we will

also assume that h is a local submersion.
We now state the main result of this section:

Theorem 4.1. Assume that system (1) is rank observable at some point of M and has a U -u.o.s. Then, for
every compact subset U ′ of U ; system (1) is locally U ′-uniformly observable (see Def. 4.1).

Remark 4.2. Notice that if we omit the compactness hypothesis of U ′, the theorem is no longer true.
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Indeed, consider the following example:
ẋ1 = cos(1 + u2)x3

ẋ2 = sin(1 + u2)x3

ẋ3 = 0
y = (x1, x2)

(41)

with U = R and M = R
3. Clearly, Eu

1 and Eu
2 are respectively spanned by {dx1, dx2} and {dx1, dx2, dx3}.

Thus (41) is rank observable and it has a R-u.o.s.
Now, taking any x0 = (x0

1, x
0
2, x

0
3) ∈ R

3 and any neighborhood V ε
x0 =]x0

1−ε, x0
1+ε[×]x0

2−ε, x0
2+ε[×]x0

3−ε, x0
3+

ε[. Consider any constant control u such that 2kπ
1+u2 < ε and taking two initial states x, x̄ with x1 = x̄1, x2 = x̄2

and x3 − x̄3 = 2kπ
1+u2 . Let x(·), x̄(·) be the trajectories corresponding to u and respectively issued from x and x̄.

Obviously, x1(t) = x̄1(t) and x2(t) = x̄2(t) for every t ≥ 0. Thus, such u is not universal on any [0, T ], T > 0.
Hence system (41) restricted to V ε

x0 is not locally U ′-uniformly observable for any unbounded interval of U ′

of R.

The proof of Theorem 4.1 requires the following lemma:

Lemma 4.1. Assume that system (1) is rank observable at some point and has a U -u.o.s. Then:

i) for every x ∈M , there exist a neighbourhood V and a diffeomorphim:
Φ : V −→ W which transforms system (1) restricted to V into the following form:

ż1 = F 1(u, z1, z2)
ż2 = F 2(u, z1, z2, z3)

...
żq = F q(u, z)
y = z1

(42)

where

zi ∈ R
ni , z =

 z1

...
zq

 ∈ W, u ∈ U.

Moreover, we have

p = n1 ≥ n2 ≥ . . . ≥ nq; (43)

ii) ∀u ∈ U ; ∀z ∈ W ; ∀i, 1 ≤ i ≤ q − 1, we have:

rank
(
∂F i

∂zi+1
(u, z)

)
= ni+1 (44)

where ni+1 = dim Ei+1 − dim Ei.

Proof of Lemma 4.1. Since system (1) has a U -u.o.s., we have: ∀u ∈ U, Eu
1 = E1 ⊂ Eu

2 = E2 ⊂ . . . ⊂ Eu
q = Eq

and for i ≥ q + 1, Eu
i = Ei = Eu

q .
Now, let u◦ be a fixed element of U ; from the definition of the Eu◦

i ’s, we know that (dh1, . . . , dhp) forms
a basis of E1 = Eu◦

1 (since h : M −→ R
p is assumed to be an almost everywhere local submersion). For
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i = 2, . . . , q, and after reordering adequately (h1, . . . , hp), a basis of Ei = Eu◦
i is given by

Bi =
(
dh1, . . . , dhp, dLfu◦ (h1), . . . , dLfu◦ (hn2), . . . , dL

i−1
fu◦

(h1), . . . , dLi−1
fu◦

(hni−1)
)
.

Set n1 = p and ni = dim Ei − dim Ei−1, and using the construction of the Bi, we obtain n1 ≥ n2 ≥ . . . ≥ nq.
Now, using the fact that system (1) is rank observable at some point, from Remark 4.1, it becomes rank

observable at any point of M and hence, the dimension of Eq = Eu◦
q is equal to n. Moreover, from Defini-

tion 4.1(ii), it follows that Φ =
(
h1, . . . , hn1 , . . . , L

nq−1
fu◦

(h1), . . . , dL
nq−1
fu◦

(hnq)
)

becomes a local diffeomorphism
around each point of M . Now, a simple calculation shows that for every x ∈ M ; there exists a neighbourhood
V of x such that system (1) restricted to V can be transformed by Φ into a system of the form (42). Indeed,
since E ûk = Eu◦

k , ∀u, we have Lfu(Li−1
fu◦

(hj)) depends only on h1, . . . , hn1 , . . . , Lfu◦ (h1), . . . , Li
fu◦

(hni+1).
To end the proof of the lemma, it remains to prove (44).
Denote by Ẽi, Ẽu

i the codistributions associated to system (42) defined in a similar manner as the Ei’s
and Eu

i ’s. Notice that Ei (resp. Eu
i ) is the pull-back of Ẽi (resp. Ẽu

i )
(
Ei = Φ?Ẽi (resp. Eu

i = Φ?Ẽu
i )
)
. Since Φ is

a diffeomorphism, the properties (i) and (ii) of Definition 4.1 are then preserved for the Ẽu
i ’s. But Ẽu

i is spanned

by
(
dz1

1 , . . . , dz
1
n1
, . . . ,

∂F i−1
1

∂zi dzi, . . . ,
∂F i−1

ni−1

∂zi dzi

)
, where

∂F i−1
j

∂zi
=

(
∂F i−1

j

∂zi
1

, . . . ,
∂F i−1

j

∂zi
ni

)
and dzi =

 dzi
1

...
dzi

ni

 .

Since Ẽu
i is of a constant dimension

i∑
j=1

nj , it follows that:

rank
∂F i−1

∂zi
(u, z) = ni, ∀(u, z) ∈ U ×W where W = Φ(V ).

We arrive now at the proof of Theorem 4.1.

Proof of Theorem 4.1. Let U ′ be a compact subset of U . Let us show that for every x ∈ M ; there exists a
neighborhood Vx of x such that the restriction of system (1) to Vx is U ′-uniformly observable. Using Lemma 4.1
and the fact that the observability is an intrinsic property (it does not depend on the system of coordinates),
it suffices to show that the restriction of system (42) to W = Φ(Vx) is U ′ uniformly observable.

To do so, we need the following notations:
Set νi = n1 + . . . + ni the dimension of Ei, and denote by πi (resp. πi) the canonical projection from R

νi to
R

ni defined by (z1, . . . , zi) 7→ zi (resp. from R
νi+1 to R

νi : (z1, . . . , zi+1) 7→ (z1, . . . , zi)).
Set Wi = πi(W ), W i = πi(W ), zi = (z1, . . . , zi) and denote by Fu,zi the map from Wi+1 into R

ni defined by
Fu,zi(zi+1) = F i(u, zi, zi+1), where the F i’s are defined in (42).

To prove Theorem 4.1, it suffices to show that there exists a neighbourhood W = Φ(Vx) of Φ(x) (may be
small) such that for 1 ≤ i ≤ q − 1; for every u ∈ U ′ and for every zi ∈ W i, F i

u,zi is one to one. Indeed, assume
that the F i

u,zi ’s are one to one and let us show that system (42) restricted to W is U ′-uniformly observable.
Let u◦(·) ∈ L∞([0, T ], U ′) be any admissible input, we will show that u◦(·) is an universal input on [0, T ].

Otherwise said, let z, z̄ be two initial states such that the corresponding output z1(t), z̄1(t) are identically equal
on [0, T ] and let us show that z = z̄.
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Since z1(t) = z̄1(t), ∀t ∈ [0, T ], differentiating this equality, we get:

F 1(u◦(t), z1(t), z2(t)) = F 1(u◦(t), z̄1(t), z̄2(t))
= F 1(u◦(t), z1(t), z̄2(t))

thus,

F 1
u◦(t),z1(t)(z

2(t)) = F 1
u◦(t),z̄1(t)(z̄

2(t))

hence,
z2(t) = z̄2(t) (since F 1

u,z1 is one to one).

Differentiating this equality and proceeding in a similar way, we get z3(t) = z̄3(t). Repeating this procedure
and using the same arguments for i = 3, . . . , we get z = z̄.

Now, let us show the injectivity of the F i
u,zi ’s. Assume that for every neighbourhood W of Φ(x), there exist

i, 1 ≤ i ≤ q−1; u ∈ U ′and zi ∈W i such that the restriction of F i
u,zi is not injective. Thus, one can find sequences

(εk)k≥0 (εk > 0, limk→+∞ εk = 0), (uk)k≥0, uk ∈ U ′ and (zεk
)k≥0 ∈ B(Φ(x), εk) = {z/ ‖ z − Φ(x) ‖< εk}

such that F i0

uk,z
i0
εk

is not one to one for some fixed i0 ∈ {1, . . . , q − 1}. It means that, ∀k; ∃zi0+1
εk

, z̄i0+1
εk

∈
πk (B(Φ(x), εk)), zi0+1

εk
6= z̄i0+1

εk
and such that F i0

uk,z
i0
εk

(zi0+1
εk

) = F i0

uk,z
i0
εk

(z̄i0+1
εk

).

Applying the Mean Value theorem, we get:[
∂F i0

∂zi+1

(
zi0+1

εk+1
+ Θi0(z

i0+1
εk

− z̄i0+1
εk

)
)]
.(zi0+1

εk
− z̄i0+1

εk
) = 0

where Θi0 is the ni0+1 × ni0+1 diagonal matrix diag(θ1, . . . , θni0+1) for some θj ∈ [0, 1], 1 ≤ j ≤ ni0+1.

Since zi0+1
εk

6= z̄i0+1
εk

, set ζi0+1
εk

=
zi0+1

εk
− z̄i0+1

εk

‖ zi0+1
εk − z̄i0+1

εk ‖ , we obtain:

[
∂F i0

∂zi+1

(
zi0+1

εk+1
+ Θi(zi0+1

εk+1
− z̄i0+1

εk+1
)
)]
.ζi0+1

εk
= 0 and ‖ ζi0+1

εk
‖= 1.

Since (uk)k≥1, (ζi0+1
εk

)k≥1 are bounded sequences, then one can extract subsequences (ukl
)l≥1, (ζi0+1

εkl
)l≥1 such

that lim
kl→+∞

ukl
= u and lim

kl→+∞
ζi0+1
εkl

= ζi0+1 with u ∈ U ′ and ‖ζi0+1‖ = 1.

Now, using the continuity of the map:
(
u, z1, . . . , zi0+1

) → ∂F i0

∂zi+1

(
u, z1, . . . , zi0+1

)
and the fact that

limk→+∞
(
zi0+1

εkl
+ Θi0(zi0+1

εkl
− z̄i0+1

εkl
)
)

= zi0+1 and limk→+∞ zi0
εkl

= zi0 we obtain:

∂F i0

∂zi+1

(
u, z1, . . . , zi0+1

)
ζi0+1 = 0 with ‖ζi0+1‖ = 1. (45)

But, from Lemma 4.1, the ni0 ×ni0+1 matrix ∂F i0

∂zi+1 (u, z) is of rank ni0+1 and ni0 ≥ ni0+1, thus ker ∂F i0

∂zi+1 (u, z) =
{0}. This is in contradiction with (45). �

Conclusion. In this paper, a canonical form for uniformly observable multi-output system is first presented.
Then, two observers have been synthesized on the basis of this form. The first has a constant gain whereas the
second assumes a gain which depends on the inputs. Finally, we have discussed the characterization of the class
of nonlinear systems that can be steered by a change of coordinates to the considered canonical form.
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