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UNIQUENESS OF RENORMALIZED SOLUTIONS
TO NONLINEAR ELLIPTIC EQUATIONS

WITH A LOWER ORDER TERM
AND RIGHT-HAND SIDE IN L1(Ω)

M.F. Betta1, A. Mercaldo2, F. Murat3 and M.M. Porzio4

Abstract. In this paper we prove uniqueness results for the renormalized solution, if it exists, of a
class of non coercive nonlinear problems whose prototype is

(
−div(a(x)(1 + |∇u|2) p−2

2 ∇u) + b(x)(1 + |∇u|2) λ
2 = f in Ω,

u = 0 on ∂Ω,

where Ω is a bounded open subset of RN , N ≥ 2, 2−1/N < p < N , a belongs to L∞(Ω), a(x) ≥ α0 > 0,
f is a function in L1(Ω), b is a function in Lr(Ω) and 0 ≤ λ < λ∗(N, p, r), for some r and λ∗(N, p, r).
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Introduction

In the present paper, announced in [2], we prove uniqueness results for renormalized solutions of a class of
problems whose prototype is

{
−div(a(x)(1 + |∇u|2) p−2

2 ∇u) + b(x)(1 + |∇u|2)λ
2 = f − div(g) in Ω,

u = 0 on ∂Ω,
(0.1)
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where Ω is a bounded open subset of R
N , N ≥ 2, 2 − 1/N < p < N , a is a function belonging to L∞(Ω) such

that a(x) ≥ α0 > 0, f belongs to L1(Ω) and g to
(
Lp′

(Ω)
)N

, b belongs to some Lebesgue space Lr(Ω) and
0 ≤ λ < λ∗(N, p, r) for some λ∗(N, p, r) which is specified in Theorems 1.7, 1.11 and 1.16 below. We also prove
comparison results.

We have proved in [3] an existence result for this type of problems when 1 < p < N and 0 ≤ λ ≤ p − 1.
Problem (0.1) presents two difficulties: the first one is due to the term f ∈ L1(Ω) in the right-hand side,

which leads one to consider renormalized solutions; the second one is due to the term b(x)(1 + |∇u|2)λ
2 , which

produces, in some sense, some non coerciveness in the operator.
Note that we confine ourselves to the case of an elliptic operator in divergence form with L∞(Ω) coefficients,

which implies that the natural space (at least when f = 0 and 0 ≤ λ ≤ p−1) is the Sobolev space W 1,p
0 (Ω). Note

also that the problem under consideration is strongly related to maximum principle properties (or more exactly
comparison properties) for solutions which belong to this type of Sobolev spaces. When smooth solutions are
considered, there are a lot of uniqueness results, for C2,α or W 2,p solutions, but we will not try to give even a
selected bibliography of them. On the other hand, there are few results in the framework we consider here.

When b = 0 and g = 0, the difficulty of the problem comes from the fact that the right-hand side belongs
to L1(Ω).

In the linear case (where p = 2), Stampacchia defined in [18] a notion of solution of (0.1) by duality, for
which he proved existence and uniqueness; he proved in particular that this solution belongs to W 1,q

0 (Ω) for
every q < N

N−1 and satisfies equation (0.1) in the distributional sense. Stampacchia’s duality arguments have
been extended to the nonlinear case when p = 2 (see [15]), but not to the case p 6= 2.

In the general case where p 6= 2, three equivalent notions of solutions for problems of type (0.1) with b = 0
have been introduced: the notion of entropy solution, in [1, 5], the notion of SOLA (solution obtained as limit
of approximations) in [7], and the notion of renormalized solution in [13–15]. Those three notions turn to be
equivalent in the case where the right-hand side belongs to L1(Ω) or to L1(Ω) + W−1,p′

(Ω). In the above
mentioned papers the authors proved the existence and uniqueness of such solutions (see also [12] for recent
uniqueness results in the case where the right-hand side is a measure). Note that usual weak solutions are not
well suited for this type of problems, since the solution does not, in general, belong to W 1,p

0 (Ω) when f ∈ L1(Ω),
but only to the space W 1,q

0 (Ω) for every q < N(p−1)
N−1 , and since a classical counterexample ([17], see also [16])

shows that, in the linear case, such a solution is not unique.

Let us now pass to the case where f = 0 (and therefore where the right-hand side belongs to W−1,p′
(Ω), so

that usual weak solutions are well suited for the problem) but where b 6= 0. In such a setting the only uniqueness
result we know is the result of Bottaro and Marina [6], which states that in the linear case (where p = 2 and
λ = 1), there is existence and uniqueness of a solution of (0.1) for every b ∈ LN (Ω), even with ‖b‖LN(Ω) very
large (it is easy to see that the linear operator defined by (0.1) is coercive when ‖b‖LN(Ω) is small, and in this
case existence and uniqueness are immediate consequences of Lax–Milgram lemma).

In the present paper we face both difficulties (f ∈ L1(Ω) and b ∈ Lr(Ω) with ‖b‖Lr(Ω) large). We prove
uniqueness for some r and for λ satisfying

0 ≤ λ < λ∗(N, p, r),

where λ∗(N, p, r) is a complicated expression of N , p and r, which in general does not coincide with p − 1.
Since in [3] we proved the existence of renormalized solutions for problems of type (0.1) with b in the Lorentz

space b ∈ LN,1(Ω) and 0 ≤ λ ≤ p − 1, the uniqueness results of the present paper are both surprising and
unsatisfactory: in some cases, we have proved existence and uniqueness, but in other cases, existence but
not uniqueness, and finally in some other ones, uniqueness but not existence. Let us however emphasise that
these difficulties are not primarily related to the fact that we are dealing with a right-hand side in L1(Ω)
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and renormalized solutions, but that the same difficulties appear in the case where one deals with usual weak
solutions for a right-hand side in W−1,p′

(Ω): we will prove uniqueness results in this more classical framework
in [4].

The difference between the restrictions on λ concerning existence and uniqueness results is mainly due to the
fact that we work in a framework with p−coerciveness as far as existence is involved, while for uniqueness we
are dealing with weighted quadratic coerciveness. Let us explain this in the simple case where u1 − u2 can be
used as test function in the difference of the equations satisfied by u1 and u2. This provides a formal estimate
of the type

C

∫
Ω

(1 + |∇u1| + |∇u2|)p−2|∇u1 −∇u2|2 ≤
∫

Ω

a(x)
[
(1 + |∇u1|2)

p−2
2 ∇u1 − (1 + |∇u2|2)

p−2
2 ∇u2

]
(∇u1 −∇u2)

≤
∫

Ω

b(x)|(1 + |∇u1|2)λ
2 − (1 + |∇u2|2)λ

2 ||u1 − u2|

≤C

∫
Ω

b(x) (1 + |∇u1| + |∇u2|)λ−1 |∇u1 −∇u2||u1 − u2|.

We then use Hölder inequality to make the weighted norm

∫
Ω

(1 + |∇u1| + |∇u2|)p−2|∇u1 −∇u2|2

appear in the right-hand side, which explains the various cases which appear according to the values of p. This
leads to computations which are sometimes technical and are not completely satisfactory.

The previous computation also explains why we considered a non degenerated operator −div(a(x)(1 +
|∇u|2) p−2

2 ∇u) in place of the (more classical) p−Laplace operator −div(|∇u|p−2∇u). Indeed the weight
(1 + |∇u1| + |∇u2|)λ−1 naturally appears in the right-hand side of the previous estimate, and this leads to
the operator considered here. However in the case where p < 2, the weight (1 + |∇u1| + |∇u2|)p−2 can be
replaced by (|∇u1| + |∇u2|)p−2, which explains why we can consider the usual p−Laplace operator (which is
not degenerated in 0) in this case.

Let us finally say a few words about the two Appendices of the present paper. In the first one, we establish
a new property concerning the difference of two renormalized solutions when p < 2: while it was known ([8],
Theorem 9.1) that, when p > 2, the difference of two renormalized solutions satisfies Tk(u1 −u2) ∈ W 1,p

0 (Ω) for
every k, no similar result was known for the case p < 2. When 3N−2

2N−1 < p ≤ 2, we prove here that the difference

of two renormalized solutions satisfies Tk(u1 − u2) ∈ W 1,s
0 (Ω) for s < 2N(p−1)

N−(2−p) .
In the second Appendix we revisit the result of [1] which asserts that

∫
Ω

|∇Tk(u)|p ≤ Mk, ∀k > 0, (0.2)

implies

‖|∇u|p−1‖LN′,∞(Ω) ≤ C0M.

We generalize this result in two different ways: first to the case where in (0.2) Mk is replaced by Mkθ with
0 < θ < p, and second to the case where (0.2) is replaced by

∫
Ω

v(x)|∇Tk(u)|p ≤ Mk, ∀k > 0,

with a weight v(x) ≥ A0 > 0.
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1. Definitions and main results

In this section, we recall the definition of renormalized solution for nonlinear elliptic problems with right-hand
side in L1(Ω) + W−1,p′

(Ω) (cf. [1, 5, 7, 8, 13–15]), and we state our uniqueness results.

1.1. Assumptions and definition of a renormalized solution

For 1 < r < ∞, the Lorentz space Lr,∞(Ω) is the space of Lebesgue measurable functions such that

‖f‖Lr,∞(Ω) = sup
t>0

t [meas {x ∈ Ω : |f(x)| > t}]1/r
< +∞, (1.1)

endowed with the norm defined by (1.1). Recall that for every 1 < s < r < ∞, one has

Lr(Ω) ⊂ Lr,∞(Ω) ⊂ Ls(Ω). (1.2)

For k > 0, denote by Tk : R → R the usual truncation at level k, that is

Tk(s) =
{

s |s| ≤ k,
k sign(s) |s| > k,

∀s ∈ R.

Consider a measurable function u defined almost everywhere on Ω which is finite almost everywhere and
satisfies Tk(u) ∈ W 1,p

0 (Ω) for every k > 0. Then there exists (see e.g. [1], Lemma 2.1) an unique measurable
vector function v defined almost everywhere on Ω such that

∇Tk(u) = vχ{|u|≤k} almost everywhere in Ω, ∀k > 0. (1.3)

We define the gradient ∇u of u as this function v, and denote ∇u = v. Note that the previous definition does
not coincide with the definition of the distributional gradient. However if v ∈ (L1

loc(Ω))N , then u ∈ W 1,1
loc (Ω)

and v is the distributional gradient of u. In contrast there are examples of functions u 6∈ L1
loc(Ω) (and thus for

which the gradient in the distributional sense is not defined) for which there exists the gradient ∇u defined in
the previous sense (see Remarks 2.10 and 2.11, Lemma 2.12 and Example 2.16 in [8]).

In the present paper we consider a nonlinear elliptic problem which can formally be written as

{ −div(a(x,∇u)) + H(x,∇u) + G(x, u) = f − div(g) in Ω,
u = 0 on ∂Ω.

(1.4)

Here Ω is a bounded open subset of R
N , N ≥ 2, p is a real number with 1 < p < N , and a : Ω × R

N → R
N

is a Carathéodory function satisfying

a(x, ξ)ξ ≥ α|ξ|p, α > 0, (1.5)

|a(x, ξ)| ≤ c
[|ξ|p−1 + a0(x)

]
, a0(x) ∈ Lp′

(Ω), c > 0, (1.6)

for almost every x ∈ Ω and for every ξ ∈ R
N .
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We assume that a(x, ξ) is strongly monotone5, i.e.




(a(x, ξ) − a(x, η), ξ − η) ≥ β (A(x) + |ξ| + |η|)p−2 |ξ − η|2,

β > 0, Ap−1 ∈ LN ′,∞(Ω), A(x) ≥ 0,

(1.7)

for almost every x ∈ Ω and for every ξ ∈ R
N , η ∈ R

N .
Moreover H : Ω × R

N → R is a Carathéodory function with

H(x, 0) ∈ L1(Ω) (1.8)

such that H(x, ξ) is locally Lipschitz continuous with respect to ξ, i.e.




|H(x, ξ) − H(x, η)| ≤ b(x) (A0 + |ξ| + |η|)σA0 (B(x) + |ξ| + |η|)σB |ξ − η|,

b ∈ Lr(Ω), b(x) ≥ 0 , σA0 ≥ 0, σB ≥ 0, A0 ∈ R, A0 ≥ 0, Bp−1 ∈ LN ′,∞(Ω), B(x) ≥ 0,
(1.9)

for almost every x ∈ Ω and for every ξ ∈ R
N , η ∈ R

N , where σA0 , σB and r are constants to be specified in the
statements of Theorems 1.7, 1.11, 1.16 below.

We also assume that G : Ω × R → R is a Carathéodory function such that

(G(x, s) − G(x, t)) (s − t) ≥ 0, (1.10)

for almost every x ∈ Ω and for every s ∈ R, t ∈ R.
Finally we assume that

f ∈ L1(Ω), g ∈ (Lp′
(Ω))N . (1.11)

Remark 1.1. The model case for a(x, ξ) satisfying assumptions (1.5)–(1.7) is




a(x, ξ) = γ(x)(Γ(x)2 + |ξ|2) p−2
2 ξ,

γ ∈ L∞(Ω), γ(x) ≥ γ0 > 0, Γ ∈ L∞(Ω), Γ(x) ≥ Γ0,

(1.12)

in which we will assume Γ0 ≥ 0 when p ≤ 2, and Γ0 > 0 when p > 2. Similarly, the model case for H(x, ξ) is




H(x, ξ) = b(x)(Â(x)2 + |ξ|2)λ/2(B(x)2 + A2
0 + |ξ|2)µ/2,

b ∈ Lr(Ω), b(x) ≥ 0, Â ∈ L∞(Ω), A0 ≥ Â(x) ≥ 0, Bp−1 ∈ LN ′,∞(Ω), B(x) ≥ 0
(1.13)

for which one easily proves that∣∣∣∣∂H

∂ξ
(x, ξ)

∣∣∣∣ ≤ C b(x)(Â(x) + |ξ|)λ−1(B(x) + A0 + |ξ|)µ.

Therefore taking σA0 = λ − 1 and σB = µ, H defined by (1.13) satisfies (1.9) when λ ≥ 1 and µ ≥ 0.

5When p < 2 and A(x) = 0, the term
|ξ − η|2

(A(x) + |ξ| + |η|)2−p
is not defined for ξ = η = 0. We make the convention that this

quantity is 0 in that case.
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Remark 1.2. Observe that two different functions A0 and B(x) appear in the right-hand side of hypothe-
sis (1.9). Of course replacing A0 and B(x) by A0 + B(x), one can assume hypothesis (1.9) with only one
function in the right-hand side, namely hypothesis (1.9) with b(x)(A0 + B(x) + |ξ|+ |η|)σA0+σB |ξ − η| as right-
hand side, but hypothesis (1.9) is a little bit more general and will be used in this form in the proof.

Remark 1.3. In the whole of the present paper we assume that N ≥ 2 and 1 < p < N . The first assumption,
N ≥ 2, is dictated by the second one, 1 < p < N . The latest follows from the fact that we consider here the
case where the right-hand side is in L1(Ω): when p > N , one has L1(Ω) ⊂ W−1,p′

(Ω), which implies that the
right-hand side belongs to the dual space W−1,p′

(Ω). This case will be considered in [4], and thus is excluded in
the present paper. Actually we also exclude the case p = N because in that case the Sobolev embedding does not
hold and has to be replaced by the Trudinger–Moser embedding, which leads to very technical problems. When
p = N , existence and uniqueness results of a solution in the distributional sense have been proved in [9–11] in
the case where H = 0.

Definition 1.4. We say that u is a renormalized solution of (1.4) if it satisfies the following conditions:

u is measurable on Ω, almost everywhere finite, and such that Tk(u) ∈ W 1,p
0 (Ω), ∀k > 0; (1.14)

|u|p−1 ∈ L
N

N−p ,∞(Ω); (1.15)

the gradient ∇u introduced in (1.3) satisfies:

|∇u|p−1 belongs to LN ′,∞(Ω), (1.16)

lim
n→+∞

1
n

∫
n≤|u|<2n

a(x,∇u) · ∇u = 0; (1.17)

and finally

∫
Ω

a(x,∇u) · ∇u h′(u)v +
∫

Ω

a(x,∇u) · ∇v h(u)

+
∫

Ω

H(x,∇u)h(u)v +
∫

Ω

G(x, u)h(u)v

=
∫

Ω

fh(u)v +
∫

Ω

g · ∇u h′(u)v +
∫

Ω

g · ∇v h(u),

(1.18)

for every v ∈ W 1,p(Ω) ∩ L∞(Ω), for all h ∈ W 1,∞(R) with compact support in R, which are such that h(u)v ∈
W 1,p

0 (Ω).

Since h(u)v ∈ W 1,p
0 (Ω) and since supp(h) ⊂ [−2n, 2n] (for a suitable n > 0 depending on h), we can

rewrite (1.18) as follows∫
Ω

a(x,∇T2n(u)) · ∇T2n(u)h′(u)v +
∫

Ω

a(x,∇T2n(u)) · ∇v h(u)

+
∫

Ω

H(x,∇T2n(u))h(u)v +
∫

Ω

G(x, T2n(u))h(u)v

=
∫

Ω

fh(u)v +
∫

Ω

g · ∇T2n(u)h′(u)v +
∫

Ω

g · ∇v h(u).

(1.19)
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Let us observe that every integral in (1.19) is well defined in view of (1.5)–(1.11) since T2n(u) ∈ W 1,p
0 (Ω).

Remark 1.5. As already said in the introduction, the notion of renormalized solution was introduced in [13–15]
when H = G = 0. This notion is equivalent to the notion of entropy solution introduced in [1, 5] and to the
notion of SOLA introduced in [7]. In the case where H = G = 0, it is proved in these papers that there exists
such a solution, which is unique.

The definition given above is a natural extension to the case H 6= 0, G 6= 0 of this three equivalent definitions.
The goal of the present paper is to prove the uniqueness of such a solution for H 6= 0 satisfying some local
Lipschitz continuity condition (see (1.9)). Recall that we proved existence of such a solution in [3] when H
satisfies the growth condition 


|H(x, ξ)| ≤ b0(x)|ξ|p−1 + b1(x),

b0 ∈ LN,1(Ω), b1 ∈ L1(Ω).
(1.20)

Remark 1.6. If u is a renormalized solution of (1.4), if 1
r + σA0+σB+1

N ′ < 1 and if G(x, u) belongs to L1(Ω),
then u is also a distributional solution in the sense that u satisfies∫

Ω

a(x,∇u) · ∇φ +
∫

Ω

H(x,∇u)φ +
∫

Ω

G(x, u)φ =
∫

Ω

fφ +
∫

Ω

g · ∇φ, (1.21)

for all φ ∈ C∞
0 (Ω).

Indeed if u is a renormalized solution of (1.4), we know that u is measurable and almost everywhere finite in Ω,
and that Tk(u) ∈ W 1,p

0 (Ω) for every k > 0, which allows one to define ∇u in the sense of (1.3). We also know
that |∇u|p−1 then belongs to LN ′,∞(Ω) so that |a(x,∇u)| belongs to LN ′,∞(Ω) by the growth condition (1.6).
Moreover H(x,∇u) belongs to L1(Ω) in view of (1.8), (1.9) and of 1

r + σA0+σB+1

N ′ < 1. Taking φ ∈ C∞
0 (Ω)

and hn defined by

hn(s) =




0 |s| > 2n
2n − |s|

n
n < |s| ≤ 2n

1 |s| ≤ n

(1.22)

and letting n tend to infinity, we obtain (1.21).
Observe also that when p > 2 − 1

N , one has N ′(p − 1) > 1; in this case, the gradient ∇u, defined by (1.3),
satisfies (1.16), and then u belongs to W 1,q

0 (Ω), for every q < N(p−1)
N−1 , while ∇u is now the distributional

gradient of u (see [8], Remark 2.10). In such a case the renormalized solution u belongs to the Sobolev space
W 1,q

0 (Ω), and satisfies (1.21), i.e. (1.4) in the sense of distributions. Nevertheless we have to use the notion of
renormalized solution, since it is well known that even in the linear case where p = 2 and H = 0, the solution
u of 


u ∈ W 1,q

0 (Ω), ∀q <
N

N − 1
,

−div(A(x)∇u) = f in D′(Ω),

(1.23)

is in general not unique (cf. [17], see also [16]).

1.2. Uniqueness results

Under the assumptions stated above, we will prove three uniqueness results (Theorems 1.7, 1.11, 1.16) for
some values of σA0 and σB , according to the values of p (2 − 1

N < p ≤ 2, 2 < p < 2N−4
N−3 , and 2N−4

N−3 ≤ p < N).
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These uniqueness results correspond to proofs which use different techniques. We did our best to optimise the
various parameters which enter in these proofs, and we hope that we obtained the best possible results, i.e. the
largest sets of parameters σA0 and σB for which uniqueness holds.

Observe that we do not have any uniqueness result when 1 < p ≤ 2 − 1
N . However this restriction on the

values of p is not related to the (same) restriction p > 2 − 1
N which appears as a sufficient condition for the

renormalized solution of (1.4) to belong to some Sobolev space (see Remark 1.6 above).

Theorem 1.7. Let N ≥ 2 and p be such that




2 − 1
N

< p < 2, if N = 2,

2 − 1
N

< p ≤ 2, if N ≥ 3.

(1.24)

We assume that (1.5)–(1.11) are satisfied with

A(x) ≥ A0 ≥ 0, (1.25)

N(p − 1)
1 − N(2 − p)

< r ≤ +∞, (1.26)

0 ≤ σA0 < σ∗(N, p, r), (1.27)

0 ≤ σB < σ∗(N, p, r) − σA0 , (1.28)

where

σ∗(N, p, r) =
1 − N(2 − p)

N − 1
− N(p − 1)

N − 1
1
r
· (1.29)

Let u1 and u2 be two renormalized solutions of (1.4) such that

G(x, u1) ∈ L1(Ω), G(x, u2) ∈ L1(Ω). (1.30)

Then u1 = u2.

Remark 1.8. Under the assumptions of Theorem 1.7, we also have the following comparison result: if u1

and u2 are two renormalized solutions of (1.4), which correspond to two functions f1 and f2 (with the same g)
such that

f1 ≤ f2 a.e. in Ω,

then
u1 ≤ u2 a.e. in Ω.

Remark 1.9. Since we assumed 1 < p < N (see Remark 1.3 above), we have to restrict to 3
2 < p < 2 in the

case where N = 2, while p = 2 is possible when N ≥ 3.
Observe that when 2 − 1

N < p (which is equivalent to 1−N(2−p)
N−1 > 0) and when r satisfies (1.26), then

σ∗(N, p, r) defined by (1.29) satisfies σ∗(N, p, r) > 0. Figure 1 shows the set (a triangle) of the values (σA0 , σB)
for which hypotheses of Theorem 1.7 holds true. This set is not empty.
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Figure 1. Values of (σA0 , σB) for which Theorem 1.7 holds true. The horizontal axis gives
the values of σA0 and the vertical axis the values of σB. Theorem 1.7 holds true when the
values of (σA0 , σB) are inside the triangle defined by the vertical axis σA0 = 0, the horizontal
axis σB = 0, and the oblique line σA0 + σB = σ∗.

Remark 1.10. Let us compare the hypotheses of Theorem 1.7 with those of the existence theorem we proved
in [3]. For that we consider the model case where

H(x, ξ) = (A0 + |ξ|2)λ/2, A0 ≥ 0, λ ≥ 0.

It is easy to see that in this case, equation (1.9) holds with b = constant, r = ∞, A0 > 0 (and also A0 = 0 if
λ ≥ 1), σA0 = (λ − 1)+ = max{λ − 1, 0}, B = 1 and σB = 0. In this case, Theorem 1.7 implies the uniqueness
of the renormalized solution when

(λ − 1)+ < σ∗(N, p,∞) =
1 − N(2 − p)

(N − 1)
,

i.e.

0 ≤ λ <
N(p − 1)
N − 1

·

On the other hand, we proved in [3] that there exists a renormalized solution when

0 ≤ λ ≤ p − 1.

Therefore we have proved uniqueness for λ in the interval where we proved existence, but also in the interval
p − 1 < λ < N(p−1)

N−1 , in which case existence is not proved.
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Theorem 1.11. Let N ≥ 3 and p be such that


2 < p < 3, if N = 3,

2 < p <
2N − 4
N − 3

, if N ≥ 4.
(1.31)

We assume that (1.5)–(1.11) are satisfied with

A(x) ≥ A0 > 0, (1.32)

2N(p − 1)(N + p − 2)
(N + p − 2)[N(p − 2) + p] − p(p − 2)(N − 1)2

< r ≤ +∞, (1.33)

0 ≤ σA0 < σ∗(N, p, r), (1.34)

0 ≤ σB < min {σ∗(N, p, r) − σA0 , σ
∗(N, p, r) − ρ∗(N, p)} , (1.35)

where 


σ∗(N, p, r) =
N(p − 2) + p

2(N − 1)
− N(p − 1)

N − 1
1
r
,

ρ∗(N, p) =
p(p − 2)(N − 1)
2(N + p − 2)

·
(1.36)

Let u1 and u2 be two renormalized solutions of (1.4) such that

G(x, u1) ∈ L1(Ω), G(x, u2) ∈ L1(Ω). (1.37)

Then u1 = u2.

Remark 1.12. Under the assumptions of Theorem 1.11, we also have the following comparison result: if u1

and u2 are two renormalized solutions of (1.4), which correspond to two functions f1 and f2 (with the same g)
such that

f1 ≤ f2 a.e. in Ω,

then
u1 ≤ u2 a.e. in Ω.

Remark 1.13. Observe that 2N−4
N−3 ≤ N when N ≥ 4, so that (1.31) implies that 2 < p < N .

Observe also that (N +p−2)[N(p−2)+p]−p(p−2)(N −1)2 > 0 when p satisfies (1.31), and that r satisfies
(1.33) if and only if

N(p − 2) + p

2(N − 1)
− N(p − 1)

N − 1
1
r
− p(p − 2)(N − 1)

2(N + p − 2)
> 0.

Therefore, when (1.33) is satisfied, one has

ρ∗(N, p) < σ∗(N, p, r), (1.38)

and Figure 2 shows the set of the values (σA0 , σB) for which hypotheses of Theorem 1.11 hold true. This set is
not empty.
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Figure 2. Values of (σA0 , σB) for which Theorem 1.11 holds true. The horizontal axis gives
the values of σA0 and the vertical axis the values of σB. Theorem 1.11 holds true when the
values of (σA0 , σB) are inside the trapezium defined by the vertical axis σA0 = 0, the horizontal
axis σB = 0, the horizontal line σB = σ∗ − ρ∗, and the oblique line σA0 + σB = σ∗.

Remark 1.14. Let us compare the hypotheses of Theorem 1.11 with those of the existence theorem we proved
in [3]. For that we consider the model case where

H(x, ξ) = (1 + |ξ|2)λ/2, λ ≥ 0,

for which it is easy to see that (1.9) holds with b = constant, r = ∞, A0 = 1, σA0 = (λ − 1)+, B = 1 and
σB = 0. In this case, Theorem 1.11 implies the uniqueness of the renormalized solution when

(λ − 1)+ < σ∗(N, p,∞) =
N(p − 2) + p

2(N − 1)
,

i.e.

0 ≤ λ <
(N + 1)p − 2

2(N − 1)
·

On the other hand, we proved in [3] that there exists a renormalized solution when

0 ≤ λ ≤ p − 1.

But when (1.31) holds, one has

p − 1 <
(N + 1)p − 2

2(N − 1)
,

and therefore we have proved uniqueness for λ in the interval where we proved existence, but also in the interval
p − 1 < λ < (N+1)p−2

2(N−1) , in which case existence is not proved.
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Remark 1.15. In this remark we consider the case where N ≥ 3 and p = 2, which is a borderline case between
Theorems 1.7 and 1.11.

In Theorem 1.7, σ∗(N, p, r) is defined for 2− 1
N < p ≤ 2, while in Theorem 1.11, σ∗(N, p, r) and ρ∗(N, p) are

defined for 2 < p < 2N−4
N−3 . But when p > 2 tends to 2, formula (1.36) show that

σ∗(N, p, r) → σ∗(N, 2, r),

ρ∗(N, p) → 0,

which means that the results of Theorems 1.7 and 1.11 match when p = 2.

Theorem 1.16. Let N ≥ 5 and p be such that

2N − 4
N − 3

≤ p < N. (1.39)

We assume that (1.5)–(1.11), are satisfied with

A(x) ≥ A0 > 0, (1.40)

N < r ≤ +∞, (1.41)

0 ≤ σA0 < σ∗(N, p, r), (1.42)

0 ≤ σB < σ∗(N, p, r) − σA0 , (1.43)

(N − 1)σB [2(p − 1) − σB] < σA0 [2(p − 1) − (N − 1)σA0 ] , (1.44)

where

σ∗(N, p, r) =
2(p − 1)
N − 1

− 2N(p− 1)
(N − 1)

1
r
· (1.45)

Let u1 and u2 be two renormalized solutions of (1.4) such that

G(x, u1) ∈ L1(Ω), G(x, u2) ∈ L1(Ω). (1.46)

Then u1 = u2.

Remark 1.17. Under the assumptions of Theorem 1.16, we also have the following comparison result: if u1

and u2 are two renormalized solutions of (1.4), which correspond to two functions f1 and f2 (with the same g)
such that

f1 ≤ f2 a.e. in Ω,

then
u1 ≤ u2 a.e. in Ω.
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Remark 1.18. Observe that (1.39) implies that N > 4.
Observe also that, when r satisfies (1.41), i.e. N < r ≤ +∞ , one has

σ∗(N, p, r) =
2(p − 1)
N − 1

(
1 − N

r

)
> 0.

On the other hand, inequality (1.44) is equivalent to

σ2
B − 2(p − 1)σB − σ2

A0
+

2(p − 1)
N − 1

σA0 > 0,

which means that the part of the boundary of the set of admissible values of (σA0 , σB) defined by (1.44) is a
branch of the hyperbola

H =

{
(σA0 , σB) : (σB − (p − 1))2 −

(
σA0 −

p − 1
N − 1

)2

= (p − 1)2 −
(

p − 1
N − 1

)2
}
·

Note that (0, 0) ∈ H and that

{(σA0 , σB) ∈ H : 0 ≤ σA0 < σ∗(N, p, r)} ⊂ {σB ≥ 0}·

Figure 3 shows the set of the values (σA0 , σB) for which hypotheses of Theorem 1.16 hold true. This set is not
empty.

Remark 1.19. Let us compare the hypotheses of Theorem 1.16 with those of the existence theorem we have
proved in [3]. For that we consider the model case where

H(x, ξ) = (1 + |ξ|2)λ/2, λ ≥ 0,

for which it is easy to see that (1.9) holds with b = constant, r = ∞, A0 = 1, σA0 = (λ − 1)+, B = 1 and
σB = 0. In this case, Theorem 1.16 implies the uniqueness of the renormalized solution when

(λ − 1)+ < σ∗(N, p,∞) =
2(p − 1)
N − 1

,

i.e.

0 ≤ λ <
2p + N − 3

N − 1
·

On the other hand, we proved in [3] that there exists a renormalized solution when

0 ≤ λ ≤ p − 1.

But when (1.39) holds, one has

p − 1 ≥ 2p + N − 3
N − 1

(with a strict inequality when p > 2N−4
N−3 ), and therefore we have proved existence for λ in the interval in which

Theorem 1.16 implies uniqueness, but also in the interval 2p+N−3
N−1 ≤ λ ≤ p− 1, in which case uniqueness is not

proved.
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Figure 3. Values of (σA0 , σB) for which Theorem 1.16 holds true. The horizontal axis gives
the values of σA0 and the vertical axis the values of σB. Theorem 1.16 holds true when the
values of (σA0 , σB) are inside the curvilinear triangle defined by the horizontal axis σB = 0, the

oblique line σA0 +σB = σ∗, and the branch of the hyperbola (σB − (p − 1))2−
(
σA0 − p−1

N−1

)2

=

(p − 1)2 −
(

p−1
N−1

)2

which contains the origin.

Remark 1.20. In this remark we consider the case where p = 2N−4
N−3 , which is a bordeline case between

Theorems 1.11 and 1.16.
There is a discrepancy between these two Theorems in this limit case. In Theorem 1.11, σ∗(N, p, r) is defined

for 2 < p < 2N−4
N−3 , while in Theorem 1.16, σ∗(N, p, r) is defined for 2N−4

N−3 ≤ p < N . But when p < 2N−4
N−3 tends

to 2N−4
N−3 , formulas (1.33) and (1.36) show that

r → +∞,

σ∗(N, p, r) → 2
N − 3

,

ρ∗(N, p) → 2
N − 3

·
Therefore the set of admissible values defined by Theorem 1.11 tends to the line segment{

(σA0 , σB) : 0 < σA0 <
2

N − 3
, σB = 0

}
,

when p tends to 2N−4
N−3 . In contrast, the set of admissible values defined by Theorem 1.16 for p = 2N−4

N−3 is a
curvilinear triangle, and therefore the admissible sets are very different. The sole matching point is the fact
that the basis of the curvilinear triangle of Theorem 1.16 is the line segment{

(σA0 , σB) : 0 < σA0 < σ∗
(

N,
2N − 4
N − 3

, r

)
=

2
N − 3

− 2N

N − 3
1
r
, σB = 0

}
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which coincides with the line segment defined above when r = +∞. Fortunately this covers the case of the
model example H(x, ξ) = (1 + |ξ|2)λ/2, λ ≥ 0, considered in Remarks 1.14 and 1.19 since (N+1)p−2

2(N−1) = 2p+N−3
N−1

when p = 2N−4
N−3 .

1.3. Final remarks

Remark 1.21. Roughly speaking, the hypotheses which we assume in the uniqueness Theorems 1.7, 1.11 and
1.16 are the strong monotonicity of a, the local Lipschitz continuity of H , the monotonicity of G, and the fact
that f ∈ L1(Ω); while in [3] we proved an existence result under the more general assumptions that a defines a
pseudo-monotone operator, H and G satisfies natural growth conditions, G satisfies a sign condition, and f is a
Radon measure with bounded total variation. Unfortunately, we were not able to prove an uniqueness result in
such a generality and we had to make further strong restrictions. However, this is not due to the fact that the
right-hand side is a measure, since even in the case where the right-hand side is an element of the dual space
W−1,p′

(Ω) (and where the solution is an usual weak solution), we have to make analogous strong restrictions
in order to obtain uniqueness results (see [4]).

Remark 1.22. Theorems 1.7, 1.11 and 1.16 prove the uniqueness of the renormalized solution of (1.4) under
suitable hypotheses. As usual, such uniqueness results imply some continuity result.

Consider, under the hypotheses of Theorem 1.7, 1.11 or 1.16, the unique renormalized solution uε of (1.4)
corresponding to the right-hand side

fε − div(gε),

and assume that
fε → f in L1(Ω) weakly,

gε → g in (Lp′
(Ω))N weakly.

We also assume that, further to the uniqueness hypotheses, one has

σA0 + σB + 1 ≤ p − 1,

which in particular implies that

|H(x, ξ)| ≤ b(x) (B(x) + A0 + |ξ|)p−1 + |H(x, 0)|,

where b ∈ LN,1(Ω), A0 ∈ R, Bp−1 ∈ LN ′,∞(Ω) and H(x, 0) ∈ L1(Ω). Moreover we assume that, for some ρ with
0 ≤ ρ < N(p−1)

N−p , one has




|G(x, s)| ≤ b2(x)|s|ρ + b3(x),

b2 ∈ Lz′,1(Ω), b3 ∈ L1(Ω),
(1.47)

for almost every x ∈ Ω and for every s ∈ R, where

z =
N(p − 1)
N − p

1
ρ
,

1
z

+
1
z′

= 1. (1.48)

Therefore the hypotheses under which existence is proved in [3] are satisfied and there exists a unique
renormalized solution of (1.4). Moreover the existence proof of [3] also proves that

Tk(uε) is bounded in W 1,p
0 (Ω). (1.49)
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A proof which is very similar to the proof of the existence result of [3] then shows that

Tk(uε) → Tk(u) in W 1,p
0 (Ω) strongly,

where u is the unique renormalized solution of (1.4) corresponding to the right-hand side f − div(g).

2. Proofs of the uniqueness results

2.1. Proof of Theorem 1.7

Preliminary remark
In the steps 1 to 4 below, we will prove the uniqueness of a renormalized solution of (1.4) under assump-

tions (1.5)–(1.11), (1.25), (1.26), (1.29) and

{
σA0 = 0,
0 ≤ σB < σ∗(N, p, r). (2.1)

This is sufficient to prove Theorem 1.7. Indeed, when σA0 and σB satisfy (1.27) and (1.28), we can reconduce
ourselves to the case (2.1), since every function H which satisfies

|H(x, ξ) − H(x, η)| ≤ b(x) (A0 + |ξ| + |η|)σA0 (B(x) + |ξ| + |η|)σB |ξ − η|

also satisfies
|H(x, ξ) − H(x, η)| ≤ b(x) (A0 + B(x) + |ξ| + |η|)σA0+σB |ξ − η|

and taking σ̄A0 = 0, σ̄B = σA0 + σB and B̄(x) = A0 + B(x) we are reconduced to (2.1).

First step. Observe that under the assumptions of Theorem 1.7, and more specifically using (1.8), (1.9), (1.16),
(1.26), (1.28) (or (2.1)), and (1.29)

every renormalized solution of (1.4) satisfies H(x,∇u) ∈ L1(Ω). (2.2)

Observe also that Theorem 1.7 is concerned with the case p ≤ 2, but that from now on, the proof made in this
first step will be exactly the same also when p > 2, since in this step we will no more use the hypothesis p ≤ 2
but only (2.2).

Define for m > 0 the “remainder” Sm of the truncation Tm, that is

Sm(s) = s − Tm(s) ∀s ∈ R,

or in other terms

Sm(s) =
{

0 |s| ≤ m,
(|s| − m)sign(s) |s| > m,

(2.3)

and recall the definition (1.22) of the function hn. Since u1 and u2 are renormalized solutions of (1.4), the
functions {

v1 = hn(u2)Tk(Sm(T2n(u1) − T2n(u2)))
v2 = hn(u1)Tk(Sm(T2n(u1) − T2n(u2)))

(2.4)

belong to W 1,p
0 (Ω) ∩ L∞(Ω). We can therefore choose v = v1 and h = hn in the equation (1.18) (or more

exactly (1.19)) satisfied by u1, and v = v2 and h = hn in the equation (1.18) satisfied by u2. We obtain by
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difference ∫
Ω

[a(x,∇u1) − a(x,∇u2)] (∇u1−∇u2)χ{|Sm(u1−u2)|<k}hn(u1)hn(u2)

+
∫

Ω

a(x,∇u1)∇u1h
′
n(u1)hn(u2)Tk(Sm(u1 − u2))

−
∫

Ω

a(x,∇u2)∇u2hn(u1)h′
n(u2)Tk(Sm(u1 − u2))

+
∫

Ω

a(x,∇u1)∇u2hn(u1)h′
n(u2)Tk(Sm(u1 − u2))

−
∫

Ω

a(x,∇u2)∇u1h
′
n(u1)hn(u2)Tk(Sm(u1 − u2))

+
∫

Ω

[G(x, u1) − G(x, u2)] hn(u1)hn(u2)Tk(Sm(u1 − u2))

=−
∫

Ω

[H(x,∇u1) − H(x,∇u2)] hn(u1)hn(u2)Tk(Sm(u1 − u2)),

(2.5)

where, by an abuse of notation, we wrote u1 and u2 in place of T2n(u1) and T2n(u2).
We now let n tend to infinity for fixed k and m.
Since

[a(x,∇u1) − a(x,∇u2)] (∇u1 −∇u2)χ{|Sm(u1−u2)|<k}
is a measurable function which is non negative, and since hn(u1)hn(u2) tends to 1 a.e. in Ω, Fatou lemma
implies that∫

Ω

[a(x,∇u1) − a(x,∇u2)](∇u1 −∇u2)χ{|Sm(u1−u2)|<k}

≤ lim inf
n

∫
Ω

[a(x,∇u1) − a(x,∇u2)] (∇u1 −∇u2)χ{|Sm(u1−u2)|<k}hn(u1)hn(u2).

In view of the definition (1.23) of hn, the absolute value of the second term of (2.5) is easily estimated by

k

n

∫
n<|u1|<2n

a(x,∇u1)∇u1

which tends to 0 by (1.17).
Similarly, the third term of (2.5) tends to zero.
In view of the growth condition (1.6) on a, the absolute value of the fourth term of (2.5) is estimated by

k

n
c

∫
{n<|u2|<2n}∩{|u1|≤2n}

[|∇u1|p−1 + a0(x)
] |∇u2|≤ kc



(

1
n

∫
{|u1|≤2n}

|∇u1|p
) 1

p′ (
1
n

∫
{n<|u2|<2n}

|∇u2|p
) 1

p

+
(

1
n

∫
Ω

|a0|p′
) 1

p′
(

1
n

∫
{n<|u2|<2n}

|∇u2|p
) 1

p


 ,

which tends to 0 since
1
n

∫
{n<|u2|<2n}

|∇u2|p → 0
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by (1.17), and (1.5), while

1
n

∫
{|u1|<2n}

|∇u1|p → 0; (2.6)

indeed (2.6) can be easily proved by using in (1.18) the test function v = T2n(u1) and h = hj , and letting j
tend to infinity for n fixed.

Similarly the fifth term in (2.5) tends to zero.
In view of hypothesis (1.10), the last term of the left-hand side of (2.5) is non negative.
Finally, since H(x,∇u1) and H(x,∇u2) are in L1(Ω) thanks to (2.2), Lebesgue dominated convergence

theorem implies that the right-hand side of (2.5) tends to∫
Ω

[H(x,∇u1) − H(x,∇u2)] Tk(Sm(u1 − u2)),

the absolute value of which is estimated by

k

∫
Ω

|H(x,∇u1) − H(x,∇u2)|χ{|u1−u2|>m}.

Passing to the limit in n in (2.5), we have proved that∫
Ω

[a(x,∇u1) − a(x,∇u2)] (∇u1 −∇u2)χ{|Sm(u1−u2)|<k} ≤ k

∫
Ω

|H(x,∇u1) − H(x,∇u2)|χ{|u1−u2|>m}. (2.7)

Up to this point, we used hypothesis p ≤ 2 only to say that H(x,∇u1) and H(x,∇u2) are in L1(Ω). Let us
explicitly observe that, when p > 2, hypotheses on σA0 and σB made in Theorem 1.11 and Theorem 1.16 will
again insure that H(x,∇u1) and H(x,∇u2) are in L1(Ω). Therefore (2.7) also holds for p > 2.

Second step. Using hypotheses (1.7), (1.9), and (2.1), we deduce from (2.7) that

β

∫
Ω

|∇u1 −∇u2|2
(A(x)+|∇u1|+|∇u2|)2−p

χ{|Sm(u1−u2)|<k} ≤ k

∫
Ω

b(x)(B(x)+|∇u1|+|∇u2|)σB |∇u1−∇u2|χ{|u1−u2|>m}.

(2.8)

We now consider some s such that

1 ≤ s <
2N(p− 1)

N − (2 − p)
= s∗; (2.9)

we will actually choose s very close to 2N(p−1)
N−(2−p) . Observe that such a number s exists in view of hypothesis (1.24),

and that s < 2 since p ≤ 2. Using Hölder inequality with the exponent
2
s
, we obtain

∫
Ω

|∇Tk(Sm(u1 − u2))|s=
∫

Ω

|∇Tk(Sm(u1 − u2))|s
(A(x) + |∇u1| + |∇u2|)(2−p) s

2
(A(x) + |∇u1| + |∇u2|)(2−p) s

2

≤
(∫

Ω

|∇Tk(Sm(u1 − u2))|2
(A(x) + |∇u1| + |∇u2|)2−p

) s
2
(∫

Ω

(A(x) + |∇u1| + |∇u2|)
s(2−p)
2−s

) 2−s
2

.

From (2.8) we obtain ∫
Ω

|∇Tk(Sm(u1 − u2))|s ≤ Mk
s
2 , (2.10)
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where M is given by

M =
1

β
s
2

(∫
{|u1−u2|>m}

b(x)(B(x) + |∇u1| + |∇u2|)σB |∇u1 −∇u2|
) s

2 (∫
Ω

(A(x) + |∇u1| + |∇u2|)
s(2−p)
2−s

) 2−s
2

.

(2.11)

From (2.10) and Lemma 4.1 of Appendix 2 below with θ = s
2 , we deduce that

‖|∇Sm(u1 − u2)| s
2 |‖

L
N

N− s
2

,∞
(Ω)

≤ C(N, s)M,

which implies, when q satisfies

1 ≤ q <
N

N − s
2

, (2.12)

that

‖|∇Sm(u1 − u2)| s
2 |‖Lq(Ω) ≤ C(N, s, q, |Ω|)M, (2.13)

where C(N, s, q, |Ω|) is a constant depending only on N , s, q and |Ω|.
Since s satisfies (2.9), a simple calculation shows that (2.12) is equivalent to

1 ≤ q <
N − (2 − p)

N − 1
= q∗. (2.14)

Third step. In this step, we estimate M .
As in the proof of the existence Theorem in [3], we introduce a set Z in the following way: since |Ω| is finite,

the set of the constants such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| > 0 is at most countable. Let Z ⊂ Ω be the
union of those sets such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| = 0; its complementary Zc = Ω − Z is therefore
the countable set, union of those sets such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| > 0. Since for every c

∇(u1 − u2) = 0 a.e. on {x ∈ Ω, |u1(x) − u2(x)| = c}, (2.15)

we obtain that
∇(u1 − u2) = 0 a.e. on Zc.

Using Hölder inequality in the first integral of (2.11), we have∫
{|u1−u2|>m}

b(x)(B(x) + |∇u1| + |∇u2|)σB |∇u1 −∇u2|

=
∫
{|u1−u2|>m}∩Z

b(x)(B(x) + |∇u1| + |∇u2|)σB |∇Sm(u1 − u2)| s
2

2
s

≤ ‖b‖Lr({|u1−u2|>m}∩Z)‖B + |∇u1| + |∇u2|‖σB

Lρ(Ω)

×‖|∇Sm(u1 − u2)| s
2 ‖ 2

s

Lq(Ω)|Ω| 1t ,

(2.16)

whenever we are able to find ρ, s, q and t such that

1
r

+
σB

ρ
+

2
sq

+
1
t

= 1, (2.17)
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1 ≤ ρ <
N(p − 1)
N − 1

= ρ∗, (2.18)

1 ≤ s <
2N(p− 1)

N − (2 − p)
= s∗, (2.19)

1 < t ≤ +∞ (2.20)

where q satisfies (2.14) (some of those requirements are dictated by previous hypotheses).
Setting

F (ρ, s, q) =
1
r

+
σB

ρ
+

2
sq

− 1,

we observe that hypothesis (2.1) reads as F (ρ∗, s∗, q∗) < 0, so that we can choose ρ with 1 < ρ < ρ∗ and close
to ρ∗ such that

F (ρ, s∗, q∗) < 0.

We now choose s with 1 < s < s∗ and close to s∗ such that

F (ρ, s, q∗) < 0.

Finally, we choose q with 1 < q < q∗ and close to q∗ such that

F (ρ, s, q) < 0.

From now on we consider these values of ρ, s and q as fixed; observe that (2.14), (2.18), and (2.19) are satisfied.
Setting F (ρ, s, q) = − 1

t defines t which satisfies (2.20) and (2.17). Therefore the above use of Hölder inequality
is licit.

We explicitly observe that for these values of ρ, s, q and t, M is a finite number, which implies that the
left-hand side of (2.13) is finite.

Fourth step. From (2.13), (2.11), and (2.16) we deduce that

‖|∇Sm(u1 − u2)| s
2 |‖Lq(Ω) ≤ C(N, s, q, |Ω|)

β
s
2

‖b‖ s
2
Lr({|u1−u2|>m}∩Z)‖B + |∇u1| + |∇u2|‖σB

s
2

Lρ(Ω)

× ‖|∇Sm(u1−u2)| s
2 ‖Lq(Ω)

(∫
Ω

(A(x) + |∇u1| + |∇u2|)
s(2−p)
2−s

) 2−s
2

.

Since every term in this inequality is finite, we obtain that(
1 − C0‖b‖

s
2
Lr({|u1−u2|>m}∩Z)

)
‖|∇Sm(u1 − u2)| s

2 |‖Lq(Ω) ≤ 0, (2.21)

where C0 is a constant which depends only on |∇u1|, |∇u2|, A, B, σB, β, p, N , |Ω|, s, q and ρ, and will therefore
be considered as fixed; in particular this constant does not depend on m.

We want to deduce from (2.21) that u1 − u2 = 0. We argue by contradiction, assuming that u1 − u2 6= 0.
In view of the definition of Z (see third step above), the function

m → ‖b‖ s
2
Lr({|u1−u2|>m}∩Z)



UNIQUENESS FOR EQUATIONS WITH A LOWER ORDER TERM AND RIGHT-HAND SIDE IN L1(Ω) 259

is a continuous function which tends to 0 when m tends to infinity and to ‖b‖ s
2
Lr(Z) > 0 when m tends to zero.

Therefore either

C0‖b‖
s
2
Lr(Z) ≤

1
2
,

and (2.21) with m = 0 implies that S0(u1 − u2) = 0, a contradiction; or

C0‖b‖
s
2
Lr(Z) >

1
2
,

and we can choose m = m1 > 0 such that

C0‖b‖
s
2
Lr({|u1−u2|>m1}∩Z) =

1
2
· (2.22)

Then (2.21) implies that Sm1(u1 − u2) = 0, i.e. |u1 − u2| ≤ m1 a.e., a contradiction with (2.22).
This completes the proof of Theorem 1.7.
The proof of the comparison result stated in Remark 1.8 is very similar: it is indeed sufficient to use the test

function Tk(Sm(T2n(u1) − T2n(u2))+) in place of Tk(Sm(T2n(u1) − T2n(u2))) in (2.4) in the above proof.

2.2. Proof of Theorem 1.11

Preliminary remark. In the steps 1 to 4 below, we will prove the uniqueness of a renormalized solution
of (1.4) under assumptions (1.5)–(1.11), (1.32), (1.33), (1.36), and

ρ∗(N, p) < σA0 < σ∗(N, p, r), (2.23)

0 ≤ σB < σ∗(N, p, r) − σA0 . (2.24)

This is sufficient to prove Theorem 1.11. Indeed, when σA0 and σB satisfy (1.34) and (1.35), either σA0

satisfies (2.23) or σA0 satisfies

0 ≤ σA0 < ρ∗. (2.25)

In the first case, i.e. when (2.23) holds true, (2.24) is equivalent to (1.35) (see Fig. 2) and Theorem 1.11 will
be proved in steps 1 to 4 below. In the second case, i.e. when (2.25) holds true, (1.35) is equivalent to

0 ≤ σB < σ∗(N, p, r) − ρ∗(N, p) (2.26)

(see again Fig. 2), and we will reconduce ourselves to the first case. Indeed when a function H satisfies

|H(x, ξ) − H(x, η)| ≤ b(x) (A0 + |ξ| + |η|)σA0 (B(x) + |ξ| + |η|)σB |ξ − η|,
with (1.32), i.e. A0 > 0, it also satisfies

|H(x, ξ) − H(x, η)| ≤ b(x)
Aδ

0

(A0 + |ξ| + |η|)σA0+δ (B(x) + |ξ| + |η|)σB |ξ − η|,

for every δ ≥ 0, and taking σ̄A0 = σA0 + δ and σ̄B = σB , we are reconduced to the case where (2.23) and (2.24)
hold true if we can choose some δ ≥ 0 such that{

ρ∗(N, p) < σ̄A0 = σA0 + δ < σ∗(N, p, r),

0 ≤ σ̄B = σB < σ∗(N, p, r) − σA0 = σ∗(N, p, r) − σA0 − δ.
(2.27)
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But (2.27) is equivalent to 


ρ∗(N, p) − σA0 < δ < σ∗(N, p, r) − σA0 ,
0 ≤ σB ,
δ < σ∗(N, p, r) − σB − σA0 ,

i.e. to {
0 ≤ σB,
ρ∗(N, p) − σA0 < δ < σ∗(N, p, r) − σB − σA0 ,

(2.28)

and choosing some δ > 0 satisfying (2.28) is possible when (2.25) and (2.26) hold true.

First step. Observe that H(x,∇u1) and H(x,∇u2) belong to L1(Ω) thanks to (1.8), (1.9), (1.16), (1.33),
(1.36), and (2.23). But, as said at the beginning of the proof of Theorem 1.7, the first step of its proof holds
also for p > 2, whenever H(x,∇u1) and H(x,∇u2) belong to L1(Ω), therefore (2.7) holds in the present case.

Second step. Using hypotheses (1.7), (1.9), and (1.32), we deduce from (2.7) that

∫
Ω

(A0 + |∇u1| + |∇u2|)p−2|∇Tk(Sm(u1 − u2))|2

=
∫

Ω

(A0 + |∇u1| + |∇u2|)p−2|∇u1 −∇u2|2χ{|Sm(u1−u2)|<k} ≤ Mk, (2.29)

where M is given by

M =
1
β

∫
{|u1−u2|>m}

b(x)(A0 + |∇u1| + |∇u2|)σA0 (B(x) + |∇u1| + |∇u2|)σB |∇u1 −∇u2|. (2.30)

We now apply Lemma 4.2 with v = (A0 + |∇u1| + |∇u2|)p−2. Observe that v ≥ A0 > 0 a.e. in Ω and that
v ∈ Ls(Ω) with s < N

N−1
p−1
p−2 ; since N

N−1
p−1
p−2 > N

2 when p satisfies (1.31), we can apply Lemma 4.2 with s and γ

such that 


N

2
< s <

N(p − 1)
(N − 1)(p − 2)

,

1 < γ <
2N(s − 1)

2(N − 1)s − N
·

(2.31)

A simple calculation shows that the second line of (2.31) is equivalent to

1 < γ <
2(N + p − 2)

p(N − 1)
= γ∗. (2.32)

We deduce from (2.29) and Lemma 4.2 that

∫
Ω

(A0 + |∇u1| + |∇u2|)p−2|∇Sm(u1 − u2)|γ ≤ C0M
γ , (2.33)

where C0 is a constant which only depends on N , s, γ, A0, ‖|∇u1|p−2‖Ls(Ω) and ‖|∇u2|‖Ls(Ω).

Third step. In this step, we estimate M .
As in the proof of Theorem 1.7, we introduce a set Z in the following way: since |Ω| is finite, the set of the

constants such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| > 0 is at most countable. Let Z ⊂ Ω be the union of those
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sets such that |{x ∈ Ω, |u1(x)− u2(x)| = c}| = 0; its complementary Zc = Ω−Z is therefore the countable set,
union of those sets such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| > 0. Since for every c

∇(u1 − u2) = 0 a.e. on {x ∈ Ω, |u1(x) − u2(x)| = c}, (2.34)

we obtain that
∇(u1 − u2) = 0 a.e. on Zc.

Using Hölder inequality, we have

M=
1
β

∫
{|u1−u2|>m}∩Z

b(x)(A0 + |∇u1| + |∇u2|)
p−2

γ |∇Sm(u1 − u2)|

×(A0 + |∇u1| + |∇u2|)σA0− p−2
γ (B(x) + |∇u1| + |∇u2|)σB

≤ 1
β
‖b‖Lr({|u1−u2|>m}∩Z)

(∫
Ω

(A0 + |∇u1| + |∇u2|)p−2|∇Sm(u1 − u2)|γ
) 1

γ

×‖A0 + B + |∇u1| + |∇u2|‖σB+σA0− p−2
γ

Lρ(Ω) |Ω| 1t ,

(2.35)

whenever we are able to find γ, ρ and t such that

σA0 −
p − 2

γ
≥ 0, (2.36)

1
r

+
1
γ

+
σB + σA0 − p−2

γ

ρ
+

1
t

= 1, (2.37)

1 ≤ ρ <
N(p − 1)
N − 1

= ρ∗, (2.38)

1 < t ≤ +∞, (2.39)

where γ satisfies (2.32).
Since by hypothesis (2.23) one has σA0 > p−2

γ∗
, there exists some γ0, 0 < γ0 < γ∗, such that

σA0 >
p − 2
γ0

·

On the other hand, setting

F (γ, ρ) =
1
r

+
1
γ

(
1 − p − 2

ρ

)
+

σA0 + σB

ρ
− 1,

we observe that hypothesis (2.24) reads as F (γ∗, ρ∗) < 0, so that we can choose γ with γ0 < γ < γ∗ and close
to γ∗ such that

F (γ, ρ∗) < 0.

We now choose ρ with 1 < ρ < ρ∗ and close to ρ∗ such that

F (γ, ρ) < 0.

From now on we consider these values of γ and ρ as fixed; observe that (2.36) and (2.38) are satisfied. Setting
F (γ, ρ) = − 1

t defines t which satisfies (2.39) and (2.37). Therefore the above use of Hölder inequality is licit.
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We explicitly observe that for these values of γ, ρ and t, M is a finite number, which implies that the left-hand
side of (2.33) is finite.

Fourth step. From (2.33) and (2.35) we deduce that

∫
Ω

(A0 + |∇u1| + |∇u2|)p−2|∇Sm(u1 − u2)|γ ≤ C0
1
βγ

‖b‖γ
Lr({|u1−u2|>m}∩Z)

×
∫

Ω

(A0 + |∇u1| + |∇u2|)p−2|∇Sm(u1 − u2)|γ‖A0 + B + |∇u1| + |∇u2|‖(σB+σA0 )γ−(p−2)

Lρ(Ω) |Ω| γ
t .

Since every term in this inequality is finite, we obtain that

(1 − C‖b‖γ
Lr({|u1−u2|>m}∩Z))

∫
Ω

(A0 + |∇u1| + |∇u2|)p−2|∇Sm(u1 − u2)|γ ≤ 0,

where C is a constant which depends only on N , s, p, ‖|∇u1|p−2‖Ls(Ω), ‖|∇u2|p−2‖Ls(Ω), A0, B, σA0 , σB, β, γ,
ρ, |Ω|, and t, and will therefore be considered as fixed; in particular this constant does not depend on m.

Arguing as in the end of the fourth step of the proof of Theorem 1.7, we obtain that u1 = u2, i.e. the desired
result.

The proof of the comparison result stated in Remark 1.12 is very similar: it is indeed sufficient to use the
test function Tk(Sm(T2n(u1) − T2n(u2))+) in place of Tk(Sm(T2n(u1) − (T2n(u2))) in (2.4) in the above proof.

2.3. Proof of Theorem 1.16

First step. Observe that H(x,∇u1) and H(x,∇u2) belong to L1(Ω) thanks to (1.8), (1.9), (1.16), (1.41),
(1.43), and (1.45). But, as said at the beginning of the proof of Theorem 1.7, the first step of its proof holds
also for p > 2, whenever H(x,∇u1) and H(x,∇u2) belong to L1(Ω), therefore (2.7) holds in the present case.

Second step. From hypothesis (1.39), we deduce that

2(p − 1)
N − 1

≤ p − 2

and, hence, from (1.43) that

σA0 + σB < p − 2.

This yields

(A0 + |∇u1| + |∇u2|)p−2 ≥ C(A0, p)(A0 + |∇u1| + |∇u2|)σA0+σB ,

where C(A0, p) is a constant depending only on A0 and p.
On the other hand, using hypotheses (1.7), (1.9), and (1.40), we deduce from (2.7) that∫

Ω

(A0+|∇u1| + |∇u2|)σA0+σB |∇Tk(Sm(u1 − u2))|2

≤ 1
βC(A0, p)

∫
Ω

(A0 + |∇u1| + |∇u2|)p−2|∇u1 −∇u2|2χ{|Sm(u1−u2)|<k} ≤ Mk,

(2.40)

where M is given by

M =
1

βC(A0, p)

∫
{|u1−u2|>m}

b(x)(A0 + |∇u1| + |∇u2|)σA0 (B(x) + |∇u1| + |∇u2|)σB |∇u1 −∇u2|. (2.41)
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We now apply Lemma 4.2 with v = (A0 + |∇u1| + |∇u2|)σA0+σB . Observe that v ≥ A0 > 0 a.e. in Ω and
that v ∈ Ls(Ω) with s < N(p−1)

(N−1)(σA0+σB) ; moreover N(p−1)
(N−1)(σA0+σB) > N

2 since σA0 + σB < 2(p−1)
N−1 when (1.43) is

satisfied. Hence we can apply Lemma 4.2 with s and γ such that


N

2
< s <

N(p − 1)
(N − 1)(σA0 + σB)

,

1 < γ <
2N(s − 1)

N(2s − 1) − 2s
·

(2.42)

A simple calculation shows that the second line of (2.42) is equivalent to

1 < γ <
2(p − 1)N − 2(N − 1)(σA0 + σB)
(N − 1)[2(p − 1) − (σA0 + σB)]

= γ∗∗. (2.43)

We deduce from (2.40) and Lemma 4.2 that∫
Ω

(A0 + |∇u1| + |∇u2|)σA0+σB |∇Sm(u1 − u2)|γ ≤ C0M
γ , (2.44)

where C0 is a constant which only depends on N , s, p, σA0 , σB , γ, A0, ‖|∇u1|p−2‖Ls(Ω) and ‖|∇u2|p−2‖Ls(Ω).

Third step. In this step, we estimate M .
As in the proofs of Theorems 1.7 and 1.11, we introduce a set Z in the following way: since |Ω| is finite, the

set of the constants such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| > 0 is at most countable. Let Z ⊂ Ω be the union
of those sets such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| = 0; its complementary Zc = Ω − Z is therefore the
countable set, union of those sets such that |{x ∈ Ω, |u1(x) − u2(x)| = c}| > 0. Since for every c

∇(u1 − u2) = 0 a.e. on {x ∈ Ω, |u1(x) − u2(x)| = c}, (2.45)

we obtain that
∇(u1 − u2) = 0 a.e. on Zc.

Using Hölder inequality, we have

M=
1

βC(A0, p)

∫
{|u1−u2|>m}∩Z

b(x)(A0 + |∇u1| + |∇u2|)
σA0

+σB

γ |∇Sm(u1 − u2)|

×(A0 + |∇u1| + |∇u2|)σA0−
σA0

+σB
γ (B(x) + |∇u1| + |∇u2|)σB

≤ ‖b‖Lr({|u1−u2|>m}∩Z)

βC(A0, p)

(∫
Ω

(A0 + |∇u1| + |∇u2|)σA0+σB |∇Sm(u1 − u2)|γ
) 1

γ

×‖A0 + B + |∇u1| + |∇u2|‖(σB+σA0 )(1− 1
γ )

Lρ(Ω) |Ω| 1t ,

(2.46)

whenever we are able to find γ, ρ and t such that

σA0

(
1 − 1

γ

)
≥ σB

γ
, (2.47)

1
r

+
1
γ

+
(σB + σA0)(1 − 1

γ )

ρ
+

1
t

= 1, (2.48)
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1 ≤ ρ < (p − 1)
N

N − 1
= ρ∗, (2.49)

1 < t ≤ +∞, (2.50)

where γ satisfies (2.43). Since by (1.44), one has σA0

(
1 − 1

γ∗∗

)
> σB

γ∗∗
, there exists a γ1, 0 < γ1 < γ∗∗ such that

σA0

(
1 − 1

γ1

)
>

σB

γ1
·

On the other hand, setting

F (γ, ρ) =
1
r

+
1
γ

+
(σB + σA0)(1 − 1

γ )

ρ
− 1,

we observe that condition (1.43) reads as F (γ∗∗, ρ∗) < 0. Therefore, as in the third step of the proof of
Theorem 1.11, we can choose the values of ρ, γ and t such that (2.47)–(2.49) and (2.50) holds true.

We explicitly observe that for these values of γ, ρ and t, M is a finite number, which implies that the left-hand
side of (2.44) is finite.

Fourth step. From (2.44) and (2.46) we deduce that

∫
Ω

(A0 + |∇u1| + |∇u2|)σB+σA0 |∇Sm(u1 − u2)|γ ≤
C0‖b‖γ

Lr({|u1−u2|>m}∩Z)

(βC(A0, p))γ

×
∫

Ω

(A0 + |∇u1| + |∇u2|)σB+σA0 |∇Sm(u1 − u2)|γ

×‖A0 + B + |∇u1| + |∇u2|‖(σB+σA0 )(γ−1)

Lρ(Ω) |Ω| γ
t .

Since every term in this inequality is finite, we obtain that

(
1 − C‖b‖γ

Lr({|u1−u2|>m}∩Z)

)∫
Ω

(A0 + |∇u1| + |∇u2|)σB+σA0 |∇Sm(u1 − u2)|γ ≤ 0,

where C is a constant which depends only on N , s, p, ‖|∇u1|p−2‖Ls(Ω), ‖|∇u2|p−2‖Ls(Ω), A0, B, σA0 , σB, β, γ,
ρ, |Ω| and t, and will therefore be considered as fixed; in particular this constant does not depend on m.

Arguing as in the end of the fourth step of the proof Theorem 1.7, we obtain that u1 = u2, i.e. the desired
result.

The proof of the comparison result stated in Remark 1.17 is very similar: it is indeed sufficient to use the
test function Tk(Sm(T2n(u1) − T2n(u2))+) in place of Tk(Sm(T2n(u1) − (T2n(u2))) in (2.4) in the above proof.

3. Appendix 1: A property of the difference of two renormalized solutions

In this section we consider renormalized solutions of equation (1.4) in the case where

H(x, ξ) = 0, G(x, s) = 0,
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that is renormalized solutions u1 and u2, in the sense of Definition 1.4, of the problems{ −div(a(x,∇u1)) = µ1 in Ω,
u1 = 0 on ∂Ω,

(3.1)

{ −div(a(x,∇u2)) = µ2 in Ω,
u2 = 0 on ∂Ω,

(3.2)

where µ1 = f1 − div(g1) and µ2 = f2 − div(g2), for given f1, f2 in L1(Ω) and g1, g2 in
(
Lp′

(Ω)
)N

.
The following theorem is proved in [8] (Theorem 9.1) in the more general case where µ1 and µ2 are Radon

measures with bounded total variation.

Theorem 3.1. Assume that a satisfies (1.5)–(1.11) and that u1 and u2 are renormalized solutions of (3.1)
and (3.2). Then for every k > 0, we have

(a(x,∇u1) − (a(x,∇u2)) · (∇u1 −∇u2)χ{|u1−u2|<k} ∈ L1(Ω), (3.3)

and ∫
{|u1−u2|<k}

(a(x,∇u1) − (a(x,∇u2)) · (∇u1 −∇u2) ≤ [|µ1|(Ω) + |µ2|(Ω))]k. (3.4)

In the case where p ≥ 2 and where the strong monotonicity condition

(a(x, ξ1) − (a(x, ξ2)) · (ξ1 − ξ2) ≥ α|ξ1 − ξ2|p, α > 0, (3.5)

holds, estimate (3.3) implies that Tk(u1 − u2) ∈ W 1,p
0 (Ω) for every k > 0 and that

α

∫
Ω

|∇Tk(u1 − u2)|p ≤ [|µ1|(Ω) + |µ2|(Ω)]k (3.6)

(see [8], Theorem 9.2, where it is assumed, more in general, that µ1 and µ2 are Radon measures with bounded
total variation).

The goal of the present section is to give an extension of the previous result to the case p < 2. We assume
here that

3N − 2
2N − 1

< p < 2; (3.7)

(observe that the case where p is close to 1 is not covered).

Theorem 3.2. Assume that the hypotheses of Theorem 3.1 are satisfied, that p satisfies (3.7), and that a(x, ξ)
satisfies the strong monotonicity condition (1.7).

Then for every k > 0 we have

Tk(u1 − u2) ∈ W 1,s
0 (Ω) with s <

2N(p − 1)
N − (2 − p)

, (3.8)

and

α
(2−p)s
2(p−1) β

s
2

∫
Ω

|∇Tk(u1 − u2)|s ≤ C(N, p, s, |Ω|)
[
α‖Ap−1‖LN′,∞(Ω) + |µ1|(Ω) + |µ2|(Ω)

] s(2−p)
2(p−1)

k
s
2 , (3.9)

where C(N, p, s, |Ω|) is a constant depending only on N , p, s and |Ω|.
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Remark 3.3. Note that
2N(p − 1)

N − (2 − p)
> 1 when p >

3N − 2
2N − 1

, as we assumed in (3.7). On the other hand, the

constant C(N, p, s, |Ω|) which appears in (3.9) tends to infinity when s tends to
2N(p − 1)

N − (2 − p)
. Note also that

one could actually prove, by a proof similar to the proof below, that under the assumptions of Theorem 3.2,

|∇Tk(u1 − u2)| belongs to the Lorentz space Lŝ,2(Ω), with ŝ =
2N(p − 1)

N − (2 − p)
and

‖|∇Tk(u1 − u2)|‖ŝ
Lŝ,2(Ω) ≤ C(N, p, s, |Ω|)

[
α‖Ap−1‖LN′,∞(Ω) + |µ1|(Ω) + |µ2|(Ω)

] ŝ
2+ (2−p)ŝ

p−1
k

ŝ
2 . (3.10)

Proof of Theorem 3.2. The proof is based on the use of Hölder inequality and of the strong monotonicity

assumption (1.7). Using Hölder inequality6 with the exponent
2
s
, s <

2N(p − 1)
N − (2 − p)

(note that
2
s

> 1) we have

∫
{|u1−u2|<k}

|∇u1 −∇u2|s=
∫
{|u1−u2|<k}

|∇u1 −∇u2|s
(A(x) + |∇u1| + |∇u2|) s(2−p)

2

(A(x) + |∇u1| + |∇u2|)
s(2−p)

2

≤
(∫

{|u1−u2|<k}

|∇u1 −∇u2|2
(A(x) + |∇u1| + |∇u2|)2−p

) s
2

×
(∫

Ω

(A(x) + |∇u1| + |∇u2|)
s(2−p)
2−s

) 2−s
2

.

(3.11)

By the strong monotonicity assumption (1.7) and Theorem 3.1, we have

∫
{|u1−u2|<k}

|∇u1 −∇u2|2
(A(x) + |∇u1| + |∇u2|)2−p

≤ 1
β

[|µ1|(Ω) + |µ2|(Ω)]k. (3.12)

On the other hand, when s <
2N(p − 1)

N − (2 − p)
, one has

(∫
Ω

(A + |∇u1| + |∇u2|)
s(2−p)
(2−s)

) (2−s)
s(2−p)

≤ C(s, |Ω|)‖(A + |∇u1| + |∇u2|)p−1‖
1

p−1

LN′,∞(Ω)
. (3.13)

Indeed, if s ≥ 2(p− 1), then
s(2 − p)

(2 − s)(p − 1)
≥ 1; moreover when s <

2N(p − 1)
N − (2 − p)

, one has N ′ ≥ s(2 − p)
(2 − s)(p − 1)

.

Therefore since Ω is bounded,

LN ′,∞(Ω) ⊂ L
s(2−p)

(2−s)(p−1) (Ω),

and inequality (3.13) holds true.

If s < 2(p − 1), then
s(2 − p)

(2 − s)(p − 1)
< 1; using Hölder inequality with the exponent

(2 − s)(p − 1)
s(2 − p)

> 1 we

get again (3.13).

6Actually one has to exclude the set {x ∈ Ω : ∇u1(x) = ∇u2(x) = 0} in the integrals which are considered in this computation.
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From (3.13) we have

(∫
Ω

(A + |∇u1| + |∇u2|)
s(2−p)
(2−s)

) (2−s)
s(2−p)

≤ C(s, |Ω|, p)
(
‖Ap−1‖LN′,∞(Ω) + ‖|∇u1|p−1‖LN′,∞(Ω) + ‖|∇u2|p−1‖LN′,∞(Ω)

) 1
p−1

. (3.14)

From the estimate ∫
Ω

|∇Tk(u1)|p ≤ |µ1|(Ω)
α

k,

which holds for every renormalized solution of (3.1) (this estimate is nothing but (3.4) in the case where
u2 = µ2 = 0, since a(x, 0) = 0 in view of (1.5)) we deduce, using Lemma 4.3 of Appendix 2 below with L = 0
that

‖|∇u1|p−1‖LN′,∞(Ω) ≤ C(N, p)
|µ1|(Ω)

α
·

A similar estimate holds true for u2 and therefore we deduce from (3.14) that

(∫
Ω

(A + |∇u1| + |∇u2|)
s(2−p)
(2−s)

) (2−s)
s(2−p)

≤ C(N, s, |Ω|, p)

α
1

p−1

(
α‖Ap−1‖LN′,∞(Ω) + |µ1|(Ω) + |µ2|(Ω)

) 1
p−1

. (3.15)

Combining (3.11), (3.12) and (3.15) we have

α
(2−p)s
2(p−1) β

s
2

∫
{|u1−u2|<k}

|∇u1 −∇u2|s ≤ C(N, p, s, |Ω|)
(
α‖Ap−1‖LN′,∞(Ω) + |µ1|(Ω) + |µ2|(Ω)

) s(2−p)
2(p−1)

k
s
2 .

(3.16)

Estimate (3.16) is very similar to the result (3.9) of Theorem 3.2, but there is still a difficulty. Indeed, since
u1 and u2 are renormalized solutions of (3.1) and (3.2), their gradients ∇u1 and ∇u2 are defined by (1.3) and
this does not allow one to write ∇(u1 − u2) = ∇u1 − ∇u2 (actually we do not know yet that the ∇(u1 − u2)
exists). To solve this difficulty, we proceed like in [8], Proof of Theorem 9.2. It is easy to see that for n > k

∫
Ω

|∇Tk(Tn(u1) − Tn(u2))|s ≤
∫
{|u1−u2|<k}

|∇u1 −∇u2|s +
∫
{n−k<|u1|<n}

|∇u1|s +
∫
{n−k<|u2|<n}

|∇u2|s.
(3.17)

For each k fixed, the right-hand side of (3.17) is bounded independently of n in view of (3.16) and of the
following result (see (5.10) of [8])7:

1
k

∫
n<|u1|<n+k

|∇u1|s ≤ c,

1
k

∫
n<|u2|<n+k

|∇u2|s ≤ c.

Therefore the function Tk(Tn(u1) − Tn(u2)) is bounded in W 1,s
0 (Ω) uniformly with respect to n. Since this

function converges to Tk(u1 − u2) almost everywhere in Ω as n tends to infinity, we conclude that Tk(u1 − u2)

7This result is formally obtained by using Sn−k,n(u1) as test function in (3.1) and using the coerciveness. This proof becomes

correct, thanks to (1.17), if one uses the test function Sn−k,n(u1)hj(u1), with hj defined by (1.22) and let j tends to infinity
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belong to W 1,s
0 (Ω) for every k > 0. Using Lemma 2.12 of [8], we have

(∇u1 −∇u2)χ{|u1−u2|<k} = ∇(u1 − u2)χ{|u1−u2|<k} = ∇Tk(u1 − u2),

which allows us to deduce (3.9) from (3.16).

4. Appendix 2: Some extensions of a result of [1]

In this section we extend in two different ways a result of Bénilan et al. ([1], Lemmas 4.1 and 4.2) and we
recall an extension of it (Lemma 4.3) which we have proved in [3] .

Lemma 4.1. Assume that Ω is an open subset of R
N with finite measure and that 1 ≤ s < N . Let u be a

measurable function satisfying Tk(u) ∈ W 1,s
0 (Ω), for every positive k, and such that

∫
Ω

|∇Tk(u)|s ≤ Mkθ ∀k > 0, (4.1)

where M is a given constant and 0 < θ < s. Then |u|s−θ belongs to L
N

N−s ,∞(Ω), |∇u|s−θ belongs to L
N

N−θ ,∞(Ω)
and

‖|u|s−θ‖
L

N
N−s

,∞
(Ω)

≤ C(N, s)M, (4.2)

‖|∇u|s−θ‖
L

N
N−θ

,∞
(Ω)

≤ C(N, s)M, (4.3)

where C(N, s) is a constant depending only on N and s.

Proof of Lemma 4.1.

Proof of (4.2). From Sobolev inequality, there exists a constant SN,p which depends only on N and p, such
that for every open set Ω ⊂ R

N and v ∈ W 1,p
0 (Ω), one has

‖v‖p∗

Lp∗(Ω)
≤ SN,p‖∇v‖p∗

Lp(Ω). (4.4)

Therefore we have, for every k > 0

ks∗
meas{x ∈ Ω : |u| > k} ≤

∫
Ω

|Tk(u)|s∗ ≤ SN,s‖|∇Tk(u)|‖s∗
Ls(Ω) ≤ SN,s(Mkθ)

s∗
s , (4.5)

or equivalently, for every h > 0

h
s∗

s−θ meas{x ∈ Ω : |u|s−θ > h} ≤ SN,s(Mh
θ

s−θ )
s∗
s .

We deduce that
meas{x ∈ Ω : |u|s−θ > h} ≤ SN,sM

s∗
s h( θ

s−1) s∗
s−θ ,

and

h
(
meas{x ∈ Ω : |u|s−θ > h})N−s

N ≤ S
N−s

N

N,s M,

for every h > 0. This yields (4.2).
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Proof of (4.3). From (4.1) we deduce that for every λ > 0 and every k > 0

λs meas{x ∈ Ω : |∇u| > λ and |u| ≤ k} ≤
∫
{|u|≤k}

|∇u|s =
∫
{|u|≤k}

|∇Tk(u)|s ≤ Mkθ,

i.e. for every µ > 0 and every k > 0

µ
s

s−θ meas{x ∈ Ω : |∇u|s−θ > µ and |u| ≤ k} ≤ Mkθ. (4.6)

From (4.6) and (4.5), we obtain that for every λ > 0 and every k > 0

meas{x ∈ Ω : |∇u|s−θ > µ}≤ meas{x ∈ Ω : |∇u|s−θ > µ and |u| ≤ k}
+meas{x ∈ Ω : |∇u|s−θ > µ and |u| > k}

≤ C(N, s)

(
Mkθ

µ
s

s−θ
+

M
s∗
s

k(1− θ
s )s∗

)
·

(4.7)

Choosing

k = M
1

N−θ µ
N−s

(N−θ)(s−θ)

(this value minimizes with respect to k the right-hand side of (4.7)), inequality (4.7) yields

meas{x ∈ Ω : |∇u|s−θ > µ} ≤ C(N, s)
M

N
N−θ

µ
N

N−θ

,

that is

µ
(
meas{x ∈ Ω : |∇u|s−θ > µ})N−θ

N ≤ C(N, s)M,

which proves (4.2). �

Lemma 4.2. Assume that Ω is an open subset of R
N with finite measure. Let u be a measurable function

satisfying Tk(u) ∈ H1
0 (Ω), for every positive k, and such that

∫
Ω

v(x)|∇Tk(u)|2 ≤ Mk, ∀k > 0, (4.8)

where M is a given constant, and v is a function such that

v(x) ≥ A0 > 0, a.e. in Ω, (4.9)

v ∈ Ls(Ω), with s > N/2 > 1. (4.10)

Then it results ∫
Ω

v(x)|∇u|γ ≤ C0M
γ , (4.11)
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where

1 ≤ γ <
2N(s − 1)

2(N − 1)s − N
, (4.12)

and C0 is a positive constant depending only on A0, N , s, γ and ‖v‖Ls(Ω).

Proof of Lemma 4.2. For every ε > 0, we have:

∫
Ω

v(x)|∇u|γ =
∫
{|u|<ε}

v(x)|∇u|γ +
∞∑

n=0

∫
{2nε≤|u|<2n+1ε}

v(x)|∇u|γ . (4.13)

We begin by estimating the first integral in the right-hand side of (4.13). Using (4.8) and Hölder inequality we
have

∫
{|u|<ε}

v(x)|∇u|γ≤
(∫

{|u|<ε}
v(x)|∇u|2

)γ
2
(∫

{|u|<ε}
v(x)

)1− γ
2

≤
(∫

Ω

v(x)|∇Tε(u)|2
) γ

2

‖v‖1−γ
2

L1(Ω)

≤ ‖v‖1− γ
2

L1(Ω)(Mε)
γ
2 .

(4.14)

Now we estimate the integrals
∫
{2nε≤|u|<2n+1ε}

v(x)|∇u|γ .

Setting k = 2nε, Hölder inequality and (4.8) give

∫
{k≤|u|<2k}

v(x)|∇u|γ≤
(∫

{k≤|u|<2k}
v(x)|∇u|2

)γ
2
(∫

{k≤|u|<2k}
v(x)

)1− γ
2

≤
(∫

Ω

v(x)|∇T2k(u)|2
) γ

2
(∫

{k≤|u|<2k}
v(x)s

)(1−γ
2 ) 1

s

×|{k ≤ |u| < 2k}|(1−γ
2 ) 1

s′ ≤ 2
γ
2 (Mk)

γ
2 ‖v‖1−γ

2
s |{k ≤ |u| < 2k}|(1−γ

2 ) 1
s′ .

(4.15)

On the other hand, using Sobolev inequality, and hypotheses (4.8) and (4.9), we have for every k > 0

k2∗ |{k ≤ |u| < 2k}| ≤
∫

Ω

|Tk(u)|2∗ ≤ SN

(∫
Ω

|∇Tk(u)|2
) 2∗

2

≤ SN

A
2∗
2

0

(Mk)
2∗
2 , (4.16)

where SN = SN,2 is a positive constant depending only on N .
Therefore from (4.15) and (4.16) we have

∫
{k≤|u|<2k}

v(x)|∇u|γ ≤
(

SN

A
2∗
2

0

)(1− γ
2 ) 1

s′

‖v‖1−γ
2

s 2
γ
2 Mαk−β , (4.17)

where

β = −γ

2
+
(
1 − γ

2

) 2∗

2s′
, α =

γ

2
+
(
1 − γ

2

) 2∗

2s′
·

Since γ satisfies (4.12), we explicitely observe that β > 0.
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Combining (4.13), (4.14), and (4.17), we get

∫
Ω

v(x)|∇u|γ≤ ‖v‖1−γ
2

L1(Ω)M
γ
2 ε

γ
2 +

∞∑
n=0

(
SN

A
2∗
2

0

)(1− γ
2 ) 1

s′

‖v‖1−γ
2

s 2
γ
2−nβMαε−β

≤ C[M
γ
2 ε

γ
2 + Mαε−β],

(4.18)

where C is a constant depending only on A0, N , s, γ and ‖v‖L1(Ω).
Choosing

ε = M
α− γ

2
β+ γ

2

(this value minimizes with respect to ε the right-hand side of (4.18)), inequality (4.18) gives (4.11).

Finally we recall the following lemma, that we proved in [3]:

Lemma 4.3. Assume that Ω is an open subset of R
N with finite measure and that 1 < p < N . Let u be a

measurable function satisfying Tk(u) ∈ W 1,p
0 (Ω), for every positive k, and such that∫

Ω

|∇Tk(u)|p ≤ Mk + L, ∀k > 0, (4.19)

where M and L are given constants. Then |u|p−1 belongs to L
p∗
p ,∞(Ω), |∇u|p−1 belongs to LN ′,∞(Ω) and

‖|u|p−1‖
L

p∗
p

,∞
(Ω)

≤ C(N, p)
[
M + |Ω| 1

p∗ L
1
p′
]
, (4.20)

‖|∇u|p−1‖LN′,∞(Ω) ≤ C(N, p)
[
M + |Ω| 1

N′ − 1
p′ L

1
p′
]
, (4.21)

where C(N, p) is a constant depending only on N and p and where
1
p∗

=
1
p
− 1

N
.
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