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REGULARIZATION AND DISCRETIZATION ERROR ESTIMATES

FOR OPTIMAL CONTROL OF ODES WITH GROUP SPARSITY

Christopher Schneider1 and Gerd Wachsmuth2,a

Abstract. It is well known that optimal control problems with L1-control costs produce sparse solu-
tions, i.e., the optimal control is zero on whole intervals. In this paper, we study a general class of convex
linear-quadratic optimal control problems with a sparsity functional that promotes a so-called group
sparsity structure of the optimal controls. In this case, the components of the control function take
the value of zero on parts of the time interval, simultaneously. These problems are both theoretically
interesting and practically relevant. After obtaining results about the structure of the optimal controls,
we derive stability estimates for the solution of the problem w.r.t. perturbations and L2-regularization.
These results are consequently applied to prove convergence of the Euler discretization. Finally, the
usefulness of our approach is demonstrated by solving an illustrative example using a semismooth
Newton method.
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1. Introduction

We consider the optimal control problem

Minimize f(x, u) +

∫ T

0

{α
2
|u(t)|2Rm + β |u(t)|Rm

}
dt

with respect to x ∈W 1,2(0, T ;Rn), u ∈ L2(0, T ;Rm)

such that ẋ(t) = A(t)x(t) +B(t)u(t) + b(t) for a.a. t ∈ [0, T ]

x(0) = x0

and |u(t)|Rm ≤ ub(t) for a.a. t ∈ [0, T ].

(P)

Here, β ≥ 0 is a fixed weight for the L1-control cost and α ≥ 0 is the L2-regularization parameter. Furthermore,
f is a linear-quadratic cost functional which is jointly convex in (x, u). Assumptions on the other problem data
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will be made in Section 2.2. The main feature of (P) is that we use the Euclidean norm

|u|Rm :=

(
m∑
i=1

|ui|2
) 1

2

in the sparsity term of the cost functional, which is weighted by β, as well as in the control constraint |u(t)|Rm ≤
ub(t). Therefore, the control costs and the control constraints in (P) are isotropic and do not favor the coordinate
directions. Depending on the real problem which is modeled by (P), this might be more adequate than the
expressions

β

∫ T

0

m∑
i=1

|ui(t)| and |ui(t)| ≤ ub(t) ∀i = 1, . . . ,m,

which are usually used as a sparsity term in the cost functional and as control constraints, respectively. As
an example, we mention the optimal control of a satellite moving in space. The satellite can accelerate in
arbitrary directions and is constrained by a maximum thrust. In particular, this situation is isotropic and
cannot be modelled by usual, coordinate-wise box constraints and the usual coordinate-wise L1-objective. A
similar example in two dimensions is discussed in Section 6.

Optimal control problems with the usual L1-regularization term have been discussed by [2, 24, 27] for ODE
constraints and [25,28,29] for PDE constraints. First and second order optimality conditions for the minimization
of a general L1-cost functional are obtained in [6]. The approach discussed in our paper is related to the group-
sparsity approach in finite dimensions (see e.g. [7, 16]) and to [19] in which the PDE-constrained case (with
α > 0) is analyzed.

The stability of solutions of control problems governed by ODEs has been analyzed in [11] in the case that the
optimal controls are Lipschitz continuous. For optimal control problems having bang-bang solutions, structure
and stability of solutions has been studied e.g. by [3,13,14,20–23]. Based on these results, the discretization of
control problems with bang-bang solutions was considered by [1, 15, 26]. For an implicit discretization scheme,
we refer the reader to [5].

The main contributions of our work are the following.

• We give first-order necessary and sufficient optimality conditions. In case β > 0, we observe sparsity of the
control and for α = 0, we get a bang-bang behavior of the optimal control. However, due to the isotropic
control constraint, this is slightly different from the usual bang-bang structure.

• We provide a condition which yields stability of the optimal control in L1 w.r.t. perturbations of the data
in the case α = 0. Again, we have to use novel ideas to treat with the isotropic behavior of the control
constraints and the control cost.

• By employing this stability result, we prove convergence of the discretized optimal controls (with mesh
size h) for the unregularized case α = 0 as h ↘ 0 as well as for the regularized case α > 0, by choosing
α = c h and h↘ 0.

The organization of the paper is as follows. In Section 2 we introduce notations and state the standing assump-
tions for problem (P). Section 3 deals with the existence and uniqueness of solutions as well as with first-order
optimality conditions which are both necessary and sufficient, since the problem is convex. Based on these re-
sults, we derive the structure of the optimal controls in both cases α = 0 and α > 0. Assuming that the optimal
control of the reference problem (P) has a bang-bang structure for α = 0, we prove a stability result (Thm. 4.9)
for the optimal controls w.r.t. standard perturbations p and the L2-regularization parameter α in Section 4.
In Section 5, we apply this stability result to prove convergence of the Euler discretization of problem (P). For
the numerical solution of the discretized problem, we use the semismooth Newton method in Section 6. The
usefulness of our group sparsity approach is then demonstrated by an illustrative example.
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2. Notation and standing assumptions

2.1. Notation

We denote by I := [0, T ] the time interval, where T > 0 is the final time in (P). By Lp(I;Rm) and W 1,p(I;Rn),
we denote the usual Bochner−Lebesgue spaces and Bochner−Sobolev spaces, respectively.

In the spaces Lp(I;Rm), p ∈ [1,∞], we use the norms

‖u‖Lp(I;Rm) :=

(∫ T

0

|u(t)|pRm dt

) 1
p

for p <∞ with the obvious modification for p =∞. Here,

|u|Rm :=

(
m∑
i=1

|ui|2
) 1

2

is the Euclidean norm in Rm.
We emphasize that, in general,

‖u‖L1(I;Rm) =

∫ T

0

(
m∑
i=1

|ui(t)|2
) 1

2

dt 6=
∫ T

0

m∑
i=1

|ui(t)|dt.

The latter norm is the traditional sparsity term which promotes coordinate-wise sparsity. This term is used in,
e.g., [2, 27]. Similarly, the constraint in (P) is not a (coordinate-wise) box constraint, but a constraint on the
Euclidean norm.

We denote by c a generic constant, which may change from line to line. Similarly, we use the notation

a . b,

which means that there exists a constant c > 0, such that

a ≤ c b

holds.

2.2. Standing assumptions

We define the parameters in the optimal control problem (P). For the right-hand side in the state equation
we assume that A : I → Rn×n, B : I → Rn×m, and b : I → Rn are Lipschitz continuous. The smooth part f of
the objective is given by

f(x, u) :=
1

2
x(T )>Qx(T ) + q>x(T ) +

∫ T

0

1

2
x(t)>W (t)x(t) + w(t)>x(t) + r(t)>u(t) dt. (2.1)

The functions W : I → Rn×n, w : I → Rn and r : I → Rm are assumed to be Lipschitz continuous as well.
Moreover, the matrices Q and W (t) are symmetric and positive semi-definite for all t ∈ I. Hence, the smooth
part f of the objective is convex and continuous.

For simplicity, we require that the control bound ub ∈ L∞(I) satisfies ub(t) > 0 (not necessarily uniform).
We define the non-smooth functionals g : Rm → R and G : L2(I;Rm)→ R by

g(u) := |u|Rm , G(u) :=

∫ T

0

g(u(t)) dt = ‖u‖L1(I;Rm).
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The reduced (smooth part of the) objective F : L2(I;Rm) → R is defined by F (u) := f(S(u), u), where S :
L2(I;Rm)→W 1,2(I;Rn) is the control-to-state mapping associated with (P).

Finally, we define the set Uad of admissible controls via

Uad(t) := {u ∈ Rm : |u|Rm ≤ ub(t)},
Uad := {u ∈ L2(I;Rm) : u(t) ∈ Uad(t) for a.a. t ∈ I}.

3. Existence and optimality conditions

In this section, we derive the first-order optimality conditions for Problem (P). In particular, we provide a
projection formula in case α > 0 and show that the optimal control is typically bang-bang in case α = 0.

Since Uad is bounded in L2(I;Rm) and since the reduced objective of (P)

u 7→ F (u) +
α

2
‖u‖2L2(I;Rm) + β G(u)

is convex and continuous, the existence of an optimal control follows from standard arguments.

Theorem 3.1. Problem (P) admits a solution.

In case α > 0, the reduced objective is strictly convex and we obtain the uniqueness of the optimal control.
However, in case α = 0, the optimal control might not be unique, but we still obtain the uniqueness of the
switching function and the adjoint state, see Corollary 3.6 below.

The optimality conditions for (P) will contain the subdifferential of the non-smooth term G = ‖·‖L1(I;Rm)

and we give a characterization of this subdifferential in the next lemma. We remark that the same result can
be obtained by using ([18], Lem. 2.1) and we refer to ([19], Lem. 2.2, [9], Prop. 2.8) for similar results.

Lemma 3.2. Let u, v ∈ L2(I;Rm) be given. Then we have v ∈ ∂G(u) if and only if

|v(t)|Rm ≤ 1 and

(
u(t) 6= 0⇒ v(t) =

u(t)

|u(t)|Rm

)
(3.1)

holds for a.a. t ∈ I. This, in turn, is equivalent to v(t) ∈ ∂g(u(t)) for a.a. t ∈ I.

Proof. “⇐:” Let us suppose that v satisfies (3.1). For arbitrary w ∈ L2(I;Rm) we have

v(t)>(w(t)− u(t)) ≤ |v(t)|Rm |w(t)|Rm − v(t)>u(t) ≤ |w(t)|Rm − |u(t)|Rm

for a.a. t ∈ I. Integration over t ∈ I yields

(v, w − u)L2(I;Rm) ≤ G(w)−G(u).

Hence, v ∈ ∂G(u).
“⇒:” Conversely, let v ∈ ∂G(u) be given. By definition,∫

I

v>(w − u) dt ≤
∫
I

|w|Rm − |u|Rm dt ∀w ∈ L2(I;Rm).

Using Lebesgue’s differentiation theorem, this implies that

v(t)>(w − u(t)) ≤ |w|Rm − |u(t)|Rm ∀w ∈ Rm

holds for a.a. t ∈ I. Hence, v(t) ∈ ∂g(u(t)) for a.a. t ∈ I. This yields (3.1). �

As a next step, we compute the directional derivatives of g and G.
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Lemma 3.3. For u, v ∈ Rm the directional derivative of g at u in direction v is given by

g′(u; v) =


|v|Rm in case u = 0

u>v
|u|Rm

in case u 6= 0

For u, v ∈ L2(I;Rm) the directional derivative of G at u in direction v is given by

G′(u; v) =

∫ T

0

g′
(
u(t); v(t)

)
dt.

Proof. The directional derivatives follow from standard calculations, see also ([9], Prop. 3.8). �

Using results from convex analysis, we can give an optimality condition for (P) involving the subdifferential
of the non-smooth term G and this condition is reformulated by using Lemma 3.2.

Theorem 3.4. Let (x∗, u∗) be a feasible point of (P). Then, (x∗, u∗) is an optimal solution of (P) if and only
if there exists µ∗ ∈ ∂G(u∗), such that(

σ∗(t) + αu∗(t) + β µ∗(t)
)>

(u− u∗(t)) ≥ 0 for all u ∈ Uad(t) (3.2a)

holds f.a.a. t ∈ I, where λ∗ ∈W 1,2(I;Rn) is the solution of the adjoint equation

−λ̇∗(t) = A(t)>λ∗(t) +W (t)x∗(t) + w(t) for a.a. t ∈ I, (3.2b)

λ∗(T ) = Qx∗(T ) + q, (3.2c)

and
σ∗(t) := B(t)>λ∗(t) + r(t) (3.2d)

is the switching function.

Proof. The result follows from standard results in convex analysis applied to the reduced problem

Minimize F (u) +
α

2
‖u‖2L2(I;Rm) + β G(u) + IUad

(u).

Here, IUad
is the indicator function of Uad. Indeed, we can apply the usual sum-rule for the objective, since the

first three terms are continuous. This yields the existence of µ∗ ∈ ∂G(u∗) with

0 ∈ ∂F (u∗) + αu∗ + β µ∗ + ∂IUad
(u∗).

Since the switching function, which is defined via (3.2b)–(3.2d), is (the Riesz representative in L2(I;Rm) of)
the derivative of F , i.e.,

σ∗ = F ′(u∗), (3.3)

we obtain
σ∗ + αu∗ + β µ∗ ∈ −∂IUad

(u∗).

This implies
(σ∗ + αu∗ + β µ∗, u− u∗)L2(I;Rm) ≥ IUad

(u∗)− IUad
(u) ≥ 0

for all u ∈ Uad. Hence, condition (3.2a) follows. �

It is well known that the minimum principle (3.2a) can also be characterized by the normal cone of Uad.
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Corollary 3.5. Let (x∗, u∗) be a feasible point of (P) and let σ∗ be the switching function defined
via (3.2b)–(3.2d). Then, (x∗, u∗) is an optimal solution of (P) if and only if there exists µ∗ ∈ ∂G(u∗), such
that

σ∗(t) + αu∗(t) + β µ∗(t) ∈ −NUad(t)(u
∗(t))

=

{
{−γ u∗(t) : γ ≥ 0} if |u∗(t)|Rm = ub(t),

{0} if |u∗(t)|Rm < ub(t)

(3.4)

holds f.a.a. t ∈ I, where NUad(t)(u
∗(t)) is the normal cone of the ball Uad(t) = {y ∈ Rm : |y|Rm ≤ ub(t)} at

u∗(t).

As announced, we will show the uniqueness of the adjoint state and the switching function even in case α = 0.

Corollary 3.6. Let u1, u2 be two optimal controls of (P). Then, λ1 = λ2 and σ1 = σ2, where λi and σi are
the associated adjoint states and switching functions, respectively.

Proof. Since the optimal control is unique in case α > 0, it remains to study the case α = 0.
We set h := u2 − u1. By Theorem 3.4, there is µ1 ∈ ∂G(u1) such that (3.2a) is satisfied with (u∗, σ∗, µ∗)

replaced by (u1, σ1, µ1). Since F is linear-quadratic, we have

F (u1) + β G(u1) = F (u2) + β G(u2)

= F (u1) + F ′(u1)h+
1

2
F ′′(u1)h2 + β G(u2)

≥ F (u1) + F ′(u1)h+
1

2
F ′′(u1)h2 + β G(u1) + β

∫ T

0

µ>1 hdt

≥ F (u1) + β G(u1).

The last inequality follows from F ′′(u1)h2 ≥ 0 and (3.2a). This chain of inequalities shows F ′′(u1)h2 = 0. We
denote by y ∈ W 1,2(I;Rn) the difference of the states, i.e., y := S(u2) − S(u1). A straightforward calculation
shows

F ′′(u1)h2 = y(T )>Qy(T ) +

∫ T

0

y(t)>W (t) y(t) dt.

From F ′′(u1)h2 = 0 and the positive semi-definiteness of Q and W (t), t ∈ I, we conclude Qy(T ) = 0 and
W (t) y(t) = 0 for a.a. t ∈ I. The difference of the adjoint states satisfies the system

−(λ̇2(t)− λ̇1(t)) = A(t)>(λ2(t)− λ1(t)) +W (t) y(t) for a.a. t ∈ I,
λ2(T )− λ1(T ) = Qy(T ),

and, thus, we obtain λ1 = λ2. From (3.2d), we get σ1 = σ2. �

Now, we use the optimality condition (3.2a) in order to provide structural properties of a solution. First, we
consider the case α = 0, see also ([9], (43), (44)).

Lemma 3.7. Let (x∗, u∗) be a solution of (P) in case α = 0 and β > 0. Then,

|σ∗(t)|Rm > β =⇒ u∗(t) = − σ∗(t)
|σ∗(t)|Rm

ub(t), (3.5a)

|σ∗(t)|Rm = β =⇒ u∗(t) = −ν σ∗(t)
|σ∗(t)|Rm

ub(t) for some ν ∈ [0, 1], (3.5b)

|σ∗(t)|Rm < β =⇒ u∗(t) = 0, (3.5c)
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and

µ∗(t) = −Proj[0,1]

(
|σ∗(t)|Rm

β

)
σ∗(t)
|σ∗(t)|Rm

hold for a.a. t ∈ I.
The assertion (3.5a) also holds in case α = β = 0.

Proof. First, we prove (3.5a) under the assumptions α = 0 and β ≥ 0. Let t ∈ I be given such that |σ∗(t)|Rm > β.
By the triangle inequality we have

|σ∗(t) + β µ∗(t)|Rm ≥ |σ∗(t)|Rm − β |µ∗(t)|Rm ≥ |σ∗(t)|Rm − β > 0.

Since σ∗(t) + β µ∗(t) 6= 0 and α = 0, (3.4) implies

u∗(t) = − σ∗(t) + β µ∗(t)
|σ∗(t) + β µ∗(t)|Rm

ub(t) 6= 0. (3.6)

Hence, Lemma 3.2 implies

µ∗(t) =
u∗(t)
|u∗(t)|Rm

·

Together with (3.6), this yields the assertion.
From now on, we suppose α = 0 and β > 0. Let t ∈ I with |σ∗(t)|Rm = β be given. We find

|σ∗(t) + β µ∗(t)|Rm ≥ |σ∗(t)|Rm − β |µ∗(t)|Rm ≥ |σ∗(t)|Rm − β ≥ 0. (3.7)

In case |σ∗(t) + β µ∗(t)|Rm > 0, we can argue as above and arrive at

u∗(t) = − σ∗(t)
|σ∗(t)|Rm

ub(t), µ∗(t) =
u∗(t)
|u∗|Rm

= − σ∗(t)
|σ∗|Rm

= −σ
∗(t)
β
·

Otherwise, if |σ∗(t)+β µ∗(t)|Rm = 0, (3.7) implies σ∗(t) = −β µ∗(t) and |µ∗(t)|Rm = 1. Together with Lemma 3.2,
we arrive at

u∗(t) = |u∗(t)|µ∗(t) = −|u∗(t)| σ
∗(t)
β

= −ν σ∗(t)
|σ∗(t)|Rm

ub(t)

with ν = |u∗(t)|/ub(t) ∈ [0, 1].
It remains to prove the third implication. We argue by contradiction and assume |σ∗(t)|Rm < β and u∗(t) 6= 0.

Now, (3.4) yields

σ∗(t) + β µ∗(t) = σ∗(t) + β
u∗(t)
|u∗(t)|Rm

= −γ u∗(t)

for some γ ≥ 0. This implies the contradiction

β > |σ∗|Rm = γ |u∗(t)|Rm + β ≥ β,

hence u∗(t) = 0. Since ub(t) > 0, (3.4) implies σ∗(t) + β µ∗(t) = 0 and the formula for µ∗(t) follows. �

Note that u∗(t) is uniquely determined on the set {t ∈ I : |σ∗(t)| 6= β}, where σ∗ is the uniquely determined
switching function. Moreover, the multiplier µ∗ is unique in case β > 0, since it is uniquely determined by
the (unique) switching function. In the case β = 0, the multiplier µ∗ is superfluous since it is muliplied by β,
cf. (3.2a).

Let us discuss the structural properties of u∗, which follow from Lemma 3.7. As in the case of traditional
sparsity, the behavior of the optimal control depends on the amplitude of the switching function. For the tradi-
tional sparsity term, this coupling is coordinate-wise. In contrast, our sparsity term couples all components of
u∗ and σ∗. Indeed, in case |σ∗(t)|Rm < β, all components of u∗(t) are forced to be zero.
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Another difference to the traditional approach is that u∗ still depends on σ∗ in case |σ∗| > β. In the
traditional situation, we have u∗ = ub in case σ∗ < −β, hence u∗ does not depend on σ∗ (as long as σ∗ stays
smaller than −β).

In case α > 0, we even obtain a projection formula for u∗, see also ([19], (3.4))

Lemma 3.8. Let (x∗, u∗) be a solution of (P) and assume α > 0. Then,

u∗(t) = −Proj[0,ub(t)]

(
|σ∗(t)|Rm − β

α

)
σ∗(t)
|σ∗(t)|Rm

(3.8a)

holds for a.a. t ∈ I. In case β > 0, we additionally have

µ∗(t) = −Proj[0,1]

(
|σ∗(t)|Rm

β

)
σ∗(t)
|σ∗(t)|Rm

(3.8b)

for a.a. t ∈ I.

Moreover, if a feasible point (x∗, u∗) of (P) satisfies (3.8a) with σ∗ determined by (3.2b)–(3.2d), then it is a
solution of (P).

Proof. We make a distinction by cases.

In case |σ∗(t)|Rm ≤ β we can argue similarly as in the last part of the proof of Lemma 3.7 and obtain
u∗(t) = 0. Now, (3.4) implies µ∗(t) = −σ∗(t)/β.

Now let us assume |σ∗(t)|Rm > β. As in the first part of the proof of Lemma 3.7 we obtain |σ∗(t) +
β µ∗(t)|Rm > 0. From (3.4) we find u∗(t) 6= 0 and, thus, µ∗(t) = u∗(t)/|u∗(t)|Rm . Invoking again (3.4),
we find that the vectors u∗(t) and −σ∗(t) point in the same direction. This yields

µ∗(t) =
u∗(t)
|u∗(t)|Rm

=
−σ∗(t)
|σ∗(t)|Rm

,

and (3.8b) follows. Using (3.4), we find

(
|σ∗|Rm − β

) σ∗(t)
|σ∗(t)|Rm

+ αu∗(t) ∈ NUad(t)(u
∗(t)).

This leads to the projection formula (3.8a).

Finally, let the feasible point (x∗, u∗) of (P) satisfy (3.8a). In case β = 0, we can check immediately that (3.4)
is satisfied and this shows the optimality. In case β > 0, we can use (3.8b) as a definition of µ∗ and, again, (3.4)
can be verified. �

Lemmas 3.7 and 3.8 show the sparsity properties of (P). In particular, the relation |σ∗(t)|Rm < β implies
|u∗(t)|Rm = 0. This also demonstrates the group sparsity structure: in the sparse case |σ∗(t)|Rm < β all compo-
nents of u∗(t) are simultaneously zero.

4. Stability of the solution with respect to perturbations

In this section, we establish a quantitative stability result for the solution of (P) with some fixed β ≥ 0 under
perturbations of the problem data. The main ingredient is a growth condition of the objective of (P) in the
neighborhood of the solution and this will be provided in Theorem 4.4.
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4.1. Growth condition

We begin our analysis by considering the unregularized case α = 0 in the optimal control problem (P).
By (x∗, u∗, λ∗, µ∗, σ∗) we denote a solution of the optimality system (3.2). The main result of this section is a
growth condition for the objective F + β G.

Assumption 4.1. There exist constants C > 0, κ ∈ (0, 1] ∪ {∞} and ε0 > 0, such that

meas
{
t ∈ I :

∣∣|σ∗(t)|Rm − β
∣∣ ≤ ε} ≤ C εκ (4.1)

holds for all ε ∈ [0,∞) in case κ 6=∞; and

meas
{
t ∈ I :

∣∣|σ∗(t)|Rm − β
∣∣ ≤ ε0} = 0 (4.2)

in case κ =∞.

In case κ =∞, we will use the convention 1/κ = 0.
We mention that an assumption similar to our Assumption 4.1 is commonly used to verify stability of solutions

in the unregularized case α = 0, see [1, 3, 4, 10,13,23,26,28,29].
The satisfaction of Assumption 4.1 implies that the associated optimal control u∗ is the unique global solution

of Assumption (P). Indeed, from Assumption 4.1 we get meas{t ∈ I : |σ∗(t)| = β} = 0 and, thus, u∗ is uniquely
determined by the uniqueness of σ∗, see Corollary 3.6 and Lemma 3.7.

Lemma 4.2. Let u∗ be an optimal control of (P) such that the associated switching function σ∗ satisfies
Assumption 4.1. Then,

F ′(u∗) (u− u∗) + β G′(u∗;u− u∗)

=

∫ T

0

σ∗(t)>(u(t)− u∗(t)) + β g′
(
u∗(t);u(t)− u∗(t)

)
dt

& ‖u− u∗‖1+1/κ
L1(I−;Rm) + ‖u−1b (u∗)> (u− u∗)‖1+1/κ

L1(I+)

holds for all u ∈ Uad. Here,

I+ := {t ∈ I : |σ∗(t)|Rm > β} and I− := {t ∈ I : |σ∗(t)|Rm < β}.
Proof. The first equality in the assertion follows from (3.3) and Lemma 3.3.

We take ε ∈ (0,∞) which will be specified later in case κ 6=∞ and ε := ε0 in case κ =∞. We define

I−ε = {t ∈ I : |σ∗(t)|Rm < β − ε}.
For t ∈ I− we have u∗(t) = 0, see Lemma 3.7. Hence, g′

(
u∗(t);u(t)

)
= |u(t)|Rm by 3.3. This implies∫

I−
σ∗(t)>(u(t)− u∗(t)) + β g′

(
u∗(t);u(t)− u∗(t)

)
dt

=

∫
I−
σ∗(t)>u(t) + β |u(t)|Rm dt

≥
∫
I−ε

σ∗(t)>u(t) + β |u(t)|Rm dt

≥ ε
∫
I−ε

|u(t)|Rm dt

= ε

∫
I−
|u(t)|Rm dt− ε

∫
I−\I−ε

|u(t)|Rm dt

≥ ε
∫
I−
|u(t)|Rm dt− C ε1+κ ‖ub‖L∞(I).
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Here, we used meas(I− \ I−ε ) ≤ C εκ, which holds due to Assumption 4.1. In case κ 6=∞, we choose the value

ε :=
(

1
2C ‖ub‖L∞(I)

‖u‖L1(I−;Rm)

)1/κ
. This leads to∫

I−
σ∗(t)>(u(t)− u∗(t)) + β g′

(
u∗(t);u(t)− u∗(t)

)
dt ≥ c ‖u− u∗‖1+1/κ

L1(I−;Rm). (4.3)

In case κ =∞, (4.3) follows since meas(I− \ I−ε ) = 0.
For t ∈ I+ we have

u∗(t) = − σ∗(t)
|σ∗(t)|Rm

ub(t) 6= 0, and σ∗(t) = −|σ
∗(t)|Rm

ub(t)
u∗(t),

see Lemma 3.7. Hence,

g′
(
u∗(t); v

)
=

u∗(t)>v
|u∗(t)|Rm

We take ε ∈ (0,∞) which will be specified later in case κ 6=∞ and ε := ε0 in case κ =∞. We define

I+ε = {t ∈ I : |σ∗(t)|Rm > β + ε}.

This yields ∫
I+
σ∗(t)>(u(t)− u∗(t)) + β g′

(
u∗(t);u(t)− u∗(t)

)
dt

=

∫
I+

(|σ∗(t)|Rm − β)ub(t)
−1 u∗(t)>(u∗(t)− u(t)) dt.

Since u∗(t)> (u∗(t)− u(t)) ≥ |u∗(t)|2Rm − |u∗(t)|Rm |u(t)|Rm ≥ 0, we find∫
I+
σ∗(t)>(u(t)− u∗(t)) + β g′

(
u∗(t);u(t)− u∗(t)

)
dt

≥ ε
∫
I+ε

ub(t)
−1 u∗(t)>(u∗(t)− u(t)) dt

= ε

(∫
I+
ub(t)

−1 u∗(t)>(u∗(t)− u(t)) dt−
∫
I+\I+ε

ub(t)
−1 u∗(t)>(u∗(t)− u(t)) dt

)

≥ ε
(∫

I+
ub(t)

−1 u∗(t)>(u∗(t)− u(t)) dt− 2 ‖ub‖L∞(I) C ε
κ

)
.

In case κ 6=∞, we choose ε :=
(

1
4C ‖ub‖L∞(I)

‖u−1b (u∗)> (u− u∗)‖L1(I+)

)1/κ
. This yields∫

I+
σ∗(t)>(u(t)− u∗(t)) + β g′

(
u∗(t);u(t)− u∗(t)

)
dt ≥ c ‖u−1b (u∗)> (u− u∗)‖1+1/κ

L1(I+).

In case κ =∞, the same estimate follows since meas(I+\I+ε ) = 0. Together with (4.3), this yields the claim. �

Remark 4.3. It is crucial to use the directional derivative G′(u∗; ·) in the formulation of Lemma 4.2. In fact, it
is not possible to obtain a similar result by replacing G′(u∗; ·) with some µ∗ satisfying the optimality condition
from Theorem 3.4, since the term

F ′(u∗) (u− u∗) + β (µ∗, u− u∗)L2(I;Rm) = (σ∗ + β µ∗, u− u∗)L2(I;Rm)

contains no information of u− u∗ on I−, compare Lemma 3.7, which shows σ∗ + β µ∗ = 0 on I−.

Based on Lemma 4.2 we can show that a certain growth condition is satisfied for the solution u∗.
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Theorem 4.4. Let u∗ be an optimal control of (P) such that the associated switching function σ∗ satisfies
Assumption 4.1. Then, there exists c > 0 such that

F (u) + β G(u) ≥ F (u∗) + β G(u∗) + c ‖u− u∗‖2 (1+1/κ)
L2(I;Rm)

holds for all u ∈ Uad.

Proof. From the convexity of F and G we find

F (u) + β G(u) ≥ F (u∗) + β G(u∗) + F ′(u∗) (u− u∗) + β G′(u∗;u− u∗).

Now, Lemma 4.2 implies

F (u) + β G(u)− (F (u∗) + β G(u∗)) & ‖u− u∗‖1+1/κ
L1(I−;Rm) + ‖u−1b (u∗)> (u− u∗)‖1+1/κ

L1(I+).

It remains to estimate the two norms on the right-hand side.
For a.a. t ∈ I+, we have |u∗(t)|Rm = ub(t) and |u(t)| ≤ ub(t). Hence,

2u∗(t)>(u∗(t)− u(t)) = |u∗(t)|2Rm − |u(t)|2Rm + |u∗(t)− u(t)|2Rm ≥ |u∗(t)− u(t)|2Rm .

Thus,

‖u−1b (u∗)> (u− u∗)‖L1(I+) ≥
1

‖ub‖L∞(I)
‖(u∗)> (u− u∗)‖L1(I+)

≥ 1

2 ‖ub‖L∞(I)
‖u− u∗‖2L2(I+;Rm).

On I−, we use Hölder’s inequality and the bound constraints to obtain

‖u− u∗‖2L2(I−;Rm) ≤ ‖u− u∗‖L∞(I−;Rm) ‖u− u∗‖L1(I−;Rm)

≤ 2 ‖ub‖L∞(I) ‖u− u∗‖L1(I−;Rm).

This shows the assertion. �

We remark that the rate of growth in Theorem 4.4 is worse than in the traditional, coordinate-wise setting.
Indeed, in this case one obtains a growth in L1(I;Rm) with rate 1 + 1/κ by using similar arguments, (cf. [13],
Thm. 3.4) for the case κ = 1.

Hence, using Theorem 4.4 to derive stability estimates in our situation would lead to results which are not
sharp. Instead, we have to work directly with Lemma 4.2.

4.2. Perturbations and stability

In this section, we consider a perturbation of problem (P) and show the stability of solutions under Assump-
tion 4.1. By (x∗, u∗, λ∗, µ∗, σ∗) we denote a solution of the optimality system (3.2) of (P) with α = 0 and we
shall assume that Assumption 4.1 is satisfied by this solution.

To be precise, we define a perturbation to be a quadruple

p = (pb, pq, pw, pr) ∈ L1(I;Rn)× Rn × L1(I;Rn)× L∞(I;Rm)

and this perturbation induces the perturbed problem (with α ≥ 0)

Minimize fp(x, u) +
α

2
‖u‖2L2(I;Rm) + β ‖u‖L1(I;Rm)

such that ẋ(t) = A(t)x(t) +B(t)u(t) + b(t) + pb(t) for a.a. t ∈ I
x(0) = x0

and |u(t)|Rm ≤ ub(t) for a.a. t ∈ I,

(Pα
p )
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where the perturbation of the objective is given by

fp(x, u) :=
1

2
x(T )>Qx(T ) +

(
q + pq

)>
x(T )

+

∫ T

0

1

2
x(t)>W (t)x(t) +

(
w(t) + pw(t)

)>
x(t) +

(
r(t) + pr(t)

)>
u(t) dt.

(4.4)

The solution of (Pα
p ) is denoted by uαp . Note that u00 = u∗, since (P) is uniquely solvable due to Assumption 4.1.

Note that uαp might not be unique in case α = 0. Nevertheless, our results will hold for any solution uαp of (Pα
p ).

We define

‖p‖ := ‖pb‖L1(I;Rn) + |pq|Rn + ‖pw‖L1(I;Rn) + ‖pr‖L∞(I;Rm).

Similar as in Section 3 we obtain an optimality system for (Pα
p ).

Theorem 4.5. Let (xαp , u
α
p ) be a feasible point of (Pα

p ). Then, (xαp , u
α
p ) is an optimal solution of (Pα

p ) if and
only if there exists µαp ∈ ∂G(uαp ), such that(

σαp (t) + αuαp (t) + β µαp (t)
)>

(u− uαp (t)) ≥ 0 for all u ∈ Uad(t) (4.5a)

holds f.a.a. t ∈ I, where λαp ∈W 1,2(I;Rn) is the solution of the adjoint equation

−λ̇αp (t) = A(t)>λαp (t) +W (t)xαp (t) + w(t) + pw(t) for a.a. t ∈ I, (4.5b)

λαp (T ) = Qxαp (T ) + q + pq, (4.5c)

and

σαp (t) := B(t)>λαp (t) + r(t) + pr(t) (4.5d)

is the switching function.

Proof. This follows from Theorem 3.4. �

We remark that Lemmas 3.7 and 3.8 carry over to the solutions uαp for the perturbed problems (Pα
p ).

The first step towards the stability of u∗ is the following lemma, which provides an estimate for the switching
function in terms of the perturbation.

Lemma 4.6. We have

‖σαp − σ∗‖2L∞(I;Rm) .
∫ T

0

(
σαp (t)− σ∗(t)

)>
(uαp (t)− u∗(t)) dt

+ c ‖p‖ ‖uαp − u∗‖L1(I;Rm) + c ‖p‖2.

Proof. We define u := uαp − u∗, x := xαp − x∗, λ := λαp − λ∗, and σ := σαp − σ∗. By the system equations for xαp
and x∗ we have

ẋ(t) = A(t)x(t) +B(t)u(t) + pb(t) for a.a. t ∈ I,
x(t0) = 0,

and this implies

−
∫ T

0

λ(t)>B(t)u(t) dt = −
∫ T

0

λ(t)> [ẋ(t)−A(t)x(t)− pb(t)] dt. (4.6)
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From the adjoint equations for λαp and λ∗ we obtain

−λ̇(t) = A(t)>λ(t) +W (t)x(t) + pw(t) for a.a. t ∈ I,
λ(T ) = Qx(T ) + pq.

Thereby, we have

−
∫ T

0

λ(t)>ẋ(t) dt = − λ(T )>x(T ) +

∫ T

0

λ̇(t)>x(t) dt

= − x(T )>Qx(T )− p>q x(T )

−
∫ T

0

[
A(t)>λ(t) +W (t)x(t) + pw(t)

]>
x(t) dt.

Together with (4.6) we obtain

−
∫ T

0

λ(t)>B(t)u(t) dt =

∫ T

0

λ(t)> [A(t)x(t) + pb(t)] dt− x(T )>Qx(T )− p>q x(T )

−
∫ T

0

[
A(t)>λ(t) +W (t)x(t) + pw(t)

]>
x(t) dt

= − x(T )>Qx(T )− p>q x(T ) +

∫ T

0

λ(t)>pb(t)− pw(t)>x(t) dt

−
∫ T

0

x(t)>W (t)x(t) dt.

Rearranging terms yields

x(T )>Qx(T ) +

∫ T

0

x(t)>W (t)x(t)− λ(t)>B(t)u(t) dt

≤ −p>q x(T ) +

∫ T

0

λ(t)>pb(t)− pw(t)>x(t) dt

≤ |pq|Rn ‖x‖L∞(I;Rn) + ‖λ‖L∞(I;Rn) ‖pb‖L1(I;Rn) + ‖pw‖L1(I;Rn) ‖x‖L∞(I;Rn)

≤
(
‖x‖L∞(I;Rn) + ‖λ‖L∞(I;Rn)

)
‖p‖. (4.7)

From the system equation, we know that

‖x‖L∞(I;Rn) . ‖x‖W 1,1(I;Rn) . ‖u‖L1(I;Rm) + ‖pb‖L1(I;Rn).

From the adjoint equation, (4.7), we get

‖λ‖2L∞(I;Rn) . ‖λ‖2W 1,1(I;Rn) . ‖W x‖2L1(I;Rn) + |Qx(T )|2Rm + ‖pw‖2L1(I;Rn) + |pq|2Rn

.
∫ T

0

x(t)>W (t)x(t) dt+ x(T )>Qx(T ) + ‖pw‖2L1(I;Rn) + |pq|2Rn

.
∫ T

0

λ(t)>B(t)u(t) dt+ c ‖p‖
(
‖p‖+ ‖λ‖L∞(I;Rn) + ‖u‖L1(I;Rm)

)
.

Hence, there is a constant γ > 0 with

γ ‖λ‖2L∞(I;Rn) ≤
∫ T

0

λ(t)>B(t)u(t) dt+ c ‖p‖
(
‖p‖+ ‖λ‖L∞(I;Rn) + ‖u‖L1(I;Rm)

)
.
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Using Young’s inequality, we get

γ ‖λ‖2L∞(I;Rn) ≤
∫ T

0

λ(t)>B(t)u(t) dt+ ĉ ‖p‖
(
‖p‖+ ‖u‖L1(I;Rm)

)
+
γ

2
‖λ‖2L∞(I;Rn),

where ĉ = c+ c2/(2 γ). Hence, we can move the last addend to the left-hand side and obtain

‖λ‖2L∞(I;Rn) .
∫ T

0

λ(t)>B(t)u(t) dt+ ĉ ‖p‖
(
‖p‖+ ‖u‖L1(I;Rm)

)
.

Now, we use (3.2d) and (4.5d) to obtain

‖σ‖2L∞(I;Rn) . ‖λ‖2L∞(I;Rn)

.
∫ T

0

λ(t)>B(t)u(t) dt+ ĉ ‖p‖
(
‖p‖+ ‖u‖L1(I;Rm)

)
.
∫ T

0

[
B(t)>λ(t) + pr(t)

]>
u(t) dt−

∫ T

0

pr(t)
>u(t) dt

+ ĉ ‖p‖
(
‖p‖+ ‖u‖L1(I;Rm)

)
.
∫ T

0

σ(t)>u(t) dt+ ĉ ‖p‖2 + (ĉ+ 1) ‖p‖ ‖u‖L1(I;Rm). �

Together with the first-order conditions, we get an estimate for the controls.

Lemma 4.7. Assume that Assumption 4.1 is satisfied. Then,

‖σαp − σ∗‖2L∞(I;Rm) + ‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖u−1b (u∗)> (uαp − u∗)‖1+1/κ

L1(I+)

. ‖p‖ ‖uαp − u∗‖L1(I;Rm) + ‖p‖2 + α1+κ

holds in case κ 6=∞; and in case κ =∞ if α is sufficiently small, with α1+κ = 0 by convention.

Proof. The main ingredients in this proof are the growth condition from Lemma 4.2 for the unperturbed problem
and the minimum principle (4.5a) for the perturbed problem. We use u = u∗ in (4.5a) and u = uαp in Lemma 4.2.
This yields

‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖u−1b (u∗)> (uαp − u∗)‖1+1/κ

L1(I+)

.
∫ T

0

(
B(t)> λαp (t) + r(t) + pr(t) + αuαp (t) + β µαp (t)

)>
(u∗(t)− uαp ) dt

+

∫ T

0

(
B(t)> λ∗(t) + r(t)

)>
(uαp (t)− u∗) dt+ β G′(u∗;uαp − u∗)

Since G is convex and µαp ∈ ∂G(uαp ), we have∫ T

0

µαp (t)>(u∗(t)− uαp (t)) dt ≤ G(u∗)−G(uαp ),

G′(u∗;uαp − u∗) ≤ G(uαp )−G(u∗).

Hence, ∫ T

0

µαp (t)>(u∗(t)− uαp (t)) dt+G′(u∗;uαp − u∗) ≤ 0.
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Together with the first estimate and Lemma 4.6, we find

‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖σαp − σ∗‖L∞(I;Rm) + ‖u−1b (u∗)> (uαp − u∗)‖1+1/κ

L1(I+)

. ‖p‖ ‖uαp − u∗‖L1(I;Rm) + ‖p‖2 +

∫ T

0

αuαp (t)>(u∗(t)− uαp ) dt

It remains to estimate the term involving the integral. We find∫ T

0

uαp (t)>(u∗(t)− uαp ) dt = − ‖uαp − u∗‖2L2(I;Rm) +

∫ T

0

u∗(t)>(u∗(t)− uαp ) dt

≤ − ‖uαp − u∗‖2L2(I;Rm) + ‖ub‖L∞(I) ‖uαp − u∗‖L1(I−;Rm)

+ ‖u−1b (u∗)>(uαp − u∗)‖L1(I+).

This yields

‖σαp − σ∗‖L∞(I;Rm) + ‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖u−1b (u∗)> (uαp − u∗)‖1+1/κ

L1(I+)

. ‖p‖ ‖uαp − u∗‖L1(I;Rm) + ‖p‖2 + α ‖ub‖L∞(I) ‖uαp − u∗‖L1(I−;Rm)

+ α ‖u−1b (u∗)>(uαp − u∗)‖L1(I+).

In case κ =∞, the third and fourth term on the right-hand side become smaller than the corresponding terms
on the left-hand side if α is small enough, and the assertion follows. In case κ 6=∞, we can use Young’s inequality
for the third and fourth term on the right-hand side and obtain

‖σαp − σ∗‖L∞(I;Rm) + ‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖u−1b (u∗)> (uαp − u∗)‖1+1/κ

L1(I+)

. ‖p‖ ‖uαp − u∗‖L1(I;Rm) + ‖p‖2 + α1+κ. �

Note that we only have an estimate for the normal component of the error uαp − u∗ on I+. This is caused by
the fact that on the set {t ∈ I : |σαp |Rm > β + αub(t)} we only know |uαp (t)|Rm = ub(t), but the direction of
uαp (t) still depends on σαp . This is a crucial difference to the problem with usual sparsity and box constraints,
in which the control takes the value of the lower or upper bound if the absolute value of the switching function
is large enough.

Hence, we have to derive a different estimate for the tangential component of the error uαp − u∗ on I+.

Lemma 4.8. We have

‖uαp − u∗‖L1(I+;Rm) ≤ ‖u−1b (u∗)> (uαp − u∗)‖L1(I+) +
‖ub‖L∞(I) ‖σαp − σ∗‖L1(I+;Rm)

ess inft∈I+ |σαp (t)|Rm

·

In particular, we obtain

‖uαp − u∗‖L1(I+;Rm) ≤ ‖u−1b (u∗)> (uαp − u∗)‖L1(I+) +
2 ‖ub‖L∞(I)

β
‖σαp − σ∗‖L1(I+;Rm).

if |σ∗(t)− σαp (t)|Rm ≤ β/2 for a.a. t ∈ I+.

Proof. On I+ we have |u∗(t)|Rm = ub(t) > 0. Hence, we can decompose the error uαp − u∗ into the normal
direction u∗ and the tangent direction orthogonal to u∗. This yields

uαp (t)− u∗(t) =
u∗(t)u∗(t)>

ub(t)2
(uαp (t)− u∗(t)) +

(
I − u∗(t)u∗(t)>

ub(t)2

)
(uαp (t)− u∗(t))

=
u∗(t)u∗(t)>

ub(t)2
(uαp (t)− u∗(t)) +

(
I − u∗(t)u∗(t)>

ub(t)2

)
uαp (t).
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For the first term, we can use∫
I+

∣∣∣u∗(t)u∗(t)>
ub(t)2

(uαp (t)− u∗(t))
∣∣∣
Rm

dt =

∫
I+

∣∣∣u∗(t)>
ub(t)

(uαp (t)− u∗(t))
∣∣∣ dt

= ‖u−1b (u∗)> (uαp − u∗)‖L1(I+).

By optimality of uαp and u∗, we find

u∗(t) = − σ∗(t)
|σ∗(t)|Rm

ub(t), uαp (t) = − σαp (t)

|σαp (t)|Rm

ub(t) ν(t),

where 0 ≤ ν(t) ≤ 1 (this follows from (4.5a) by deriving a projection formula similar to Lem. 3.8). This implies(
I − u∗(t)u∗(t)>

ub(t)2

)
uαp (t) = − ν(t)ub(t)

|σαp (t)|Rm

(
I − σ∗(t)σ∗(t)>

|σ∗(t)|2Rm

)
σαp (t)

= − ν(t)ub(t)

|σαp (t)|Rm

(
I − σ∗(t)σ∗(t)>

|σ∗(t)|2Rm

)
(σαp (t)− σ∗(t)).

Since the term in parenthesis is a projection (with norm 1), we find∣∣∣∣(I − u∗(t)u∗(t)>

ub(t)2

)
uαp (t)

∣∣∣∣
Rm

≤ ub(t)

|σαp (t)|Rm

|σαp (t)− σ∗(t)|Rm

and the assertion follows. �

From Lemma 4.7 and ‖uαp − u∗‖L1(I;Rm) ≤ 2T ‖ub‖L∞(I), we obtain

‖σαp − σ∗‖2L∞(I;Rm) . ‖p‖+ α1+κ.

Hence, |σαp |Rm ≥ |σ∗|Rm − |σαp − σ∗|Rm ≥ β/2 on I+ for α, ‖p‖ small enough.
Together with Lemma 4.8 we obtain the main result of this section.

Theorem 4.9. Assume that Assumption 4.1 is satisfied. If α, ‖p‖ are sufficiently small, we obtain

‖uαp − u∗‖L1(I;Rm) . (α+ ‖p‖)κ

‖uαp − u∗‖L2(I;Rm) . (α+ ‖p‖)κ/2

‖σαp − σ∗‖L∞(I;Rm) . (α+ ‖p‖)(1+κ)/2

in case κ 6=∞ and

‖σαp − σ∗‖L∞(I;Rm) . ‖p‖
‖uαp − u∗‖L∞(I−;Rm) = 0

‖uαp − u∗‖L∞(I;Rm) . ‖p‖
in case κ =∞.

Proof. By Lemmas 4.7 and 4.8 we obtain

α ‖uαp − u∗‖2L2(I;Rm) + ‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖σαp − σ∗‖2L∞(I;Rm)

+ ‖u−1b (u∗)> (uαp − u∗)‖1+1/κ
L1(I+)

. ‖p‖
(
‖uαp − u∗‖L1(I−;Rm) + ‖u−1b (u∗)> uαp − u∗‖L1(I+) + ‖σαp − σ∗‖L∞(I+;Rm)

)
+ ‖p‖2 + α1+κ.
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Now, we can use Young’s inequality and obtain

α ‖uαp − u∗‖2L2(I;Rm) + ‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖σαp − σ∗‖2L∞(I;Rm)

+ ‖u−1b (u∗)> (uαp − u∗)‖1+1/κ
L1(I+)

. ‖p‖1+κ + ‖p‖2 + α1+κ

for α, ‖p‖ small enough, with the convention α1+κ = ‖p‖1+κ = 0 in case κ =∞. Using again Lemma 4.8 implies

α ‖uαp − u∗‖2L2(I;Rm) + ‖uαp − u∗‖1+1/κ
L1(I−;Rm) + ‖σαp − σ∗‖2L∞(I;Rm)

+ ‖uαp − u∗‖max{1+1/κ,2}
L1(I+;Rm)

. ‖p‖1+κ + ‖p‖2 + α1+κ

and the assertion (up to the L∞-rates for u in case κ =∞) follows.
It remains to show the L∞-rates for u in case κ =∞. Since the switching function converges in L∞, we get

|σαp (t)|Rm < β a.e. on I− and |σαp (t)|Rm > β+αub a.e. on I+ for α, ‖p‖ small enough. Hence, uαp (t) = u∗(t) = 0
on I− by Lemmas 3.7, 3.8. On I+, u∗(t), uαp (t) are the projections of −σ∗(t), −σαp (t) onto Uad(t), respectively.
Since the projection is Lipschitz-continuous with modulus 1, we find ‖uαp − u∗‖L∞(I;Rm) ≤ ‖σ∗ − σαp ‖L∞(I;Rm)

and the assertion follows. �

Note that in case κ =∞ we either have I+ = I or I− = I, since |σ∗| is continuous and does not take values
in [β − ε0, β + ε0]. In the latter case, we even have u∗ = uαp = 0 for small values of ‖p‖ and α.

5. Discretization

For given numbers i0, i1 ∈ N, i0 ≤ i1, we define

J i1i0 := {i0, i0 + 1, . . . , i1}.

In order to discretize problem (P), let a natural number N ≥ 2 be given. Then with the mesh size h = T/N ,
we define tj = jh, j ∈ JN0 , as grid points of the discretization. We approximate the space L2(I;Rm) of controls
by functions in the subspace X2,N ⊂ L2(I;Rm) of piecewise constant functions uh, represented by their values
uh(tj) = uh,j at the grid points tj , j ∈ JN−10 . Further, we approximate state and adjoint state variables by
functions xh and λh in the subspace X1,N ⊂W 1,2(I,Rn) of continuous, piecewise linear functions, represented
by their values xh(tj) = xh,j , λh(tj) = λh,j at the grid points tj , j ∈ JN0 .

We only consider time-invariant control constraints in this section, i.e., ub(t) ≡ ub. The Euler discretization
of problem (P) then reads as follows

Minimize fh(xh, uh) +
α

2
h

N−1∑
j=0

|uh,j |2Rm + β h

N−1∑
j=0

|uh,j |Rm

w.r.t. xh ∈ X1 , uh ∈ X2

such that xh,j+1 = xh,j + h [A(tj)xh,j +B(tj)uh,j + b(tj)] for j ∈ JN−10

xh,0 = x0

and |uh(tj)|Rm ≤ ub for j ∈ JN−10 .

(Ph)

We are interested in solving problem (Ph) for some fixed β ≥ 0. The feasible set of problem (Ph) is nonempty,
convex, closed, and bounded. Therefore, the feasible set is compact. Since the discrete cost functional is contin-
uous, a minimizer (xαh , u

α
h) exists.
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There exists a multiplier λαh ∈ X1,N and subgradients µαh,j ∈ ∂|·|Rm(uh,j), j ∈ JN−10 , such that the discrete
adjoint equation

−
λαh,j+1 − λαh,j

h
= A(tj)

>λαh,j+1 +W (tj)x
α
h,j + w(tj) , j ∈ JN−10 ,

λαh,N = Qxαh,N + q

and the discrete minimum principle[
B(tj)

>λαh,j + r(tj) + αuαh,j + β µαh,j
]>(

u− uαh,j
)
≥ 0 for all u ∈ Uad

are fulfilled.
In order to estimate the discretization error ‖uαh − u∗‖L1(I;Rm), we use the same approach as in ([12],

Thms. 7, [17], 2, [3], and 13) and show that (xαh , u
α
h) solves a perturbed (infinite dimensional) problem (Pα

p ) for
some perturbation parameter p which can be estimated by ‖p‖ ≤ c h.

We define piecewise constant function Ah : I → Rn×n, Bh : I → Rn×m, bh : I → Rn, and xh : I → Rn by

Ah(t) := A(tj) , Bh(t) := B(tj) , bh(t) := b(tj) , xh(t) := xαh(tj) for t ∈ [tj , tj+1[ ,

for j ∈ JN−10 . Then we can write the system equation of problem (Ph) as

ẋαh(t) = Ah(t)xh(t) +Bh(t)uαh(t) + bh(t) = A(t)xαh(t) +B(t)uαh(t) + b(t) + pαh,b(t) ,

where

pαh,b(t) = Ah(t)xh(t) +Bh(t)uαh(t) + bh(t)−A(t)xαh(t)−B(t)uαh(t)− b(t). (5.1)

Next, we define piecewise constant function Wh : I → Rn×n, wh : I → Rn, and λh : I → Rn by

Wh(t) := W (tj) , wh(t) := w(tj) , λh(t) := λαh(tj+1) for t ∈ [tj , tj+1[ ,

for j ∈ JN−10 . Then the discrete adjoint equation can be written as

−λ̇αh(t) = Ah(t)>λh(t) +Wh(t)xh(t) + wh(t)

= A(t)>λαh(t) +W (t)xαh(t) + w(t) + pαh,w(t) ,

where

pαh,w(t) = Ah(t)>λh(t) +Wh(t)xh(t) + wh(t)−A(t)>λαh(t)−W (t)xαh(t)− w(t). (5.2)

By defining rh : I → Rn, µαh by

rh(t) := r(tj) for t ∈ [tj , tj+1[ , µαh(t) := µαh,j for t ∈ [tj , tj+1[ ,

for j ∈ JN−10 , we are able to write the discrete minimum principle as[
B(t)>λαh(t) + r(t) + αuαh(t) + β µαh(t) + pαh,r(t)

]>(
u− uαh(t)

)
≥ 0 for all u ∈ U(t) ,

where

pαh,r(t) = Bh(t)>λh(t) + rh(t)−B(t)>λαh(t)− r(t). (5.3)

Note that we have µαh ∈ ∂G(uαh) by construction, see also Lemma 3.2. By setting pαh,q = 0, we have shown that
(xαh , u

α
h) is feasible for the perturbed problem (Pα

p ) with p = (pαh,b, p
α
h,q, p

α
h,w, p

α
h,r). Also (xαh , u

α
h), together with
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the multiplier λαh satisfies the first order optimality conditions (4.5) of (Pα
p ). Therefore, (xαh , u

α
h) is a minimizer

of this convex optimization problem.
Following the arguments in ([3], Sect. 6), the perturbations p defined above form a bounded subset in the

space L1(I;Rn) × Rn × L1(I;Rn) × L∞(I;Rm). Using this fact together with the Lipschitz continuity of the
problem data, one can now show that (compare again [3], Sect. 6)

‖p‖ . h.

Applying Theorem 4.9 now directly gives us the following convergence result for the solutions of the discretized
problems.

Theorem 5.1. Let 4.1 be satisfied. If α and h are sufficiently small, we obtain

‖uαh − u∗‖L1(I;Rm) . (α+ h)κ

‖uαh − u∗‖L2(I;Rm) . (α+ h)κ/2

‖σαh − σ∗‖L∞(I;Rm) . (α+ h)(1+κ)/2

in case κ 6=∞ and

‖σαh − σ∗‖L∞(I;Rm) . h

‖uαh − u∗‖L∞(I−;Rm) = 0

‖uαh − u∗‖L∞(I;Rm) . h

in case κ =∞.

Remark 5.2. For the numerical solution of the unregularized problem (P) (i.e., with α = 0) we solve discretized
and L2-regularized problems. In particular, we choose α = C h for the discretized problem (Ph) with some
constant C > 0. Then by Theorem 5.1 we have

‖uαh − u∗‖L1(I;Rm) . h
κ

for κ 6=∞

This result is confirmed by the numerical experiment in the next section.

6. Numerical examples

In this section, we consider a specific problem of type (P). We model the motion of a two-dimensional rocket
vehicle. The vehicle, which is equipped with a turnable rocket engine on top, can accelerate and move in arbitrary
directions. At each point in time, the maximum thrust is bounded and the fuel consumption is proportional
to the thrust. For example, let the vehicle start at (6, 4) with velocity (−3,−5) and we try to reach the origin
(0, 0) at time T = 7. This leads to the optimal control problem

Minimize
1

2
|x(T )|2R2 +

1

2
|ẋ(T )|2R2 + β

∫ T

0

|u(t)|R2 dt

such that x(0) = (6, 4), ẋ(0) = (−3,−5),

ẍ(t) = u(t) for t ∈ I,

and |u|R2 ≤ ub.
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In particular, we choose β = 1/2 and ub = 3/2. If we transform the second-order ODE ẍ = u in R2 to a
first-order ODE in R4, we obtain an instance of (P) with the problem data

β =
1

2
, A =

0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 , B =

0 0
1 0
0 0
0 1

 , x0 =

 6
−3
4
−5

 , Q =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,

b = 0, ub = 1.5, T = 7, W = 0, q = 0, w = 0, r = 0.

Numerically, we checked that the solution satisfies Assumption 4.1 with κ = 1, see also the top right plot in
Figure 1.

For the numerical solution, the problem is discretized using an explicit Euler scheme according to Section 5.
Further, we have chosen the regularization parameter α depending on h via α = h/T , cf. Remark 5.2.

The discretized and regularized problems were solved by a semismooth Newton method, see ([19],
Thm. 3.7; (3.4)). For the reader’s convenience, we briefly sketch the method applied to the continuous problem.
The adaption to the discretized problem is straightforward. The starting point is the projection formula (3.8a).
Moreover, the switching function σ∗ is obtained by solving the system equation of problem (P), the adjoint
equation (3.2b)–(3.2c) and using the definition of the switching function (3.2d). The function which maps u 7→ σ
defined in this way is denoted by Φ. Then, a control u is optimal if and only if

F (u)(t) := u(t) + Proj[0,ub]

(
|Φ(u)(t)|Rm − β

α

)
Φ(u)(t)

|Φ(u)(t)|Rm

= 0 (6.1)

holds for a.a. t ∈ I, cf. Lemma 3.8, in particular (3.8a). Using the arguments in ([19], Lem. 3.2), we can show
that the mapping F : L2(I;Rm)→ L2(I;Rm) defined above is Newton-differentiable. This leads to the following
iteration scheme. We choose an arbitrary initial guess u0 ∈ L2(I;Rm). For k ≥ 0, we solve

F ′(uk) (uk+1 − uk) = −F (uk) (6.2)

for the next iterate uk+1 ∈ L2(I;Rm). Here, the Newton-derivative F ′(uk) is given by

(F ′(uk)h)(t) =h(t) + Proj[0,ub]

(
|(Φuk)(t)|Rm − β

α

)
(Ψ h)(t)

|Φ(uk)(t)|Rm

+

[
β

α
χIk(t)− ub χJk(t)

] (
Φ(uk)(t), (Ψ h)(t)

)
Rm

|Φ(uk)(t)|3 Φ(uk)(t),

where Ψ : L2(I;Rm) → L2(I;Rm) is the (constant) derivative of the affine mapping Φ and χIk , χJk are the
characteristic functions of the sets Ik, Jk ⊂ I given by

Ik :=
{
t ∈ I : 0 < |(Φuk)(t)|Rm − β < αub

}
,

Jk :=
{
t ∈ I : |(Φuk)(t)|Rm − β ≥ αub

}
.

It can be shown that the method is locally superlinearly convergent, (cf. [19], Thm. 3.7).
We will also compare our solutions to the solution of the problem with conventional sparsity, that is, the

non-smooth term and the control constraint in (P) is replaced by

β̂

∫ T

0

m∑
i=1

|ui(t)| and |ui(t)| ≤ ub ∀i = 1, . . . ,m. (6.3)

To get somewhat similar results, we choose β̂ = 0.7 in this conventional setting.
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Figure 1. Solutions to the group sparsity problem (top row) and to a problem with conven-
tional sparsity (bottom row).

The solution of our group sparsity approach and the conventional approach are shown in Figure 1. In this
plot, we clearly see the advantages of our group sparsity approach. In fact, both controls are simultaneously
zero in an interval around t = 6, otherwise, the vehicle uses full thrust, i.e., |u(t)|R2 = ub. In contrast, both
controls act independently in the conventional setting. Moreover, in the conventional setting, the problem can be
decoupled into the movement of two independent one-dimensional rocket cars moving in the x and y direction,
respectively.

We show the numerical errors in Table 1 and Figures 2. In Figure 2, the dashed line corresponds to 2.764hp

with p = 1.1185. These results are in accordance with Theorem 5.1 which predicts convergence of order h1,
since Assumption 4.1 is satisfied with κ = 1.

For comparison with the unregularized solution, we also provide a solution of (P) for α = 1 in Figure 3.

7. Conclusions and outlook

In this paper, we used the group sparsity approach for the optimal control of an ODE. We provided stability
results for the bang-bang solution and this was used to derive discretization error estimates. These estimates
were confirmed by the numerical experiment.

It would be quite interesting to adopt our approach also for optimal control of PDEs, in particular in the
vector-valued case. As an example, we consider the sparse optimal control of the incompressible Navier-Stokes



832 CH. SCHNEIDER AND G. WACHSMUTH

Table 1. Computational errors for the solution of (P). The reference value u∗ is the solution
on a finer temporal mesh.

h α ‖uαp − u∗‖L1(I;R2)

3.500000e−01 5.000000e−02 1.086318e+00

1.750000e−01 2.500000e−02 5.417342e−01

8.750000e−02 1.250000e−02 3.151054e−01

4.375000e−02 6.250000e−03 1.711812e−01

2.187500e−02 3.125000e−03 8.426044e−02

1.093750e−02 1.562500e−03 3.878615e−02

5.468750e−03 7.812500e−04 1.629570e−02

2.734375e−03 3.906250e−04 9.687963e−03

1.367187e−03 1.953125e−04 4.138973e−03

6.835937e−04 9.765625e−05 1.828597e−03

3.417969e−04 4.882812e−05 9.839766e−04

1.708984e−04 2.441406e−05 3.539314e−04

10−3 10−2 10−1 100
10−3

10−2

10−1

100

101

h

errors
estimated rate

Figure 2. Computational errors ‖uαp −u∗‖L1(I;R2) for the solution of (P). The reference value
u∗ is the solution on a finer temporal mesh.
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Figure 3. Solutions to the group sparsity problem with regularization parameter α = 1.
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equations

ẏ −∆y + (y · ∇) y +∇p = u in Ω

div y = 0 in Ω

complemented by suitable initial and boundary conditions, see, e.g., [8]. Here, Ω ⊂ Rd is a bounded, open set
and the functions y : I ×Ω → Rd, p : I ×Ω → R and u : I ×Ω → Rd have appropriate regularity. If we use an
analogue to the conventional setting (6.3), we would introduce a dependence on the actual coordinate system,
whereas the sparsity term

∫
I×Ω |u|Rd dxdt and the control constraint |u(t, x)|Rd ≤ ub for a.a. (t, x) ∈ I ×Ω are

independent on the chosen coordinate system. Thus, such a setting should be preferred over (6.3) and this will
be subject to future research.
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