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NECESSARY CONDITIONS OF FIRST-ORDER FOR AN OPTIMAL
BOUNDARY CONTROL PROBLEM FOR VISCOUS
DAMAGE PROCESSES IN 2D

M. HASSAN FARSHBAF—SHAKER! AND CHRISTIAN HEINEMANND2

Abstract. Controlling the growth of material damage is an important engineering task with plenty
of real world applications. In this paper we approach this topic from the mathematical point of view
by investigating an optimal boundary control problem for a damage phase-field model for viscoelastic
media. We consider non-homogeneous Neumann data for the displacement field which describe external
boundary forces and act as control variables. The underlying hyberbolic-parabolic PDE system for the
state variables exhibit highly nonlinear terms which emerge in context with damage processes. The
cost functional is of tracking type, and constraints for the control variable are prescribed. Based on
recent results from [M.H. Farshbaf—Shaker and C. Heinemann, Math. Models Methods Appl. Sci. 25
(2015) 2749-2793], where global-in-time well-posedness of strong solutions to the lower level problem
and existence of optimal controls of the upper level problem have been established, we show in this
contribution differentiability of the control-to-state mapping, well-posedness of the linearization and
existence of solutions of the adjoint state system. Due to the highly nonlinear nature of the state
system which has by our knowledge not been considered for optimal control problems in the literature,
we present a very weak formulation and estimation techniques of the associated adjoint system. For
mathematical reasons the analysis is restricted here to the two-dimensional case. We conclude our
results with first-order necessary optimality conditions in terms of a variational inequality together
with PDEs for the state and adjoint state system.
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1. INTRODUCTION

Damage processes are usually highly nonlinear phenomena and their mathematical investigation is topic of
many recent contributions in applied analysis. One modeling approach uses the phase-field method where a
“smooth” variable is introduced. In the simplest case this variable is a scalar function and describes the local
accumulation of damage in the body and the transition between the damaged and the undamaged material
states. The popularity of phase-field models have increased in the last two decades in various fields of applied
mathematics, physics and engineering sciences, see [23]. They are used to predict the micro-structure and
morphological evolution of two or more different phases and their mixture. Specifically in damage mechanics
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they promise an accurate modeling and are powerful techniques in prediction of material behavior. For instance
physical laws such as Griffith-type criteria for crack propagation could be encoded into a PDE/inclusion system
and the crack paths need not to be known a priori. For more details on modeling issues and mathematical
analysis on rate-independent and rate-dependent (also called viscous) damage models we refer to [9, 19,20, 26]
and [3,8, 10, 24], respectively and for vanishing viscosity results, e.g., to [15,16]. Numerical simulations for
damage phase-field models can be found, e.g., in [5,9,19, 26].

Despite theses advantages the mathematical treatment of the resulting systems is challenging for different
reasons. First, the evolution law for the damage process contains a difficult type of nonlinear (coupling) term, a
nonlinear operator acting on the time-derivative of the evolution variable and, depending on the type of model,
even constraints on the state and/or its time-derivative. Secondly, damage processes are usually coupled with a
model for elasticity where the material stiffness depends on the damage variable. An increase of damage usually
results in a weakening of the stiffness and may eventually lead to a complete rupture. The analysis of such
processes is a challenging endeavor from the mathematical point of view since crucial a priori estimates on the
displacement field fail to hold in situations where the stiffness tensor degenerates (see, e.g., [4,11]). In recent
works damage evolution systems have also been coupled with further processes such as heat conduction [25],
phase separation [10], chemical reactions [18], and plasticity [2].

In engineering problems one is interested in prediction and even more relevant in control or manipulation of
damage evolution in order to prevent, for instance, complete failure of a structural component, see [7] for some
examples and references.

Our main goal in this work is to provide a mathematical basis for optimal control problems of a time-
continuous damage model including a first-order optimality system which has not been accomplished so far
to the best knowledge of the authors. To state our problem let us fix an open, bounded and smooth domain
2 C R™ with n € {1,2} where the material is located in the reference configuration and let T > 0 be a final
time. Furthermore let I" be the boundary to {2 and v the outward unit normal. We put @ := 2 x (0,7) and
Y =Ix(0,T).

We investigate the following optimal control problem:

(CP)Minimize the cost-functional

Az

A
J(x,b) == 7T||X(T) —xrlli20) + 5 ||bHL2(E Rn) (1.1)

subject to the hyperbolic-parabolic initial-boundary value problem

uy — div(C(x)e(u —|—]D)5(ut)) =/ a.e. in Q, (1.2)
Xt +&0x) — Axe — Ax + C'( Je(u) < e(u) + f'(x) =0 ae in  Q, (1.3)
(C(x)e(u) + De(wy)) - v = b a.e. on X, (1.4)

Vix+xt)-v=0 a.e. on X, (1.5)
u(0) = u”, us(0) = v°, x(0) = x° a.e. on 2 (1.6)

and subject to the control constraint (other types will also be allowed)
Badm = {b € B | bmin < b < bpax ae. in X and ||b]|p < R}. (1.7)
In the above problem the Banach space

B:=L?(0,T; HY?(I';R™) N H*(0, T; L*(I"; R™)) (1.8)
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is endowed with its natural norm ||-||5 := ||| L2 (0,7, sr1/2) || [| 211 (0,7 2) - The box constraints buin, bmax € L>(X)
satisfy bpmin < bmax a.e. in X. Moreover xr is a given target function and Ay, Ay, and R are some prescribed
positive constants. The damage-rate-dependent function £ is assumed to be twice differentiable with bounded
derivatives, monotonically increasing and it vanishes for negative values (see assumptions (A3) and (B2) below).
As we will explain in the following it may arise from a regularization process of the subdifferential of the indicator

function [(_ g)-

The coupled PDE system (1.2)—(1.3) with its initial-boundary conditions (1.4)—(1.6) models the lower lever
problem and consists of the momentum balance equation (1.2) (according to the Kelvin—Voigt rheology) and
a parabolic equation (1.3) which governs the evolution of a phase-field variable x. The displacement field is
denoted by u and the variable y is usually interpreted in relation with the density of micro-defects and therefore
influences the material stiffness C(-) which is considered as a function of x. Moreover the external volume forces
are specified by ¢, the external surface forces by b, the linearized strain tensor by £(u) = (Vu + (Vu)”) and
the stress tensor by o = C(x)e(u) + De(uy). The first summand of o contains the elastic contribution whereas
the second summand models viscous effects. The coefficient C designates the fourth-order damage-dependent
stiffness tensor and D the (damage independent) viscosity tensor. Please note that we assume the viscosity D
to be independent of the damage variable. Damage-dependent viscosities would lead, among other things, to
additional terms in the adjoint system to which the estimation techniques in Lemma 3.10 below cannot be
easily adapted (see also the discussion in Sect. 4). We also think that this restriction helps to keep the present
contribution better understandable. The limitation of our results to 2D is of technical nature since we make use
of enhanced a priori estimates proven in [7] which strongly relies on a 2D version of the Gagliardo—Nirenberg
inequality.

For a mechanical motivation of system (1.2)—(1.6) by means of balance laws and constitutive relations we refer
to [9]. Global-in-time well-posedness of strong solutions of the state system (1.2)—(1.6) in 2D and existence of
optimal controls for (CP) have been established in [7]. For further existence, uniqueness and vanishing viscosity
results for viscous and rate-independent damage models by making use of higher-order Laplacians we refer to
the work [15]. Besides these results necessary optimality conditions for (CP) have been left open and are the
topic of the present paper.

Our main result is stated in Theorem 3.11 which contains necessary conditions of first-order for minimizers
of (CP). We remark that in this contribution we do not include the sub-differential 0I(_. oj(x¢) in the damage
law (1.3) and use £(x;) instead. On the one hand the incorporation of 0I(_ ¢](X:) in the lower lever problem
seems currently out of reach for necessary optimality conditions to (CP) and, on the other hand, could be
approximated by £(x¢). In particular £ may stem from a regularization process of the subdifferential of the
indicator function I(_ g (e.g. Yosida- or C'*°-approximations, see [21], Chap. 5) which models the so-called
irreversibility condition as done in [7]. Nevertheless, to the author’s best knowledge, a nonlinearity such as
&(xt) has not yet been considered in the optimal control literature. The occurrence of the time-derivative of
x in the &-nonlinearity leads to the difficult integral term [[ &'(x;)qy: (where ¢ denotes a test-function, ¢ an
adjoint variable) in the adjoint system. We propose a very weak formulation and prove an existence result for
the adjoint system. To this end we will consider regularizations and derive a priori estimates by testing the
system with, roughly speaking, time-integrated versions of the adjoint variables (see (3.32) and Lem. 3.10). A
limit passage eventually yields very weak solutions to the adjoint system.

Let us put our work into perspective. In contrast to modeling and analytical aspects of damage models the
mathematical literature concerning associated optimal control is rather scarce. Beside the work [7] we refer to [27]
as well as to the recent preprint [22] for optimality systems of time-discretized and regularized damage phase-
field models which follow the approach “first time-discretize then optimize”. A general framework for shape
optimization problems in context with semi-linear variational inequalities and, as an application, optimality
systems for time-discretized damage models are explored in [12]. We also point to the work [17] for existence
of optimal controls for a time-continuous degenerating damage model in terms of an obstacle problem where
the irreversibility condition has been dropped. Furthermore and in opposition to a phase-field approach there
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is a rich literature employing sharp crack models with prescribed paths for optimization problems. We refer
to [13,14] and the references therein.

Structure of the paper.

The paper is organized as follows. In the next section, we list our assumptions and recall the well-posedness
result from [7], which will be the starting point for a deeper analysis of the solution operator. In Section 3 we prove
differentiability of the control-to-state operator and set up the linearized and adjoint problem. More precisely we
establish existence of solutions to both systems and well-posedness to the first one. These intermediate results
are summarized in Proposition 3.1, Propositions 3.2 and 3.3. At the end of this section the full optimality system
is derived. We conclude with open problems connected to (CP) in the last section.

During the course of the presented analysis we make repeated use of standard inequalities and embedding
theorems, in particular exploiting continuous embeddings H2(£2) C L>(2) as well as H'(§2) C LP(2) for any
p € [1,00) valid in the two-dimensional case.

2. ASSUMPTIONS AND PRELIMINARY RESULTS

Let us collect the assumptions which are used throughout this work and restate known results obtained in [7]
concerning the state system (1.2)—(1.6) which we extensively use for the rest of our paper. For well-posedness
of the state system we need the following assumptions.

Assumptions

(A1) 2 CR"™ with n € {1,2} is assumed to be a bounded C*-domain.

(A2) The damage-dependent stiffness tensor satisfies C(-) = c¢(-)C, where the coefficient function c is assumed
to be of the form ¢ = ¢y + co, where ¢y € Clloc(R) is convex and ¢y € CﬂOC(R) is concave. Moreover, we
assume that c,c},c} (here ’ denotes its derivative) are bounded, Lipschitz continuous and c(x) > 0 for
all z € R. The 4th order stiffness tensor C € L(R{ ' RE) is assumed to be symmetric and positive
definite, i.e.

Cijik = Cjur = Cipij and e : Ce > nlel? for all e € ngxnzl (2.1)
with constant n > 0.

(A3) The function £ : R — R is assumed to be Lipschitz continuous, monotonically increasing and &(z) = 0
for x < 0.

(A4) The 4th order viscosity tensor D is given by D = pC with g € (0,+00) and does not depend on the
damage variable.

(A5) The damage-dependent potential function f is assumed to fulfill f € C_(R) and the first derivative f’
is Lipschitz continuous.

Regarding existence of solutions of the optimal control problem (CP) we make the following additional assump-
tions.

Assumptions

(O1) There are given non-negative constants Ay and Ax.

(02) The target damage profile is given by xr € L*(£2).

(03) The admissible set of boundary controls Baqm C B is assumed to be non-empty, closed and bounded. B is
given by (1.8). Furthermore, let the constant R > 0 be such that

|blls <R for all b € Bagm.
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Remark 2.1.

(i) In particular we may choose Bagm as in (1.7) which is then a bounded subset of L>=(X).

(ii) Note that in [7] the assumptions for ¢; and cy are stated as ¢; € CH(R) convex and c; € CHY(R)
concave with ¢, cf, ¢, bounded and ¢ > 0. There, C**(R) denotes the space of differentiable functions whose
derivatives are Lipschitz continuous. However we do not require c; or c to be bounded. In order to avoid
confusion we choose the formulation in (A2) above.

For the analytical investigation of (CP) we will employ the following function spaces
Q=UxX C Q::ZJXX Cc 9:=UxX
with the following definitions
e space for the state system:
U:=H"0,T; H*(2;R™)) n WH>°(0,T; H'(£2;R™)) N H*(0, T; L*(£2; R™)),
X = H'(0,T; H*(12)),
e space for the linearized state system:
U= H'0,T; H'(2;R™) nWh(0,T; L*(2;R™)) 0 H2(0, T; H* (2; R™)*),
X = H'(0,T; H'(%2)),
e space for the adjoint system:
U= L*0,T; H (2;R™) N L=(0,T; L*($;R™)),
X = L*0,T; H ().
Observe that the above spaces are Banach spaces when equipped with their natural norms. The following results
are taken from ([7], Thm. 2.11-2.12 and Cor. 2.13-2.14):
Theorem 2.2. Suppose that the general assumptions (A1)—(A5) are satisfied. Then, we have:

(i)  The state system (1.2)—(1.6) has for any b € B, £ € L*(0,T; L*(2)) and initial values u® € H?(2;R"™),
v € HY(2;R™) and x° € H*(2) a unique solution (u,x) € Q (which we call strong solution).

(ii) Suppose that also (03) is fulfilled and that ¢, u®, v° and x° are fized. Then there exists a positive constant
K} (depending on R) such that for every b € Baam the associated solution (u,x) € Q satisfies

[, X)lle < K7 (2.2)

(iii) Under the assumption in (i) there also exwists a positive constant Kj (depending on R) such that the
following holds: whenever by, by € Baam are given and (u1, x1), (uz, x2) € Q denote the associated solutions
of the state system, we then have

ur = ually + lIx1 — xell x < K301 — balL2(x)- (2.3)
Remark 2.3.

(i) Note that in [7] a weaker stability estimate
lur = uallwreo,rie2ynm 0, msm) + X1 = Xellm o,y < Cllbr = balL2(x). (2.4)
has been proven. To obtain (2.3) one also needs to establish (here C' > 0 depends on R)

lur — uall 20,751y < Cllbr — bal|L2(x)
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which follows by (2.4), (2.2) and a comparison of the corresponding terms in (1.2). In fact we find by
subtraction for a.e. t € (0,T) and all € H(£2):

(Orur(t) = Opua(t), ) g = — /Q(C(M(t)) = Clx®))e(ur(?)) : e(p) + Clxa(t))e(ur(t) — ua(t)) : (p) dz

- /Q De(Byur (t) — pus(t) : £(p) da + / (b (t) — bo(t) - p

r

and, consequently,

||5ttU1 - 3ttuz||L2(o,T;(H1)*)

< Cllxx = xalle20,1;m1) + Cllur — w2 || g 0,751y + Cllbr — ba||p2(x) < Cliby — balL2(s5).-

(ii) It follows from Theorem 2.2, in particular, that the control-to-state mapping S : B — Q given by S(b) :=
(u, x) is well defined. Moreover, S is Lipschitz continuous when viewed as a mapping from the subset Badm
of B into the space Q.

With a proof that resembles ([7], Thm. 3.6) and needs no repetition here, we can show the following existence
result for optimal controls:

Theorem 2.4 (cf. [7], Thm. 3.6). Suppose that the Assumptions (A1)—(A5) and (O1)—(03) are fulfilled. Then
the optimal control problem (CP) admits a solution (x,b) € X X Badm-

In the present contribution we proceed with a first-order optimality system which will require the following
enhanced differentiability assumptions in addition to the Assumptions (A1l)—(A5) and (O1)—(0O3):
Assumptions.

(B1) C(-) = c(-)C from (A2) is assumed to satisfy ¢ € C3 (R);

(B2) £ from (A3) is assumed to satisfy £ € CZ_(R) and £ is bounded;
(B3) f from (Ab) is assumed to be f € CZ_(R);

(B4) B.gm from (O3) is assumed to be convex.

3. ANALYSIS OF A FIRST-ORDER OPTIMALITY SYSTEM TO (CP)

In this section our aim is to derive a first-order optimality system to the optimal control problem (CP).
We will prove Gateaux-differentiability of the solution operator and weak solvability of a corresponding adjoint
problem. The latter one requires several approximation schemes and carefully designed estimations to handle
the term |, 0 &' (xt)qus (weak form) which arises from the difficult non-linearity £(;) in the state system. A priori

estimates for the approximated system in the adjoint space Q are derived by testing it with certain modified
anti-derivatives with respect to time of the adjoint variables p and ¢. A challenging part in the calculations is
to obtain the a priori estimates globally-in-time on the entire interval [0, T]. Finally, at the end of this section,
we will assemble the pieces and derive a first-order optimality system.

3.1. Differentiability of the control-to-state mapping and the linearized state system

This part is devoted to the proof of Gateaux-differentiability of the control-to-state mapping S : B — Q.
This endeavor is splitted into a series of intermediate results which we briefly describe below:

e Proposition 3.1: By considering difference quotients of the state system in combination with a limit passage
we prove existence of the linearized state system and a differentiability property of the control-to-state
mapping S : B — Q in a weak topology.

e Proposition 3.2: We establish a stability result and, consequently, well-posedness of the linearized problem.
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e Proposition 3.3: Based on the previous results we are in the position to show Gateaux-differentiability of S
by refining the estimates for the difference quotients of the state system and the linearized system.

Proposition 3.1 (Convergence to the linearized problem). Suppose that the Assumptions (Al)—(A5) and
(B1)—(B3) are fulfilled. Then we have:
(i) The control-to-state mapping S : B — Q is differentiable in the following sense:
S(b+ Ah) —S(b)
A

— (1, X) weakly-star in Q as X — 0 (3.1)
for all b, h € B.

(ii) Furthermore the limit function (4,%) € Q in (3.1) is a weak solution of the linearized state system at

(u,x) = S(b) € Q in direction h € B, i.e. (u,%) € Q fulfills

T
/O tigg, @) g1 dlt + /Q C (0% : e(9) + COe() : 2(0) + De(iy) : 2(p) da di

:/ h - pdzdt,
z

T T T € )+ €00 -

+ / C(0)e(d) : e+ ()i dadt = 0
Q

for all (p,7) € Q and with initial values u(0) = u;(0) = x(0) = 0.
Proof. Let A € R and b,b + A\h € B and define (u,x) := S(b) and (u*,x*) := S(b + Ah). By Theorem 2.2
(ii)—(iii) there exist positive constants K; and K3 (depending on R) such that

’LL)‘—’U/ X)\—X

A

< K3 ||h||20,7;L2)- (3.4)
x

el + 0 < K

4

u

A . .
Therefore the sequence {(“AA_ ¢, XX} is uniformly bounded in & x X with respect to A and we may extract
a weakly convergent subsequence and obtain by omitting the subscript

u —u Xt —x
AT

> — (1, ) weakly-star in Q as A\ — 0. (3.5)

In the next step we are going to show that (i, x) € Q is a weak solution of the linearized system (3.2)—(3.3)
at (u,x) = S(b) € Q in direction h. We sketch the passage to the limit for the nonlinear terms. To this end we
prove the following convergence statements as A — 0:

Me(u?) — elu
(a) / C(x*)e(u?) = C(x)e(u) - 2(¢) dxdt%/ O e 2(0) + COe() : e() dadt,
Q Q

A

"(Me(w?) : e(ur) = C’ u) :e(u
W JCCOR) o) O )

— / %C”(X))'(a(u) se(u) + C'(x)e(n) : e(u)y dx dt,
/ I'(x )1/dedt%/f" )x da dt,

( 6V )wdxdt%/f Xe) X dz dt.

and test-functions (p, ) €
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To (a): We apply the following splitting

/ CxMe(u) = Cx)e(u) |

Q A '

Ay u —u
—/Q(C(X))\C(X)s(u):5(<p)dxdt+/@@(><)‘)e( \ >1€(Sﬁ)d$dt-

::Tl ::T2

e(p) da dt

The first term is treated by the mean value theorem applied to each tensor component (applicable due to
Ass. (A2)), e.g
Cijra(X*) = Cijra(x)

A
N X —X
5y = ;jkl(X+)\ijkl(X)\—X))< 3 )

for values \;jx € [0, A],

_ A —
T = / {Ci0 O+ At (X = X)) Yo<ijki< (X 3 X) e(u) : e(p) ddt
Q

By using the dominated convergence theorem of Lebesgue and the a priori estimates in (3.4), we obtain for
a subsequence

T, — /QC’(X))'(E(U) s e(p) da dt, Ty —>/ C(x () dx dt.

To (b): Via splitting and similar arguments we obtain for a subsequence A — 0

1~ A AN . A v .
[ AT < 2le) - e o)
02 A
1T - C'(x) oy (W = u +u
= [ -—=—"———2¢(u) re(u)pdadt+ | C'(x")e e Ydaxdt.
02 A Q A 2
= [ 3C"(X)xe(u):e(w)y dz dt = [ C (x)e(i):e(u)y da dt
To (c)—(d): These properties follow by similar arguments with less effort. O

Proposition 3.2 (Stability of the linearized problem). Let b € B be given and denote (u,x) = S(b). Further-
more, let hy, hy € B be two given directions. Then for a weak solution (0, x) of the linearized system (3.2)—(3.3)
to the associated direction h we have the Lipschitz estimate

[all 10,7551 nwre 0,7522) + X 10,7501y < CllhllL20,7502(r5mn)) -

Proof. Testing equations (3.2)—(3.3) with (t,x;) yield

/(utt,ut)Hl ds+/ /«:' V() : (i) + C)e(@) : e(iny) + De(y) : £(ity) da ds

//h u; dx ds,

[Tk IVl € G0l + 570020 (ke s
0

+ / /Q C(0=(®) : e(w)xe + ()% deds = 0.
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We estimate the following terms occurring on the left-hand side of these equations by making use of Young’s
and Holder’s inequalities, standard Sobolev embeddings, the regularity of the state variables (u,x) and the
properties of the S-regularization:

ce(y) dx dt‘ <NC OO zoe ooy 1X N £2 (0,624 1€ (@) | oo (£4) Nl (@) | L20,452.2)

< lle(@n)l720,0:n2) + CsllX 720,601

e(ty)dxds

< 5||5(ut)||L2(0 02) T Cslle(a )||2L2(o,t;L2)v

/ / € (x) % |? dz ds > 0,
0 0

C"(x)e(u) : e(u)xx, de ds| < [|C” ()| poe ooy e @)1 00 2y 1 20,8524 1 X £2 (0,829

<)% 17 20,601y + CollXN 20,11

C'(x)e(a) : e(u)x, dzds| < [C' OO Loz lle(@)l oo () le@)l 22 0,6:22) 1Xe 22 (0,6:29)

< Ol Z2 0.0 + Colle(@)Z20,1:22),

0 f"(X)XXt dzds| < ||f”(X) ||L°°(L°C) ||X||2L2(0,t;L2) X H%Q(O,t;LQ)

<8Nl Z 200,42y + CsllX T2 (0,0:22)-

The right-hand side of the first equation is treated by Young’s inequality and the trace theorem via

t
/ /Fh ~updrds < 5||ﬁt||%2(0,t;H1(Q;]R")) + C5||h||2L?(0,t;L2(F;]R"))'
0

Moreover, by making use of the embedding H'(2;R") — H(£2;R")* given by u — (u, )2, we find

1,. td1,, . L .
§Hut(t)||%2 = &§<ut(s)vut(3)>(H1)*le ds :/ <utt(3)aut(3)>(H1)*xH1 ds.
0 0

Applying these calculations and adding the equations above, we obtain

[ (72 + VXL + le(@Z2(0.022) + IXellT2(0,000)

< (3o, gimry + %32 0,01y ) + Cs (NitlEe0.2) + D320 + 320,220y )

Now, adding ||U-t||L2(0 tr2) T ||u||L2 o) T Hx||L2 0.+:¢1y 0N both sides, applying Korn'’s inequality and choos-
ing 6 > 0 small enough, we find

[T + IVXONZ2 + [1all 0,000y + X 0,000

< O(HﬁtH%?(O,t;L?) + ”ﬁH%Z(O,t;Hl) + ”XH%Z(O,t;Hl) + ”hHQL?(O,t;L?(F;]R")))'
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This yields with the help of the estimates
t
6ty < C [ Tilo,ummy 45

t
150125 0y < C / 1512 001, 45,

IX()I72 < CliXellZ20.0:2) ds,

the following inequality
e (1172 + X O Fr + 1l o 1m0y + 1% F 0,001
¢
2 . (12 .2 .12 .12
< Clhllz20.r2(rrn)) + C/o (||ut||L2 + 1l 720,50y + 1Xell 220,511y + ||XHH1) ds.

Gronwall’s lemma shows the claim. O

Proposition 3.3 (Strong differentiability of the control-to-state mapping). Under the assumptions of
Proposition 3.1 the convergence (3.1) is even strong in Q. Moreover, the operator & : B — Q s
Gateauz-differentiable and we have (DS(b), h) = (1, x).

Proof. Let A € R and b,b+ Ah € B and define
(W x*) =8B+ Ah),  (u,x) = S(b).

Furthermore, let (4, ) be the unique solution of the linearized system (3.2)—(3.3) at b in direction h. We
consider the following system arising from the calculations

PDE system (1.2)—(1.6) for b+ )\h} - [PDE system (1.2)—(1.6) for b}
—AXx [PDE system (3.2)—(3.3) for (b, h)]
By introducing the functions (y*,z*) € Q as
=t —u— 2 =Xt —x = A,

the resulting system can be written as

/ (s @) ds + / / (COM) — Cly) — MT () e(w) : (p) dards
0 0 0

t (3.6)
A (oA . Ay L rds —
+ [ ] o) s e() + Dead) ) dds =0,
| [ 9 vus v vos dvards s [ [ (600) - 600 - Mt () wdo s
0 Jo 0 Jo
+/0 /Q % ((C/(X/\>E(u>\) ce(ut) — C'(x)e(u?) s e(u) — AT (x)e(u) : E(u)) dxds
(3.7)

+/0 /Q % (C'(X)s(u)‘) ce(ut) = C'(x)e(u) @ e(u) — AT (x)e(i) 5(u)) dxds

+/0 /Q ST (0=(u) : ey dads + /0 /Q (£ = 1100 = A" () o dards
=0
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Now, testing (3.6) with ¢ =y and (3.7) with ¢ = z; and adding both equations, we find

t t
[ttt ds+ [ [ Detud) e + 2 T2+ [V 412 dods
0 0 J2

- /0 /Q (C(xY) — C(x) — AXC' (X)) e(u) : e(y}) dz ds,

- / / COMel?) e dads - / / (€06) — €0we) — Mut' (1)) 2 drds
0 (93 0 (]

=:T3

=:T5
- /0 /Q % (C'OMew?) : e(u) = C'(e(w?) : e(u®) = WC" ()= (u) : £(u)) ;' dw ds

—/0 /Q % (C'()e(@) r e(u) — C'(X)e(u) : e(u) — AT (x)e(w) : £(u)) 27 dzds

~ [ ] 3 (€000 ) = C0el) ) = AC () - ) 2 dads

—t 1o EU'E/\ZACCS—t ') = () = At 2 dwds
| [ 5eet etz aras= [ ] (£6) = 700 = 2 (0) 2t dwds.
=Ty =Ty

To proceed, we make use of the following estimates: By using Taylor’s theorem and boundedness
Xl Lo (@) + X ML= (@) < L (3.8)

with respect to A (applying Thm. 2.2 (ii)) as well as [|£'|| o (@) +[|1§" || L (@) < +00 and Assumptions (B1)—(B3),
we obtain the following estimates

‘C(XA) —C(x) — MC'(x)| < sup, |C'(2)]|2* + C b, I (2)||x* = xI?
x| < z|<
<O(12M + Ix* = x1?),

€0 = €00 = ME 00| < sup [E" @1+ € sup 1€ @)l = X
x| < x| <

<C(M+ I = 1P,
F O = £ 0 = A" 00| < CUM+ x> = x).

The above estimates, the a priori estimates

I xMle < ltwx)lle <C
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(in particular (3.8)) and a special vector-valued version of the Gagliardo—Nirenberg inequality in 2D
|wllps < Cllw|[}2lw]}s for all w € H (2;R™)

allow us to treat the terms T3, T, Ty, Ts, Tg, 17 and Ty as follows
t
T, <C / /Q A e@lle@)] + ¢ — xPlew)lle(ed)] dads
0

<cC <||ZAHL2(0,t;L3) + ||XA - X|\%2(o,t;L6)> ||€(U)HL°°(L6)||5(yt)\)||L2(O,t;L2)
< 5\\5(%\)\\%2(0,75;L2) + C5||Z>\||%2(O,t;H1) + C5||XA - X||Ai2(o,t;H1)a

T; < §HE(yt)\)H%2(O,t;L2) + Cé||5(y/\)||%2(07t;L2),
t
1
*/ / 3 (C'(x*) = C'(x) = AT (x)) e(u?) : e(ut)2 da ds
0 Ja

// “MC" (e + u) : e(u —u)z) deds

<c//\zwe ||zt|dxds+c//|x Pl Pz dads

t
+ e [ [ Rl + ol )2 de ds
0 J

<)z 220,401y + Colle@M o0 pay 122120, 51)
+ CHE(U’)\)”%OO(LS’) Ix* = X”%OO(LE’) 12Nz (0,:5)
+ |/\|C||>'<||LM(L6)||€(U/\ + U)||L00(L6)||5(UA - U)HL2(L2)||ZtA||L2(o,t;L6)

< llzM32 0,000y + Coll2M 20,0y + Csllx = Xl gy + APCslle(@® = w) 132 1),
= 77/ /(C’ ce(uM)z) deds — / /(C’ ce(ut —u)z) deds
< Clle(™)l 20,4502 e @) oo () 12| L2 (0,8 L9

+ e / le(@) Lz lle(w? — w)ellz} s ds - (apply Gagliardo—Nirenberg)
<0272 0,601y + Colle@W 20,622

+ [ACle (@) L= (22 / e — )2 e — )2 o ds

< 011212 0,cm) + Colle@ )12 0,1:2) + AP Cslle(u® — )| Lazey,
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Te = — %/0 /Q(C’(X)E(y)‘) ce(u)z) deds

< Clle@WM 20,402 lle(@M) | oo () 122 L2(0,652.9)
<1207 0,001y + ColleWMF 20,022
T7 < 5||Z?H%2(O,t;H1) + C5||6(y>\)||2L2(O,t;L2)a

Ty < 5||Zt>\H%2(O,t;L2) + CslIx* - XHZ}LIl(Hl) + C5||Z/\||%2(O,t;L2)'

Due to the low time-regularity of the damage variables, the term T3 needs to be treated differently. To this end,
we find by the mean value theorem with

€ [min{x7, x:}, max{x;, x}] suitably chosen,

Young’s inequality, & > 0 and the monotonicity of £ that
— (606" = €0xe) = M€ () 20 = = (€ () (G = xe) = M€ () =
= =& WE A+ M)z + 2l ()2
< = WAz + M ()27
= = (€W — €)Mz
<012 P+ IPCsIE () — € Oc) P Ixel®
<O+ INPC1E () = & O Pl
For further considerations we define f\ € L>°(Q) by
Po=180a) =€ ()l
and thus obtain

t
Ty < 0 Eenn + VPGS | [ Al dods.
0 (%}

Note that due to continuity of the solution operator S : B — Q by Theorem 2.2 (iii) we find x;' — x¢ strongly
in L2(0,T; L?(£2)) as A — 0. Taking also the boundedness and continuity of ¢’ (see (A3) and (B2)) into account
we observe that fy = 0 weakly-star in L>®(Q) as A — 0 and in particular

t
/ / Alxe?deds =0 as A — 0. (3.9)
0 Jo
Applying all the estimates for 77, ...,Ts we obtain
2 (Ol172 + V22072 + e 2022 + 1221720081
< 5||Z15>\H%2(0,t;H1) + 5||5(yt/\)||%2(0,t;L2) + C5||Z)\||%2(O,t;H1) + C5||€(y>\)||%2(0,t;L2)
t
+INPCs [ [ il dr s + ol = Xl gy + PECs (e = w)lrs

+ APCslle(u? = u)llz2(r2)-
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Adding [|2M|72 g o1y + 19 320,01y + 192172042y 00 both sides, using the estimate

Loa A
3122 1222 > ellz* @)1z

on the left-hand side and the estimate

t
||?JAH%2(0¢;H1) < C/o HytAH%Q(O,s;Hl)dS
on the right-hand side, applying Korn’s inequality and choosing § > 0 small, we obtain
Iy N7 + 122 OllF + 190 0,000 + 12 F 0,601
t
<C [ 1M+ W gy + 1 2 05
+CIX* = Xl (arry + CIAP N0t = ullF2 gy + CAP 0 =l 2 any
+ C|>\|2/ Falxe|? da ds.
Q
Gronwall’s inequality yields

A A A A
2 ONZ2 + 122 @ + 15 1 0,00y + 12710 0,000

< C(In* = Xl ooy + WPl = wllfagany + AP = ull g2y + AP /Q fala[? dads).

Due to Lipschitz continuity of the solution operator on bounded subsets of B as in Theorem 2.2 (iii) (we consider
a ball containing b and b+ Ah), we find

2 Nz + 122 @ + 15 0,00y + 12710 0,000

< (N Wl oy + NIy NPl oy + AP | ol ).
Taking also (3.9) into account we end up with

2 @)llzz + 122 Ol + 1y 0,600 + 11225 0,01

—0 as A — 0. O
RY

Remark 3.4. The argumentation above is not sufficient to prove Fréchet differentiability because in that case
one has to prove that fot Jo 1€ =€ (xe) P12 |? dzds/||h||% — 0 as h — 0 in B in the estimate for T3. However
for our purposes Gateaux-differentiability turns out to be sufficient.

3.2. Adjoint state problem

Let us firstly give a short motivation for the derivation of the adjoint system and then continue with rigorous
analysis:

By utilizing the differentiability of the solution operator S obtained in Proposition 3.3 we find for the deriva-
tive of the cost-functional J composed with the x-part of the solution operator S : b — (u(b), x(b)) via the
chain rule

(DyJ (x(b),b), h) = (8T (x(b),b), x[h]) + (96T (x(b),b), h) for all h € B, (3.10)
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where 0, and 0, denote the partial derivatives with respect to the corresponding variables. Now, to rewrite the

expression in terms of PDEs, the adjoint system is introduced as follows: Our goal is to find a pair of functions
(p,q) € Q such that

(DT (x(b), ), x[h]) = ((p,),C(R)), (3.11)

where C: B — Q" (note that Q" denotes the topological dual of Q) specifies the operator mapping the control
variable b to the right-hand side of (3.2)—(3.3). More precisely

<(p,q),C(h)>:/Ejr)-hdxdt7 (3.12)

i.e. the right-hand side of (3.2)—(3.3) tested with (p,q). We call (p, ¢) the adjoint variables to the linearized
solutions (4, x) at (u, x). Even though the adjoint variable ¢ does not appear directly in (3.11) (by taking (3.12)
into account) it will be used for intermediate steps as shown below.

In order to derive an explicit PDE system for (p, ¢) (which will be justified rigorously afterward), we proceed
formally and test (3.2)—(3.3) with (p, ¢). Then, adding both resulting equations yield

/0 T<ﬂtt7p>H1 dt + / C' (x)%e(w) : e(p) + Cx)e(@) : e(p) + De(i) : e(p) dz dt
/VX Va+ Vi - Va+ xeq + & (xe)xeq + C "(X)xe(u) : e(u)gdzdt
+ [ C00eti +stuya-+ 50 adrar
= ((p,9),C(R)). (3.13)

Consequently the adjoint variables should satisfy for all “appropriate” test-functions (¢, ):

T
/ (uesp) s dt + /Q C (e : €(p) + COOe() : £(p) + De(pr) : e(p) dar dt

0
+ [ VOV Ve Vot € a5 00vE0 - g
/ C (el - e + " (x)bade ds
(D5 T (x(b),b), ). (3.14)

In this case we can recover (3.11) by using (3.14) tested with (¢, ) = (@, x) and using (3.13). Note that (3.14)
can be equivalently recasted as the system

T
/O (P, et} dt + /Q Cx)e(p) : e(p) + C'(x)e(u)q : (p) + De(p) : e(pr) dwdt =0, (3.15)

Lt € Vo T Vo Ty SO 002(0 - s
(3.16)
+ [ 002w ey + £ (0mpdzdt = [ r (1) ~xr) (1)
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In the pointwise formulation this reads as follows:

pre — div(C(x)e(p) + C'(x)e(u)qg — De(p;)) = 0 in Q,
=@t — (£ (X))t + Agr — Ag + %C”(X)é(w re(u)g +C'()e(u) :e(p) + f"(X)g=0  in @,
(C()e(p) + C'(x)e(u)g — De(py)) - v =0 on X,
Vp-v=20 on X
with the final-time conditions

p(T) =p(T) =0 in 0,
— Aq(T) +q(T) + &' (xe(T)q(T) = A\ (X(T) — xr) in 2,
Vq(T)-v=0 on TI.

The PDE system above is a backward in time boundary value problem for (p, ¢), where ¢ itself fulfills an elliptic
PDE at the final-time T'. Our task is now to prove existence of solutions in a weak sense.

Proposition 3.5 (Existence of very weak solution to the adjoint problem). Suppose that the Assump-
tions (A1)—(A5), (01)—(02) and (B1)—(B3) are fulfilled. Furthermore let (u,x) be a solution of the state
system corresponding to b € B, i.e. (u,x) = S(b). Then there exists a pair of function (p,q) € Q (weak
solution) such that

(3.15)—(3.16) holds for all test-functions (p,1) € Q with ¢(0) = ¢,(0) = 1 (0) = 0.

We prove Proposition 3.5 in several steps whose intermediate results are highlighted by corresponding lemmas.
The idea is the following;:

First, we will apply a time transformation and investigate a modified adjoint system where the coefficient
functions of the original adjoint system are substituted by smoother versions. More precisely the state variable
x on which some of the coefficient functions depend is replaced by a smooth approximation y, — x gained,
e.g., via convolution (see step 1 below). This will enable us to time-differentiate the nonlinear term &'(9:xq)q
and obtain suitable a priori estimates. Existence of solutions for this regularized system will be achieved by
utilizing a time-discretization scheme with time step size 7 and a limit analysis 7 | 0. In the time-discrete
setting the regularized adjoint system is an elliptic problem which can be solved by standard methods. We then
derive a priori estimates (energy estimates) uniformly in 7 in order to pass to the limit 7 | 0. After solving the
regularized adjoint system, i.e. for o > 0, we transform it to the very weak formulation as used in (3.15)—(3.16),
where time-derivatives only occur on the test-functions. Then, roughly speaking, we test the resulting system
with certain modified anti-derivatives with respect to time of p, and ¢, and end up with a priori estimates
uniformly in « in the large space Q. Finally the limit passage o | 0 can be performed in the regularized adjoint
system.

Step 1. setup time-transformation and a-regularization

In the first step we consider a transformation of the adjoint system above to an inital-boundary value problem
by using the time transformation ¢ — T — ¢t. We find (we keep the notation (p, q) for the transformed variables)

pee — div(C(x)e(p) + C'(x)e(u)q + De(p;)) = n Q, (3.17)
g + (€ (—x0)a): — Ags — Aq + 1@"<x>s<u> £(u)g

+(C'(X e(u) :e(p) + f"(x)g =0 in Q, (3.18)
(C()e(p) + C'(x)e(u)g + De(py)) - v =0 on z, (3.19)

Vp-v=0 on X (3.20)
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with the initial conditions

p(0) =pi(0) =0 in £, (3.21)
— Aq(0) + q(0) + &' (—x¢(0))q(0) = Ar(x(T) — xT) in £, (3:22)
Vq(0)-v=0 on T. (3.23)

Secondly, to obtain rigorous existence results, we will firstly work with a regularized version of the state variable

(u, x). To this end, let {xa} € C*°(Q) be a smooth approximation sequence such that
Xo — X in HY(0,T; H?(£2)) as o | 0.

The regularized system is obtained by replacing x by its regularization x, in (3.17)—(3.23). In the next two
steps of the proof we will prove existence of solutions wvia a time-discretization argument. In the last step we
will perform « | 0.

Step 2. setup time-discretization of the a-reqularized problem

To keep the notation simple we omit the explicit dependence on o > 0 in this step. We consider the following
time-discretization scheme: Let {0,7,27,...,T} denote an equidistant partition of [0,7] with time step size

7:=T/M and M € N. Moreover, let denote the first and second difference operators by Dy (p) := pkffk_l
and Dy (Dy(p)) := pkfzpk;;”kd. For an arbitrary sequence {hk}k:07,,,7M we define the piecewise constant and
linear interpolation as
— t—(k—1 kT —t
Bp(t) :=hE b (t) := h*=1 ho(t) == ( )T i + IR for t e ((k — 1) k). (3.24)
T

With these preparations the time-discretized version of the system in step 1 reads in a weak formulation as
find {(p*, ¢")h=1, .m0 € H'(2;R"™) x H'(£2) such that

, Dy(Di(p)) - o+ (COXFe@") + C' (x")e(u")d" " + De(Di(p))) = e(p) da =0 (3.25)

/Q Di(q) + 2* Du(g) — b*q* + Dp(Veh) - Vb + Vg - Vb
- %@“(x%(u’“) ce(uh)gh e + C' (F)e(wh) () + 7 (F)dF v da = 0, (3.26)

for all (p,1) € HY(2;R™) x H'(£2), where {ak}k:o,._,M with a* > 0 and {b*}r—o . s are time-discretizations
of &'(—0ixa) and &”(—0¢xa)OrXa respectively (note that & exists due to assumption (B2)), such that

3 £(~Oxa) strongly in L®(Q),

b — &' (=9 xa)OktXa strongly in L>(Q)
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Remark 3.6. Note that in (3.25)—(3.26) we use a time-discretization in a form which allows for a decoupled
system of linear elliptic equations.

We proceed recursively and construct p*, ¢* from p*~1, p#=2, ¢*~1. The initial values are given by p® =p~!1 =0

and ¢° is the weak solution of

/Q V¢ Vo + ¢+ & (—0xa(0))a"e — Ar (x(T) — xr)pdz =0

for all o € H'(2). (3.27)

Lemma 3.7. There exist {(p*,¢") =1, C H*(2;R™) x H' (), which fulfill (3.25)—(3.26).

Proof. Employing Lax—Milgram’s theorem for given ¢*~! € H'(£2) the equation (3.25) admits a solution
p* € H'(§2;R™). Moreover, by standard theory of partial differential equations of second order we obtain for
given p¥ € H!(£2;R") a solution ¢¥ € H'(£2) to the equation (3.26). O

Step 3. a priori estimates for the a-reqularized time-discrete system and limit passage T | 0 After setting up the
time-discrete scheme and existence, we will establish a priori estimates uniformly in 7 in order to perform 7 | 0.

Lemma 3.8. There exists a constant C > 0 (possibly depending on «) independent of T such that

[P+l 0, 7: )W 0,7:22) < C, lwe |l 10,3001 )+) < C, gr |20, 7,m1) < C,

where w, denotes the linear interpolation of {w*Yi—o.. ar defined by w* := Dy(p).

.....

Proof. By testing (3.25) with p¥ — p*~1 testing (3.26) with ¢* — ¢*~! and summing over k = 1,...,7/7, we
obtain the estimates

1
S1ODOI2= + elle@p) 20512

‘ d (3.28)
< | [ c@em:c@mdsas— [ [ e @mgdras
0 2 0 2
=T =T
1 — 2 2
SIVaIze +110eallz 0 7.1
T T B 7 1
< —/ / a|0:q|? dazds—/ / b@@tquds—/ / ~C"(x)e(u) : e(u)qOrqdx ds
0 2 0 2 0 2 2
(3.29)
=:T3 =Ty =T

/Ot/Q(Cl(X)z?(U):s(p)atquds/Ot/nf”(x)qatquds

Te =:T7
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Holder’s and Young’s inequality show
Ty < ||ICXOl Lo ) lle@)l 20 7:.22)l1€(0eP) [ 20 7:22)
5||5<6tp)||iz(0{L2 + C&“E(ﬁ)lliﬂ(o’{mz)a
T < ||C/( )HLN(LN)Hf( )||Loo(L4)Hf(atp)Hm(o,E;L?)HQ||L2(0,E;L4)

S1e@p) 220 7,02 + Collal2 0701
T3 S 07

Ti < ||B||Lw(L°°)||a||L2(o,f;L2)||6tq||L2(Oi;L2)
811:al13 20 7.0y + Csllal 720 5:12):

Ts < IC” ()| oo (o) le @) |7 (£6) 1] 220 7,26 1024l 20 7. 1.2)
6||3tq||2LQ(Ong) + 06”6”21;2(02H1)7

Ts < [|C' ()l o=y lle@) oo Ly le @) 12 (0.7.12) 108 £2(0 7 1.0)
< 3110ulI3 20 7511 + Colle@ 200712

Tr < 1" ()l oo [Tl 20,500 190l 20722
010l 0 7:22) + Collallzz o .12

All in all we obtain by adding the inequalities in (3.28)—(3.29), applying above estimates and readjusting the
constants (9, Cs)

10ep(t) 172 + e @:p) 1720 7.2y + IVEONT> + 102all72 0 7,111

<6 (12000) 220722 + 101220 50m) ) + Co (1e®) 2 012) + N2 05:m) ) -

Furthermore, observe that

t
||g||i2(oj;Hl) <C (HQ(O)H%W +/0 ||atq||%2(0,s;H1) ds) )

€
le@ B0, < C (ne(p(o»%z T / le(@ep) 220,02 ds> -
By means of Korn’s inequality and Gronwall’s lemma we find the a priori estimates

7 lw e (0,7522)nE (0,7387) + 16 |50 0,751y < C.

By using (3.25) and the properties of C and D we also get

|0cwl| g1y~ = sup (Orw, @) i
¢EH1aH¢HH1=1

s [ (C0=(P) + C 0@y + De(@rp)) + <(6) da
peH |||l g1 =110

< sup o [IC(0e(@) + C'(X)e(@)q + De(0rp) 2 le(9)]] 2
GEH™ 6] ;1 =1

< C(le@ ez + lle@IZs + llallZs + lle(@ep)lz2)-
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Integrating over time and using the a priori estimates above yields
||8thHL2(O,T;(H1)*) < C. (|

Now, extracting weakly convergent subsequences we may pass to the limit as 7 | 0 in (3.25)—(3.26) and obtain
(p,q) € Q fulfilling

(Oue, O i1 + /Q (COe(p) + T (Ve(w)g + De(@p)) - (i) dz = 0 (3.30)

/Q(atq)d} + &' (=0ixa)(0:0)Y — £5(=0iXa) (Ot Xa)q¥ + Vg - Vi + Vg - Vi
(3.31)

+ 5T (<) - <(u)ay + T (<) : e(p)d + f(X)avrdw =0

for a.e. t € (0,7), all (p,v) € H(£2;R™) x H'(£2) and with the initial conditions p(0) = p;(0) = 0 and ¢(0) = ¢°
satisfying (3.27). Here we have make use of w = 0;p and thus d,w = 9y p in H(£2;R™)*.

Step 4. a priori estimates for the a-regularized time-continuous system and limit passage « J 0

In this step we are going to derive certain weak a priori estimates uniformly in «. In preparation of the
corresponding result we prove a technical Lemma.

Lemma 3.9. Let s,t € [0,T] be given and define
0 if  selt,T), 0 if  selt,T),
=1 )= (3.32)
fs Do (T)dT if  s€l0,t), fs qo(T)dT if  s€l0,t).

Then, it holds
(1) =2 [ (20060 + Vi 0) - Vau ) do.

Similarly for pt,.

Proof. In order to differentiate the parametrized integral
tes / Fla,t)da with f(z,t) == |, (@, 0)2 + [V, (x,0)
Q

we apply e.g. ([6], 5.7 Satz — Zusatz (Differentiation unter dem Integralzeichen)) and check the following prop-
erties by noticing that q, € H*(0,T; H(£2)):

e For every t € [0,7] the function f(-,¢) is in L'(£2).
e For a.e. x € 2 and ¢ € (0,T) the function 9, f(z,t) is differentiable with respect to ¢ and for the derivative
we obtain

Osf (@, t) = 24 (2, 0)ga (@, t) + 2V o (2,0) - Vaa(z,1).
e Boundedness of the partial derivative:
10cf (2, 8)] < 2[lqa (@, ) L1 0.1) 190 (2, )| Lo 0,7) + 2[IVqa (@, ) 10,0 IVaa (@, )| Lo< 0,1)

< Cllga (@, YLro.m)lga e, o) + ClVaal@; )0 IVaal(z, )l o) O
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Lemma 3.10. There ezists a constant C > 0 independent of a such that
[(Pas Qa)”@ <C.

Proof. To this end, let (pa,qa) € Q be a solution of (3.30)—(3.31) for o > 0 as proven in step 2. Integrat-
ing (3.30)—(3.31) in time, applying integration by part and using the initial conditions yield

/OT /Q —0ipa - 010 + (C(Xa)e(Pa) + €' (Xa)e(u)ga + De(dpa)) : () dzdt = 0, (3.33)
/OT /Q ~Ga0t = €' (=0iXa)1aDpt) — Vo - VO + Voo - Vi d dt
/ / s x te(u)gaty + C'(X)e(u) s e(pa)t + [ (X)qath da dt (3.34)
= /Q At (Xa(T) = x7)9(0) dz

for all (¢ w)GQwithtp( ) =0 and (T )—
Testing (3.33) with p, and (3.34) with ¢!, and noticing p, = —;pf, and g, = —0,4’, as well as the initial and
final-time conditions pa(O) =0 and p% (T ) = 0, we obtain after integration by parts

t
/ / OsPa - P + C(Xa)e(pa) : E(ﬁ;) + C'(Xa)e(u)qa : E(ﬁfx) + De(pa) : €(pa) dzds = 0,
0 J
t
1
[ [ 1aal? + € (-00xa)laal + [9aaf? + T(-0.08) - Vil + 5€"(xa)=(w) s u)aad, da ds
0 J

+ /0 /Q ' (xa)e(t) : £(pa)ds + " (xa)gadl, dads — / A (xa(T) — xr) it (0) da.

(9}

Adding these equations, using & > 0 (see (A3)) and ¢/,(T') = 0 and applying further standard estimates yield

lpa(O1Z2 + elle@a)lZ2 04:22) + 9allLz (o 60y + IV (O)1Z2

// (Xa)e(pa) 1 € dxds—// (Xa)e(W)qq : e(ph) dzds

=T

/ / 5C"(x s e(u)qadl dxdsf/ / (Xa)e(u) : £(pa)d’, dz ds (3.35)

=Ty =Ty

—/ / f”(Xa)qa(j};dxder/ )\T(XOC(T)fXT)(jZ(O)dz.
0 Jo Q

=:T5 =:Tg
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We obtain by standard calculations
T < H(C(XQ)HL‘X’(LO")||E(pa>||L2(0,t;L2)“E(ﬁfx>”L2(0,t;L2)
< 6lle(pa)llr2(0,6:02) + Cslle(Ba)llL2(0,4:2.2)
T < H(C/(Xa)HLw(Lw)||5(U)||Loo(L4)||qQ||L2(o,t;L4)||5(ﬁta)||L2(o,t;L2)
< 5an|‘%2(0,t;H1) + 05||€(ﬁfx)||%2(0,t;L2)7
T3 < %”CH(Xa)HLOO(LOO)||5(U)||%W(L4)||Qa||L2(0,t;L4)||(jg||L2(0,t;L4)
< 01\gall 720,081y + Csll@allT 20,41

Ty < || (xa) ooy €@l e (29 lle(Pa) | 22(0,6:22) 1d0 | 22 (0,8 20)

< 5“5(1704)”%2(0,75;1:2) + C5||dztx||2L2(07t;H1)7
Ts < || " (xa)lzoo (o) l9all L2 (0.4:22) 1G4 | L2 0,4:2)

< 5H‘Ia|‘%2(o,t;L2) + C5||qzy||2L2(0,t;L2)’
Ts < Arlxa(T) = x7llz2 145 (0)] 22,
< 0llgallZ2(0,522) + Cslixa(T) = x7ll72-

We observe that it will be indispensable to absorb the terms ||q;;||2L2(07t;H1) and Hs(ﬁta)||2LQ(07t;L2) by terms on
the left-hand side in (3.35). To this end, we notice that by definition of ¢, we have

A AU R AENCE e
: (3.36)
< ClEAO o) +C [ Mol
The first term on the right-hand side of (3.36) is treated by a tricky calculations using Lemma 3.9:
135 (0)122(0.1:r1)
' 2 2 'd 2
= [ 18Ol ds = a0 = [ 5 (shaz o)1) ds
0 o ds
t t d
— [ 12Ol ds+ [ 55 (laa0)1F) ds
0 o ds
¢ t
= [ a0 as+ [ 25 [ (00a0(5) + Vi 0)- Vao(5)dr) as
0 0

t t
< [ gl ds 27 [ [ CalasOF + dlan(s) + ColVE O + 8Vaa(s)P dods
0 0 J

t s
— 02T a0 i) + (C52T + 1) / / lgall2: drds.
0 0



OPTIMAL CONTROL PROBLEM FOR DAMAGE PROCESSES IN 2D 601

This yields with (3.36) the crucial estimate

t
112 0oty < Sl 2 0m) + C / lgall2 000100

Analogously,
t
N 2 2

le(@) 220,22y < Slle(Pa)llZ2(0,0:2) +Ca/0 le(@a)llzz(0,5:22)-

By using these estimates and the estimates for T, ..., Ts we obtain from (3.35)
lpa(®)l122 + le@a)lZzo.22) + l1dalZao s
¢ ) ) ) (3.37)
<C (||5(pa)||L2(0,s;L2) + ||Qa||L2(0,s;H1)> ds + Cl[xa(T) = x7l72-
0

Thus Lemma 3.10 is proven after using Gronwall’s lemma. (]

The assertion of Proposition 3.5 can now easily be obtained by exploiting the a priori estimate of the a-
regularized adjoint system from Lemma 3.10. Due to the linearity of the PDE system (3.30)—(3.31) we can pass
to the limit « | 0. Thus Proposition 3.5 is proven.

3.3. Derivation of a first-order optimality system

This last part of the section is devoted to collect the results from below in order to prove our main result,
namely a necessary optimality system for minimizers of (CP). For reader’s convenience we summarize the
approach to solve this problem.

From now on we assume that (A1)—(A5), (O1)—(03) and (B1)—(B4) hold. Let us introduce the so-called
“reduced cost functional” given by

j:B—=R defined by j(b) := J(S2(b), b)
with the cost functional

J:XxB—=R defined by (1.1)
and the control-to-state operator

S:BoUxX defined by S(b) = (S1(b), Sa(b)) := (u(b), x(b))
solving PDE system (1.3)—(1.6).

Our optimal control problem (CP) can now be restated as
(CP'") find a minimizer of j over Baqm.

Theorem 2.4 guarantees existence of minimizers to (CP). Let b such a minimizer. We know that J is Fréchet dif-
ferentiable and from Proposition 3.3 that S is Gateaux-differentiable. Thus j is also Gateaux-differentiable. Since
Badm is a bounded, closed and convex subset of B (see (B4)), the desired necessary condition for optimality is

(Dj(b),b—b)g >0 for every b € Bagm. (3.38)
Application of the chain rule yields (see (3.10) with h = b — b)

(0T (S2(b),b), DS2(b)[b — b]) 1, + (95T (Sa(b),b),b — b) s > 0. (3.39)
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Let (p,q) be a solution of the adjoint problem at (u,x) := S(b) according to Proposition 3.5. Testing equa-
tion (3.14) with the admissible pair of test-functions

(0, 0) = (DS1(b)[b — b], DSs(b)[b — b]) =: (i, X) € O,

we can rewrite the first term in (3.39) as the left-hand side of (3.14) tested with (i, X). Then testing the PDE
system for (4, x) in Proposition 3.1 with the admissible pair of test-functions (p, ¢) € Q and adding the resulting
equations we end up with (see (3.11)—(3.12))

o~

(0T (S2(6),5), DS2(B) b — ) 5 = /2 p- (b - b)dadt.

Therefore (3.39) is equivalent to
/ (p+Asb) - (b—b)dzdt >0 for every b € Badm. (3.40)
b

In conclusion we have proven the following result:

Theorem 3.11. Suppose that (A1)—(A5), (01)—(03) and (B1)—(B4) hold. Let b € Baam be an optimal control
of (CP) with the associated state (u,x) = S(b) and some pair of adjoint variables (p,q) € Q that solves the
system (3.15)—(3.16) according to Proposition 3.5. Then (3.40) holds.

4. CONCLUSION AND PERSPECTIVES

In our preceding work [7] we have proven well-posedness of strong solutions of the state system (1.2)—(1.6)
and existence of optimal controls for (CP). Based on these results we have established first-order optimality
conditions in this paper. The main result is stated in Theorem 3.11 and provides a basis for further investigations.
We conclude our paper with some open problems that could be addressed in future works.

e [rreversibility condition. As pointed out in the introduction damage models usually contains a so-called ir-
reversibility condition which is realized via the sub-differential term 0I(_ . g)(x¢) in the damage law. Equiv-
alently we may introduce a slack variable ( and write the damage law as

1
Xi+C = A= A+ 5C (0= 2(w) + 1) =0
together with the complementarity conditions

Xt:¢=0, ¢>0, x¢:=<0.

The corresponding optimal control problem then becomes a difficult and unexplored mathematical program
with complementarity constraints (MPCC) and it remains open if stationarity conditions can be obtained
via a limit passage of the regularized version as considered in this paper. As pointed out in [1] (see [7] for
our case) optima of the regularized control problem approximate solutions of the MPCC.

e Different cost functionals. We have considered an L?-tracking type cost functional in (CP) since this work
is focused on the treatment of a complex and nonlinear state system. This restricts possible applications
because (smooth approximations of ) cracks only give rise to a small contribution with respect to the L2-norm.
More realistic choices would be the usage of higher-order or even L*°-cost functionals.

e Damage-dependent viscosities. It would be desirable to let not only the stiffness tensor C(-) but also the
viscosity tensor D in the force balance equation (1.2) to depend on the damage phase-field x. Existence of
strong solutions has already been proven in [7] and well-posedness is also expected for this case. However
optimality conditions for the optimal control problem still need to be shown.
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