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#### Abstract

We prove sharp embedding inequalities for certain reduced Sobolev spaces that arise naturally in the context of Dirichlet problems with $L^{1}$ data. We also find the optimal target spaces for such embeddings, which in dimension 2 could be considered as limiting cases of the Hansson-Brezis-Wainger spaces, for the optimal embeddings of borderline Sobolev spaces $W_{0}^{k, n / k}$. © 2013 Elsevier Masson SAS. All rights reserved.


## 1. Introduction

In this paper we are concerned with special kinds of the so-called reduced Sobolev spaces, namely the spaces defined by

$$
\begin{equation*}
W_{\Delta}^{2,1}(\Omega)=\left\{u \in W_{0}^{1,1}(\Omega): \Delta u \in L^{1}(\Omega)\right\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{\Delta, 0}^{2,1}(\Omega)=\text { closure of } C_{0}^{\infty}(\Omega) \text { in the norm }\|\Delta u\|_{1} \tag{2}
\end{equation*}
$$

which we name $\Delta$-reduced Sobolev spaces. Here $\Omega$ is a bounded open set of $\mathbb{R}^{n}$, and $W_{0}^{k, p}(\Omega)$ denotes the closure of the set of $C^{\infty}$ functions compactly supported in $\Omega$, in the norm $\|u\|_{k, p}=\left(\sum_{|\alpha| \leqslant k}\left\|D^{\alpha} u\right\|_{p}^{p}\right)^{1 / p}$. The spaces $W_{\Delta}^{2,1}(\Omega)$ and $W_{\Delta, 0}^{2,1}(\Omega)$ could be regarded as natural domains for the Dirichlet Laplacian, as an unbounded operator in $L^{1}(\Omega)$. Indeed, for $f \in L^{1}(\Omega)$ the problem $-\Delta u=f$ has a unique solution $u \in W_{\Delta}^{2,1}(\Omega)$, and if $\Omega$ is smooth enough then such $u$ is the limit of $C^{\infty}$ functions in $\Omega$ which are continuous up to the boundary, with 0 boundary value. The same considerations can be made for the $L^{p}$ versions $W_{\Delta}^{2, p}$ and $W_{\Delta, 0}^{2, p}$, obtained by replacing $W_{0}^{1,1}$ with $W_{0}^{1, p}$ and $\|\Delta u\|_{1}$ with $\|\Delta u\|_{p}$ in (1) and (2). There is, however, an important difference: if $p>1$ then $W_{\Delta, 0}^{2, p}(\Omega)=W_{0}^{2, p}(\Omega)$, and (if $\Omega$ is smooth enough) $W_{\Delta}^{2, p}(\Omega)=W_{0}^{1, p}(\Omega) \cap W^{2, p}(\Omega)$, but these assertions are both false in the case $p=1$. The reason for this is, essentially, that the $L^{1}$ norms of the second partial derivatives cannot be controlled by $\|\Delta u\|_{1}$ (see for example [17]). For a general $L^{1}$ theory of second order elliptic equations see [8].

[^0]From the above discussion it should be apparent that such spaces are natural choices if one would like to study the summability properties of solutions of the Dirichlet problem in $L^{1}$, or the exceptional case $n=2$ of the MoserTrudinger embedding $W_{0}^{2, \frac{n}{2}} \hookrightarrow e^{L^{\frac{n}{n-2}}}$.

In a recent paper [12] Cassani, Ruf and Tarsi investigated sharp embedding properties of the $\Delta$-reduced spaces in (1) and (2), for smooth $\Omega$. Among the main results of [12] are the sharp forms of the embeddings of $W_{\Delta}^{2,1}(\Omega)$ into the Zygmund space $L_{\exp }(\Omega)$, when $n=2$, and into the weak- $L^{\frac{n}{n-2}}$ space $L^{\frac{n}{n-2}, \infty}(\Omega)$, when $n \geqslant 3$. These spaces are defined by the quasi-norms

$$
\begin{equation*}
\|u\|_{L_{\text {exp }}}^{*}=\sup _{0<t \leqslant|\Omega|} \frac{u^{*}(t)}{1+\log \frac{|\Omega|}{t}}, \quad\|u\|_{\frac{n}{n-2}, \infty}^{*}=\sup _{0<t \leqslant|\Omega|} t^{\frac{n-2}{n}} u^{*}(t) \tag{3}
\end{equation*}
$$

where $u^{*}$ denotes the decreasing rearrangement of $u$ on $(0, \infty)$, and the sharp forms of the embeddings derived in [12, Thms. 1, 2] are written as

$$
\begin{align*}
& \|u\|_{L_{\text {exp }}}^{*} \leqslant \frac{1}{4 \pi}\|\Delta u\|_{1}, \quad n=2,  \tag{4}\\
& \|u\|_{\frac{n}{n-2}, \infty}^{*} \leqslant \frac{1}{n^{\frac{n-2}{n}}(n-2) \omega_{n-1}^{2 / n}}\|\Delta u\|_{1}, \quad n \geqslant 3 \tag{5}
\end{align*}
$$

where $\omega_{n-1}$ denotes the volume of the $(n-1)$-dimensional unit sphere. The quantities on the left-hand side are quasi-norms defining the spaces $L_{\exp }(\Omega)$ and $L^{\frac{n}{n-2}, \infty}(\Omega)$, respectively; the constants on the right-hand sides are sharp, that is, they cannot be replaced by smaller constants.

In [12] the following slightly better estimate is in fact obtained for any $u \in W_{\Delta}^{2,1}(\Omega)$ :

$$
\begin{equation*}
u^{*}(t) \leqslant N_{|\Omega|}^{*}(t)\|\Delta u\|_{1}, \quad 0<t \leqslant|\Omega|, n \geqslant 2 \tag{6}
\end{equation*}
$$

where

$$
N_{|\Omega|}^{*}(t)= \begin{cases}\frac{1}{4 \pi} \log \frac{|\Omega|}{t} & \text { if } n=2,  \tag{7}\\ \frac{1}{n^{\frac{n-2}{n}(n-2) \omega_{n-1}^{2 / n}}\left(t^{-\frac{n-2}{n}}-|\Omega|^{-\frac{n-2}{n}}\right)} & \text { if } n \geqslant 3\end{cases}
$$

denotes the decreasing rearrangement of the Green function of the Laplacian for the ball of volume $|\Omega|$, with pole at the origin (see the proofs of Thms. 1, 3 and Prop. 12 in [12]).

It must be noted that inequality (6) was obtained several years ago by Alberico and Ferone (see [3, Theorem 4.1 and Remark 4.1] for the case $n=2$, and Theorem 5.1 for the case $n \geqslant 3$, which trivially yields (6)). In [3] it is in fact shown that $u^{*}(t) \leqslant N_{|\Omega|}^{*}(t)\|P u\|_{1}$, for a general class of second order elliptic operators $P$, such that the Dirichlet problem $P u=f$ admits a unique weak solution $u \in L^{1}$, for each $f \in L^{1}(\Omega)$; in such generality, however, one cannot expect the inequality to be sharp. Related results are also contained in [5] and [4].

Regarding the analogous results for the space $W_{\Delta, 0}^{2,1}(\Omega)$, i.e. the case of compactly supported functions, only partial results were obtained in [12], which however revealed an intriguing aspect: among all functions of $W_{\Delta, 0}^{2,1}(\Omega)$ which are either radial or nonnegative, inequalities (4), (5) and (6) continue to hold but the constants are halved. In particular, Cassani, Ruf and Tarsi proved that (see [12, proofs of Props. 14 and 16]) for any $t \in(0,|\Omega|]$

$$
\begin{equation*}
u^{*}(t) \leqslant \frac{1}{2} N_{|\Omega|}^{*}(t)\|\Delta u\|_{1}, \quad u \in W_{\Delta, 0}^{2,1}(\Omega), u \geqslant 0 \text { or } u \text { radial, } n \geqslant 2 \tag{8}
\end{equation*}
$$

and consequently [12, Thm. 5, Props. 14, 16]

$$
\begin{align*}
& \|u\|_{L_{\text {exp }}}^{*} \leqslant \frac{1}{8 \pi}\|\Delta u\|_{1}, \quad n=2  \tag{9}\\
& \|u\|_{n}^{*}, \frac{n}{n-2}, \infty \tag{10}
\end{align*} \frac{1}{2 n^{\frac{n-2}{n}}(n-2) \omega_{n-1}^{2 / n}}\|\Delta u\|_{1}, \quad n \geqslant 3,
$$

for any $u \in W_{\Delta, 0}^{2,1}(\Omega)$ which is either nonnegative or radial, and with sharp constants, within that class of functions. One of the original motivations of this work was to find out whether the inequalities in (9), and (10) would still be valid, and therefore sharp, in the whole space $W_{\Delta, 0}^{2,1}(\Omega)$.

The first main result of this paper is the following sharp version of (8): if $\Omega$ is open and bounded, then for any $t \in(0,|\Omega|]$

$$
\begin{equation*}
u^{*}(t) \leqslant 2^{-2 / n} N_{|\Omega|}^{*}(t)\|\Delta u\|_{1}, \quad u \in W_{\Delta, 0}^{2,1}(\Omega), n \geqslant 2 \tag{11}
\end{equation*}
$$

and the constant $2^{-2 / n}$ in (11) is sharp, in the sense that it cannot be replaced with a smaller constant if $t$ is allowed to be sufficiently small. We will also prove sharpness of (11) for any given $t$ when $\Omega$ is either a ball $(n=2)$ or the whole of $\mathbb{R}^{n}(n \geqslant 3)$. As a consequence of (11) we then find that allowing $u$ to be an arbitrary function in $W_{\Delta, 0}^{2,1}(\Omega)$ (not just nonnegative or radial) inequality (9) continues to hold, with sharp constant, whereas (10) is replaced with

$$
\|u\|_{\frac{n}{n-2}, \infty}^{*} \leqslant \frac{2^{-2 / n}}{n^{\frac{n-2}{n}}(n-2) \omega_{n-1}^{2 / n}}\|\Delta u\|_{1}, \quad n \geqslant 3
$$

with sharp constant.
To prove (11), we will first rederive (8) (and also (6)) for arbitrary open and bounded $\Omega$, as a relatively straightforward consequence of Talenti's comparison theorem (which was also the starting point in [3] and [12]) and a well-known formula that goes back to Talenti [19], for the solution of the Dirichlet problem on a ball with radial data (see (40), (41)). The use of such formula in combination with Talenti's type comparison theorems allows one to obtain optimal norm estimates of the solution $u$ of a Dirichlet problem $-\Delta u=f$ in terms of norms of $f$; this idea was already mentioned and used elsewhere (see for example [5, Prop. 3.1] and comments thereafter, and also [3, proof of Theorem 4.1]).

The presence of the factor $\frac{1}{2}$ in (8) is perhaps better clarified in our proof, which is based on the simple observation that if $u$ is compactly supported in $\Omega$, then $\int_{\Omega} \Delta u=0$, and

$$
\begin{equation*}
\int_{\Omega}(\Delta u)^{+} d x=\int_{\Omega}(\Delta u)^{-} d x=\frac{1}{2}\|\Delta u\|_{1} \tag{12}
\end{equation*}
$$

where $(\Delta u)^{+}$and $(\Delta u)^{-}$denote the positive and negative parts of $\Delta u$. The proof of (11) will be then obtained by carefully combining estimates for the distribution functions of the positive and the negative parts of $u$. We will also introduce natural families of radial extremal functions for (6) and (8), essentially Green's potentials of normalized characteristic functions of balls or annuli; by suitably translating such functions we will be able to produce a family of extremals for (11).

An immediate consequence of (11) when $n=2$ is the following Brezis-Merle type inequality

$$
\begin{equation*}
\sup _{u \in W_{\Delta, 0}^{2,1}(\Omega)} \int_{\Omega} e^{\alpha \frac{|u(x)|}{\|\Delta u\|_{1}}} d x \leqslant \frac{8 \pi}{8 \pi-\alpha}|\Omega|, \quad \alpha<8 \pi, \tag{13}
\end{equation*}
$$

where the left-hand side is infinite if $\alpha=8 \pi$, and with sharpness of the constant $\frac{8 \pi}{8 \pi-\alpha}$ when $\Omega$ is a ball. The same inequality holds for $W_{\Delta}^{2,1}(\Omega)$ with $8 \pi$ replaced by $4 \pi$ :

$$
\begin{equation*}
\sup _{u \in W_{\Delta}^{2,1}(\Omega)} \int_{\Omega} e^{\alpha \frac{|u(x)|}{\|\Delta u\|_{1}}} d x \leqslant \frac{4 \pi}{4 \pi-\alpha}|\Omega|, \quad \alpha<4 \pi, \tag{14}
\end{equation*}
$$

and as such it also appears in [3, Thm. 3.1], as a consequence of (6). The original Brezis-Merle inequality was obtained in [6] and it is essentially (14), but with a larger right-hand side. Similar inequalities without explicit right-hand side constants, but slightly more general integrands, were also obtained in [12], but either on $W_{\Delta}^{2,1}(\Omega)$ or for functions of $W_{\Delta, 0}^{2,1}(\Omega)$ which are nonnegative or radial. The Brezis-Merle inequality quantifies the exponential integrability of functions in $W_{\Delta, 0}^{2,1}(\Omega)$ and $W_{\Delta}^{2,1}(\Omega)$, when $n=2$; indeed it is well known that the function $u$ is in $L_{\exp }(\Omega)$ if and only if $\int_{\Omega} e^{\lambda|u|} d x<\infty$, for some $\lambda>0$.

We observe that the discrepancy between the optimal ranges of $\alpha$ 's in (13) and (14) is a phenomenon that is peculiar to $L^{1}$ and the identities in (12). Indeed, the analogous sharp exponential inequality when $n>2$

$$
\begin{equation*}
\int_{\Omega} e^{\alpha\left(\frac{|u(x)|}{\| \Delta u \mid n / 2}\right)^{\frac{n}{n-2}}} d x \leqslant C, \quad 0<\alpha \leqslant n(n-2)^{\frac{n}{n-2}} \omega_{n-1}^{\frac{2}{n-2}} \tag{15}
\end{equation*}
$$

was obtained by Adams [1] for the space $W_{0}^{2, n / 2}(\Omega)=W_{\Delta, 0}^{2, n / 2}(\Omega)$, but it can be easily extended to the larger space $W_{\Delta}^{2, n / 2}(\Omega)=W_{0}^{1, p}(\Omega) \cap W^{2, p}(\Omega)$, with the same sharp range of $\alpha$ 's. The reason for that is that if $p>1$ then $\left\|f^{+}\right\|_{p}$ can be made arbitrarily close to $\|f\|_{p}$ within the class of functions with zero mean; the vanishing of the mean of $\Delta u$ plays no role in (15), as opposed to the case $n=2$ in (13) and (14), where (12) causes a doubling of the largest exponential constant, going from general solutions of Dirichlet problems to compactly supported functions.

When $n \geqslant 3$ one instead obtains, as a result of (11), an estimate of type

$$
\sup _{u \in W_{\Delta, 0}^{2,1}(\Omega)} \frac{\|u\|_{q}}{\|\Delta u\|_{1}} \leqslant C(n, q,|\Omega|), \quad 1 \leqslant q<\frac{n}{n-2}
$$

and a similar estimate for $W_{\Delta}^{2,1}(\Omega)$, using (6). In Corollary 2 we will exhibit a specific constant $C(n, q,|\Omega|)$ which is sharp in the case of $W_{\Delta}^{2,1}(\Omega)$ and $\Omega$ a ball. Similar estimates without explicit constants, but slightly more general otherwise, were also obtained in [12], but again, only on $W_{\Delta}^{2,1}(\Omega)$ or for functions of $W_{\Delta, 0}^{2,1}(\Omega)$ which are nonnegative or radial.

A question of interest that one can raise, in view of the embedding results in [12] and in the present paper, is the following: What is the smallest target space for the embeddings of $W_{\Delta, 0}^{2,1}(\Omega)$ ?

A natural request in this sort of questions is that our admissible target spaces be the so-called rearrangement invariant spaces; those are Banach spaces $\left(X,\|\cdot\|_{X}\right)$ of Lebesgue measurable functions on $\Omega$ with the property that $\|u\|_{X}=\|w\|_{X}$, whenever $u$ and $w$ are equimeasurable. This problem has been fully investigated in the case of the classical Sobolev spaces embeddings. In particular, for the borderline embeddings of $W_{0}^{k, n / k}(\Omega)(n>k)$, the optimal r.i. target spaces turn out to be the so-called Hansson-Brezis-Wainger spaces [9,11,13,14,18]; such spaces are strictly contained in the exponential classes involved in the Adams-Moser-Trudinger inequalities [1]. See also [10], where optimal embedding results are obtained for general Orlicz-Sobolev spaces, including those of Hansson-Brezis-Wainger as special cases.

The second main result of this paper is that the optimal target space for the embedding $W_{\Delta, 0}^{2,1}(\Omega) \hookrightarrow X$, where $X$ is an r.i. space over $\Omega$, is the space of functions

$$
L_{\exp , 0}(\Omega)=\left\{u \in L_{\exp }(\Omega): \lim _{t \rightarrow 0} \frac{u^{* *}(t)}{\log \frac{1}{t}}=0\right\}, \quad \text { when } n=2
$$

and

$$
L_{0}^{\frac{n}{n-2}, \infty}(\Omega)=\left\{u \in L^{\frac{n}{n-2}, \infty}(\Omega): \lim _{t \rightarrow 0} t^{\frac{n-2}{n}} u^{* *}(t)=0\right\}, \quad \text { when } n \geqslant 3
$$

where $u^{* *}(t)=\frac{1}{t} \int_{0}^{t} u^{*}(s) d s$ denotes the so-called maximal function of $u^{*}$. It is easy to see that the limit conditions in the above spaces can be unified as

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{u^{*}(t)}{N_{|\Omega|}^{*}(t)}=0 \tag{16}
\end{equation*}
$$

which is obviously a stronger condition than (11) from the point of view of "best target space".
When $n=2$ the space $L_{\exp , 0}(\Omega)$ is a Banach subspace of $L_{\exp }(\Omega)$, endowed with the norm

$$
\begin{equation*}
\|u\|_{L_{\exp }}=\sup _{0<t \leqslant|\Omega|} \frac{u^{* *}(t)}{1+\log \frac{|\Omega|}{t}} \tag{17}
\end{equation*}
$$

and our optimal embedding result can be interpreted as the limiting case of the optimal borderline embeddings obtained by Hansson and Brezis-Wainger for $W_{0}^{k, n / k}(\Omega), n>k$.

When $n \geqslant 3$ the space $L_{0}^{\frac{n}{n-2}, \infty}(\Omega)$ is a Banach subspace of $L^{\frac{n}{n-2}, \infty}(\Omega)$, endowed with the norm

$$
\begin{equation*}
\|u\|_{\frac{n}{n-2}, \infty}=\sup _{0<t \leqslant|\Omega|} t^{\frac{n-2}{n}} u^{* *}(t) \tag{18}
\end{equation*}
$$

The space $L_{\exp , 0}(\Omega)$ can also be characterized as the closure of the class of simple measurable functions on $\Omega$, in the norm $\|\cdot\|_{L_{\exp }}$, and also as the subspace of all order continuous elements of $L_{\exp }(\Omega)$ (i.e. those $f \in L_{\exp }(\Omega)$ such
that if $\left|f_{n}\right| \leqslant|f|$ and $\left|f_{n}\right| \downarrow 0$ then $\left\|f_{n}\right\|_{L_{\text {exp }}} \downarrow 0$ ). This is also true for $L_{0}^{\frac{n}{n-2}, \infty}(\Omega)$, and in fact for any Marcinkiewicz space $M_{w}(\Omega)$, defined by the norm $\|u\|_{M_{w}}=\sup \left\{u^{* *}(t) w(t)\right\}$, for a quasiconcave function $w$, and its subspace $M_{w}^{0}(\Omega)=\left\{u \in M_{w}(\Omega): \lim _{t \rightarrow 0} u^{* *}(t) w(t)=0\right\}$ (see for example [16], and also [15] which contains a nice summary of the properties of $\left.M_{w}^{0}\right)$.

It is important to note that our optimal spaces $L_{\text {exp, } 0}$ and $L_{0}^{\frac{n}{n-2}, \infty}$ do not satisfy the so-called Fatou property, that is, they are not closed under a.e. limits of uniformly bounded sequences. For this reason the definition of ri. space that we adopt here, given for example in [16], is the more general one, which does not require the Fatou property. It is an easy consequence of our result, however, that the optimal ri. spaces with the Fatou property that contain $W_{\Delta, 0}^{2,1}(\Omega)$ are $L_{\exp }(\Omega)$, when $n=2$, and $L^{\frac{n}{n-2}, \infty}(\Omega)$, when $n \geqslant 3$ (see Theorem 2).

Our optimality results improve those obtained in Alberico and Cianchi [2], namely Theorem 1.1 in case $k=+\infty$, $n>p=2$ and Theorem 1.2, (iii), $k=+\infty, n=p=2$. In such theorems the authors prove in particular the optimality of the norms $\|u\|_{\frac{n}{n-2}, \infty}(n \geqslant 3)$ and $\|u\|_{L_{\text {exp }}}(n=2)$ in the inequality

$$
\begin{equation*}
\|u\|_{X} \leqslant C\|f\|_{1} \tag{19}
\end{equation*}
$$

among all r.i. spaces $X$ satisfying the Fatou property, assuming that the inequality is valid for all $f \in L^{1}$ and all solutions $u$ of a general class of boundary value problems, which includes the Dirichlet problem. Their proof is based on a duality argument and the fact that if $X$ is an ri. space with the Fatou property then its second associate space $X^{\prime \prime}$ coincides with $X$. It is well known that if $X$ does not satisfy the Fatou property, then $X$ is a proper subspace of $X^{\prime \prime}$ (see for example $[7,16,15]$ for a summary of these and more facts on ri. spaces, and references therein). In our result we assume only the minimal set of axioms for an ri. space, and the validity of (19) when $f=-\Delta u$, and $u$ compactly supported in $\Omega$, i.e. when $u \in W_{\Delta, 0}^{2,1}(\Omega)$.

Our proof is self-contained and borrows some ideas used in [11, Thm. 5], for the spaces $W^{k, n / k}$. The key step is to prove that for a function $u$ satisfying (16) and with support inside a ball of volume $V$ one has

$$
u^{*}(t) \leqslant(T f)^{*}(t), \quad 0<t \leqslant V
$$

where $T$ is the Green potential for the ball, and $f$ is a suitable positive radial function on the ball. This is a version of [11, Thm. 4] that is suited to our situation.
2. Sharp embedding inequalities for $W_{\Delta}^{2,1}(\Omega)$ and $W_{\Delta, 0}^{2,1}(\Omega)$

If $\Omega$ is an open set of $\mathbb{R}^{n}$ and $u: \Omega \rightarrow \mathbb{R}$ is Lebesgue measurable, the decreasing rearrangement of $u$ is the function

$$
u^{*}(t)=\inf \{s \geqslant 0:|\{x \in \Omega:|u(x)|>s\}| \leqslant t\}, \quad t>0
$$

that is the function on $[0,+\infty)$ that is equimeasurable with $u$ and also decreasing.
On a ball $B_{R}=B(0, R)$ let
with

$$
c_{n}=\frac{1}{(n-2) \omega_{n-1}}, \quad \omega_{n-1}=\frac{2 \pi^{n / 2}}{\Gamma\left(\frac{n}{2}\right)}
$$

If $B_{R}$ is a ball of given volume $V$ and $0<t \leqslant V$, we let

$$
N_{V}^{*}(t)=N_{B_{R}}\left(\left(\frac{n t}{\omega_{n-1}}\right)^{1 / n}\right)= \begin{cases}\frac{1}{4 \pi} \log \frac{V}{t} & \text { if } n=2, \\ c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}}\left(t^{-\frac{n-2}{n}}-V^{-\frac{n-2}{n}}\right) & \text { if } n \geqslant 3 .\end{cases}
$$

Note that if $G_{B_{R}}(x, y)$ is the Green function for the ball of volume $V$ then $N_{V}^{*}(t)$ is the decreasing rearrangement of $G_{B_{R}}(x, 0)$.

When $n \geqslant 3$ we also set

$$
\begin{equation*}
N_{\infty}^{*}(t)=c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}} t^{-\frac{n-2}{n}}, \quad t>0 . \tag{20}
\end{equation*}
$$

The $\Delta$-reduced spaces $W_{\Delta}^{2,1}(\Omega)$ and $W_{\Delta, 0}^{2,1}(\Omega)$ are defined in (1) and (2). Note that those definitions make sense for arbitrary open sets, not necessarily bounded. In particular when $\Omega=\mathbb{R}^{n}$ it is straightforward to check that $W_{\Delta}^{2,1}\left(\mathbb{R}^{n}\right)=$ $W_{\Delta, 0}^{2,1}\left(\mathbb{R}^{n}\right)$.

Theorem 1. Let $\Omega \subseteq \mathbb{R}^{n}, n \geqslant 2$, be open and bounded with volume $|\Omega|$. Then:
(a) For all $u \in W_{\Delta}^{2,1}(\Omega)$

$$
\begin{equation*}
u^{*}(t) \leqslant N_{|\Omega|}^{*}(t)\|\Delta u\|_{1}, \quad 0<t \leqslant|\Omega| . \tag{21}
\end{equation*}
$$

(b) For all $u \in W_{\Delta, 0}^{2,1}(\Omega)$ and $n \geqslant 2$

$$
\begin{equation*}
u^{*}(t) \leqslant 2^{-2 / n} N_{|\Omega|}^{*}(t)\|\Delta u\|_{1}, \quad 0<t \leqslant|\Omega| \tag{22}
\end{equation*}
$$

and if $n \geqslant 3$ and either $u \geqslant 0$ or $u$ radial and $\Omega$ a ball, then

$$
\begin{equation*}
u^{*}(t) \leqslant \frac{1}{2} N_{|\Omega|}^{*}(t)\|\Delta u\|_{1}, \quad 0<t \leqslant|\Omega| . \tag{23}
\end{equation*}
$$

When $n \geqslant 3$ both (22) and (23) hold for $\Omega$ unbounded, with the convention in (20).
(c) The inequalities in (a) and (b) are sharp in the following sense:

$$
\sup _{u \in X, 0<t \leqslant|\Omega|} \frac{u^{*}(t)}{N_{|\Omega|}^{*}(t)\|\Delta u\|_{1}}= \begin{cases}1 & \text { if } X=W_{\Delta}^{2,1}(\Omega),  \tag{24}\\ 2^{-2 / n} & \text { if } X=W_{\Delta, 0}^{2,1}(\Omega), \\ \frac{1}{2} & \text { if } X=W_{\Delta, 0}^{2,1}(\Omega) \cap\{u \text { radial }\} \\ & \text { or } X=W_{\Delta, 0}^{2,1}(\Omega) \cap\{u \geqslant 0\} .\end{cases}
$$

Moreover, if $B$ is any ball, then for each $t \in(0,|B|]$

$$
\sup _{u \in X} \frac{u^{*}(t)}{\|\Delta u\|_{1}}= \begin{cases}N_{|B|}^{*}(t) & \text { if } X=W_{\Delta}^{2,1}(B),  \tag{27}\\ \frac{1}{2} N_{|B|}^{*}(t) & \text { if } X=W_{\Delta, 0}^{2,1}(B) \cap\{u \text { radial }\} \\ & \text { or } X=W_{\Delta, 0}^{2,1}(B) \cap\{u \geqslant 0\}\end{cases}
$$

and also

$$
\begin{equation*}
\sup _{u \in W_{\Delta, 0}^{2,1}\left(\mathbb{R}^{n}\right)} \frac{u^{*}(t)}{\|\Delta u\|_{1}}=2^{-2 / n} N_{\infty}^{*}(t) \tag{29}
\end{equation*}
$$

Remark. As we noted in the introduction, (21) appears in [3] and [12] and (23) appears in [12], in case $\Omega$ is smooth.
As an immediate consequence of Theorem 1 we obtain sharp norm embeddings for the spaces $W_{\Delta}^{2,1}(\Omega)$ and $W_{\Delta, 0}^{2,1}(\Omega)$. Recall that

$$
\begin{equation*}
L_{\exp }(\Omega)=\left\{u: \Omega \rightarrow \mathbb{R}, u \text { measurable and }\|u\|_{L_{\text {exp }}}^{*}<\infty\right\} \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
L^{\frac{n}{n-2}, \infty}(\Omega)=\left\{u: \Omega \rightarrow \mathbb{R}, u \text { measurable and }\|u\|_{\frac{n}{n-2}, \infty}^{*}<\infty\right\} \tag{31}
\end{equation*}
$$

where the quasi-norms $\|u\|_{L_{\text {exp }}}^{*}$ and $\|u\|_{\frac{n}{n-2}, \infty}^{*}$ are defined as in (3). Note that in (30), (31) the norms $\|u\|_{L_{\text {exp }}}$ and $\|u\|_{\frac{n}{n-2}, \infty}$ defined in (17), (18) can be equivalently used in place of the corresponding quasi-norms.

Corollary 1. Let $\Omega \subseteq \mathbb{R}^{n}, n \geqslant 2$, be open and bounded. If $n=2$ then $W_{\Delta}^{2,1}(\Omega) \hookrightarrow L_{\exp }(\Omega)$ and in particular

$$
\begin{align*}
& \|u\|_{L_{\mathrm{exp}}}^{*} \leqslant \frac{1}{4 \pi}\|\Delta u\|_{1}, \quad w \in W_{\Delta}^{2,1}(\Omega),  \tag{32}\\
& \|u\|_{L_{\mathrm{exp}}}^{*} \leqslant \frac{1}{8 \pi}\|\Delta u\|_{1}, \quad w \in W_{\Delta, 0}^{2,1}(\Omega) \tag{33}
\end{align*}
$$

and the constants $\frac{1}{4 \pi}$ and $\frac{1}{8 \pi}$ are sharp, i.e. they cannot be replaced by smaller constants.
If $n \geqslant 3$ then $W_{\Delta}^{2,1}(\Omega) \stackrel{L^{\frac{n}{n-2}}, \infty}{(\Omega) \text { and in particular }}$

$$
\begin{align*}
& \|u\|_{\frac{n}{n-2}, \infty}^{*} \leqslant c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}}\|\Delta u\|_{1}, \quad w \in W_{\Delta}^{2,1}(\Omega),  \tag{34}\\
& \|u\|_{\frac{n}{n-2}, \infty}^{*} \leqslant 2^{-2 / n} c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}}\|\Delta u\|_{1}, \quad w \in W_{\Delta, 0}^{2,1}(\Omega) \tag{35}
\end{align*}
$$

and the constants are sharp.
Remark. Corollary 1 continues to hold if $\|u\|_{L_{\text {exp }}}^{*}$ and $\|u\|_{\frac{n}{n-2}, \infty}^{*}$ are replaced by the larger quantities $\|u\|_{L_{\text {exp }}}$, $\|u\|_{\frac{n}{n-2}, \infty}$, and the constants in (32)-(35) are multiplied by $\frac{n}{2}$. The reason for this is that

$$
N_{V}^{* *}(t)=\frac{1}{t} \int_{0}^{t} N_{V}^{*}(u) d u= \begin{cases}\frac{1}{4 \pi}\left(1+\log \frac{V}{t}\right) & \text { if } n=2, \\ c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}}\left(\frac{n}{2} t^{-\frac{n-2}{n}}-V^{-\frac{n-2}{n}}\right) & \text { if } n \geqslant 3\end{cases}
$$

so that $N_{V}^{* *}(t) \sim \frac{n}{2} N_{V}^{*}(t)$, as $t \rightarrow 0$.
Another immediate consequence of the estimates of Theorem 1 are the following sharp versions of the BrezisMerle and Maz'ya's inequalities:

Corollary 2. Let $\Omega \subseteq \mathbb{R}^{n}, n \geqslant 2$, be open and bounded. If $n=2$ then

$$
\begin{align*}
& \int_{\Omega} e^{\alpha \frac{|u(x)|}{\|\Delta u\|_{1}}} d x \leqslant \frac{4 \pi}{4 \pi-\alpha}|\Omega|, \quad 0<\alpha<4 \pi, u \in W_{\Delta}^{2,1}(\Omega),  \tag{36}\\
& \int_{\Omega} e^{\alpha \frac{|u(x)|}{\|\Delta u\|_{1}}} d x \leqslant \frac{8 \pi}{8 \pi-\alpha}|\Omega|, \quad 0<\alpha<8 \pi, u \in W_{\Delta, 0}^{2,1}(\Omega) \tag{37}
\end{align*}
$$

and the integrals are infinite if $\alpha=4 \pi$ in (36) and $\alpha=8 \pi$ in (37). If $\Omega$ is a ball, the constants $\frac{4 \pi}{4 \pi-\alpha}, \frac{8 \pi}{8 \pi-\alpha}$ are sharp.
If $n \geqslant 3$ then, for $1 \leqslant q<\frac{n}{n-2}$

$$
\begin{align*}
& \|u\|_{q} \leqslant c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}}\left[\frac{\Gamma\left(\frac{n}{n-2}-q\right) \Gamma(q+1)}{\Gamma\left(\frac{n}{n-2}\right)}\right]^{1 / q}|\Omega|^{\frac{1}{q}-\frac{n-2}{n}}\|\Delta u\|_{1}, \quad u \in W_{\Delta}^{2,1}(\Omega),  \tag{38}\\
& \|u\|_{q} \leqslant 2^{-\frac{2}{q n}} c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}}\left[\frac{\Gamma\left(\frac{n}{n-2}-q\right) \Gamma(q+1)}{\Gamma\left(\frac{n}{n-2}\right)}\right]^{1 / q}|\Omega|^{\frac{1}{q}-\frac{n-2}{n}}\|\Delta u\|_{1}, \quad u \in W_{\Delta, 0}^{2,1}(\Omega) \tag{39}
\end{align*}
$$

and if $\Omega$ is a ball, the constant is sharp in (38).
Proof of Theorem 1. The first step in the proof of (21) and (23) is Talenti's comparison theorem, as in [3] and [12], and the following well-known formula for the solution of the Dirichlet problem $-\Delta v=f$ on the ball $B_{R}$ and with radial data $f \in L^{1}\left(B_{R}\right)$ :

$$
\begin{equation*}
v(|x|)=N_{B_{R}}(|x|) \int_{|y| \leqslant|x|} f(y) d y+\int_{|x| \leqslant|y| \leqslant R} N_{B_{R}}(|y|) f(y) d y \tag{40}
\end{equation*}
$$

or, in polar coordinates,

$$
\begin{align*}
v(\rho) & =\omega_{n-1} N_{B_{R}}(\rho) \int_{0}^{\rho} f(r) r^{n-1} d r+\omega_{n-1} \int_{\rho}^{R} N_{B_{R}}(r) f(r) r^{n-1} d r \\
& =-\omega_{n-1} \int_{\rho}^{R} N_{B_{R}}^{\prime}(r) d r \int_{0}^{r} f(\xi) \xi^{n-1} d \xi \tag{41}
\end{align*}
$$

Note that if either $f \geqslant 0$ or $f$ decreasing with mean zero, then $v(\rho)$ given as in (41) is decreasing.
What we need here is the following version of Talenti's result: let $\Omega$ be open and bounded and let $f \in L^{1}(\Omega)$ and let $f^{\sharp}(x)=f^{*}\left(\left|B_{1}\right||x|^{n}\right)$, the Schwarz symmetrization of $f$, supported in the ball $B_{R}$ with volume $|\Omega|$; if $u, v \in W_{0}^{1,1}(\Omega)$ are the unique solutions of $-\Delta u=f$ and $-\Delta v=f^{\sharp}$, then $u^{*}(t) \leqslant v^{*}(t)$ for $t>0$. This result (including existence and uniqueness of the solutions) follows by a routine argument: (1) approximate $f$ in $L^{1}$ via a sequence of $f_{n} \in C_{0}^{\infty}(\Omega)$; (2) solve the problems $-\Delta u_{n}=f_{n},-\Delta v_{n}=f_{n}^{\#}$; (3) use the uniform gradient estimate $\left\|\nabla u_{n}\right\|_{1} \leqslant\left\|\nabla v_{n}\right\|_{1} \leqslant C\|f\|_{1}$ (the left inequality for example is in [19, p. 715]); (4) show that $\left\{u_{n}\right\}$ is a Cauchy sequence convergent to $u$, the solution of $-\Delta u=f ;(5)$ apply Talenti's classical result to the $u_{n}$, and pass to the limit.

To prove (21) we then apply the above version of Talenti's theorem to a function $\in W_{\Delta}^{2,1}(\Omega)$, and conclude that $u^{*}(t) \leqslant v^{*}(t)$ for $t>0$, where $v$ is the solution of $-\Delta v=(\Delta u)^{\sharp}, v=0$ on $\partial B_{R}$. Next, note that the solution of $-\Delta v=f\left(v=0\right.$ on $\left.\partial B_{R}\right)$ with $f$ radial given in (40) satisfies

$$
|v(|x|)| \leqslant N_{B_{R}}(|x|)\|f\|_{1}
$$

which instantly gives (21).
A small modification of the above argument yields (23) in the case $u \in W_{\Delta, 0}^{2,1}(\Omega)$ with either $u \geqslant 0$ or $u$ radial. Indeed, assuming WLOG that $u \in C_{0}^{\infty}(\Omega)$, then $\int_{\Omega} \Delta u=0$, so letting $f=-\Delta u$, and $f^{+}, f^{-}$be the positive and negative parts of $f$, we have $\int_{\Omega} f^{+}=\int_{\Omega} f^{-}=\frac{1}{2}\|f\|_{1}$. If $u$ is radial then (40) yields

$$
-N_{B_{R}}(|x|) \int_{B_{R}} f^{-}(y) d y \leqslant v(|x|) \leqslant N_{B_{R}}(|x|) \int_{B_{R}} f^{+}(y) d y
$$

or

$$
|v(|x|)| \leqslant \frac{1}{2} N_{B_{R}}(|x|)\|f\|_{1}
$$

from which (23) follows. If $u \geqslant 0$ then letting $w$ be the solution of $-\Delta w=f^{+}$on $\Omega$, with $w \in W_{0}^{1,1}(\Omega)$ we have $0 \leqslant u \leqslant w$, by the maximum principle, and the result follows from part (a) applied to $w$.

To prove (22) we argue as follows. First, note that it is enough to prove the result for $u \in C_{0}^{\infty}(\Omega)$. For such given $u$ and for each $\epsilon \geqslant 0$ consider the open subsets of $\Omega$

$$
\Omega_{\epsilon}=\{x \in \Omega: u(x)>\epsilon\}, \quad \Omega_{\epsilon}^{\prime}=\{x \in \Omega:-u(x)>\epsilon\}
$$

and the functions

$$
u_{\epsilon}:=\left.(u-\epsilon)\right|_{\Omega_{\epsilon}}, \quad u_{\epsilon}^{\prime}=\left.(-u-\epsilon)\right|_{\Omega_{\epsilon}^{\prime}} .
$$

Sard's theorem combined with the implicit function theorem guarantee that for a.e. $\epsilon>0$ both $\partial \Omega_{\epsilon}$ and $\partial \Omega_{\epsilon}^{\prime}$ are smooth $C^{\infty}(n-1)$-dimensional manifolds; therefore, for each such $\epsilon$ both $u_{\epsilon}$ and $u_{\epsilon}^{\prime}$ are $C^{\infty}$ in their domains, continuous up to the boundaries, and with zero boundary values, and if $f=-\Delta u$ they clearly solve the Dirichlet problems $-\Delta u_{\epsilon}=f$ and $-\Delta u_{\epsilon}^{\prime}=-f$ in their domains. Let now $w_{e}, w_{\epsilon}^{\prime}$ be the solutions to the Dirichlet problems

$$
\left\{\begin{array} { l l } 
{ - \Delta w _ { \epsilon } = f ^ { + } } & { \text { on } \Omega _ { \epsilon } , } \\
{ w _ { \epsilon } = 0 } & { \text { on } \partial \Omega _ { \epsilon } , }
\end{array} \quad \left\{\begin{array}{ll}
-\Delta w_{\epsilon}^{\prime}=f^{-} & \text {on } \Omega_{\epsilon}^{\prime}, \\
w_{\epsilon}^{\prime}=0 & \text { on } \partial \Omega_{\epsilon}^{\prime} .
\end{array}\right.\right.
$$

Then we have $0 \leqslant u_{\epsilon} \leqslant w_{\epsilon}$ and $0 \leqslant u_{\epsilon}^{\prime} \leqslant w_{\epsilon}^{\prime}$, and also $w_{\epsilon} \in W_{\Delta}^{1,2}\left(\Omega_{\epsilon}\right), w_{\epsilon}^{\prime} \in W_{\Delta}^{1,2}\left(\Omega_{\epsilon}^{\prime}\right)$. We can then apply part (a) to deduce

$$
\left(u_{\epsilon}\right)^{*}(t) \leqslant\left(w_{\epsilon}\right)^{*}(t) \leqslant N_{\left|\Omega_{\epsilon}\right|}^{*}(t) \int_{\Omega_{\epsilon}} f^{+} d x,
$$

for $0<t \leqslant\left|\Omega_{\epsilon}\right|$ and hence for $0<t \leqslant\left|\Omega_{0}\right|$. All the quantities involved above are monotone decreasing w.r.t. $\epsilon$ hence we deduce

$$
\begin{equation*}
\left(u_{0}\right)^{*}(t) \leqslant N_{\left|\Omega_{0}\right|}^{*}(t) \int_{\Omega_{0}} f^{+}=\frac{1}{2} N_{\left|\Omega_{0}\right|}^{*}(t)\|\Delta u\|_{1}, \quad 0<t \leqslant\left|\Omega_{0}\right| . \tag{42}
\end{equation*}
$$

Likewise, arguing with $u_{\epsilon}^{\prime}, w_{\epsilon}^{\prime}$, we obtain

$$
\begin{equation*}
\left(u_{0}^{\prime}\right)^{*}(t) \leqslant \frac{1}{2} N_{\left|\Omega_{0}^{\prime}\right|}^{*}(t)\|\Delta u\|_{1}, \quad 0<t \leqslant\left|\Omega_{0}^{\prime}\right| . \tag{43}
\end{equation*}
$$

Let now $\lambda_{V}(s)$ be the distribution function of $N_{V}^{*}$, i.e.

$$
\lambda_{V}(s)=\left|\left\{t>0: N_{V}^{*}(t)>s\right\}\right|= \begin{cases}V e^{-4 \pi s} & \text { if } n=2, \\ \left(\alpha_{n} s+V^{-\frac{n-2}{n}}\right)^{-\frac{n}{n-2}} & \text { if } n \geqslant 3\end{cases}
$$

where $\alpha_{n}=(n-2) n^{\frac{n-2}{n}} \omega_{n}^{2 / n}$. With this notation we have, for $s>0$,

$$
\begin{align*}
|\{x \in \Omega:|u(x)|>s\}| & =\left|\left\{x \in \Omega_{0}: u_{0}(x)>s\right\}\right|+\left|\left\{x \in \Omega_{0}^{\prime}: u_{0}^{\prime}(x)>s\right\}\right| \\
& \leqslant \lambda_{\left|\Omega_{0}\right|}\left(\frac{2 s}{\|\Delta u\|_{1}}\right)+\lambda_{\left|\Omega_{0}^{\prime}\right|}\left(\frac{2 s}{\|\Delta u\|_{1}}\right) . \tag{44}
\end{align*}
$$

Now note that $\left|\Omega_{0}\right|+\left|\Omega_{0}^{\prime}\right|=|\Omega|$ and that

$$
\lambda_{\left|\Omega_{0}\right|}\left(\frac{2 s}{\|\Delta u\|_{1}}\right)+\lambda_{\left|\Omega_{0}^{\prime}\right|}\left(\frac{2 s}{\|\Delta u\|_{1}}\right) \leqslant \begin{cases}|\Omega| e^{-8 \pi s /\|\Delta u\|_{1}} & \text { if } n=2,  \tag{45}\\ \left(2^{2 / n} \frac{\alpha_{n} s}{\|\Delta u\|_{1}}+|\Omega|^{-\frac{n-2}{n}}\right)^{-\frac{n}{n-2}} & \text { if } n \geqslant 3,\end{cases}
$$

since for $n=2$ there actually is equality, whereas for $n \geqslant 3$ the right-hand side of (44) is maximized precisely when $\left|\Omega_{0}\right|=\left|\Omega_{0}^{\prime}\right|=\frac{1}{2}|\Omega|$. Inequalities (44) and (45) imply (22).

Now let us prove the sharpness statements. Introduce the radially decreasing functions

$$
\begin{aligned}
& F_{\delta}^{R}=\frac{\chi_{B_{\delta}}}{\left|B_{\delta}\right|}, \quad 0<\delta<R, \\
& F_{\delta, \epsilon}^{R}=\frac{\chi_{B_{\delta}}}{2\left|B_{\delta}\right|}-\frac{\chi_{A_{\epsilon, R}}}{2\left|A_{\epsilon, R}\right|}, \quad 0<\delta<R-2 \epsilon<R
\end{aligned}
$$

where

$$
B_{\delta}=\{x:|x| \leqslant \delta\}, \quad A_{\epsilon, R}=\{x: R-2 \epsilon<|x|<R-\epsilon\} .
$$

Applying formula (40) we obtain that the solution $U_{\delta}^{R}$ of the Dirichlet problem

$$
\begin{cases}-\Delta U_{\delta}^{R}=F_{\delta}^{R} & \text { on } B_{R}, \\ U_{\delta}^{R}=0 & \text { on } \partial B_{R}\end{cases}
$$

is given by

$$
U_{\delta}^{R}(x):= \begin{cases}\frac{|x|^{n}}{\delta^{n}} N_{B_{R}}(|x|)+\frac{1}{\left|B_{\delta}\right|} \int_{|x|<|y|<\delta} N_{B_{R}}(|y|) d y & \text { if }|x|<\delta, \\ N_{B_{R}}(|x|) & \text { if } \delta \leqslant|x| \leqslant R,\end{cases}
$$

which is nonnegative, radial and decreasing, so that

$$
\left(U_{\delta}^{R}\right)^{*}(t)=N_{\left|B_{R}\right|}^{*}(t), \quad\left|B_{\delta}\right| \leqslant t \leqslant\left|B_{R}\right|,
$$

and this takes care of (27) immediately, since $U_{\delta}^{R} \in W_{\Delta}^{2,1}\left(B_{R}\right)$.
If $\Omega$ is an arbitrary open and bounded set, then we can assume that $0 \in \Omega$, and find $R$ so that $B_{R} \subseteq \Omega$. The function $U_{\delta}^{R}$ (extended to be 0 outside $B_{R}$ ) is not in $W_{\Delta}^{2,1}(\Omega)$, however we can argue that since $F_{\delta}^{R} \geqslant 0$ then the solution $U_{\delta} \in W_{\Delta}^{2,1}(\Omega)$ of $-\Delta U_{\delta}=F_{\delta}^{R}$ is nonnegative on $\Omega$ and satisfies $U_{\delta}^{R} \leqslant U_{\delta}$ on $B_{R}$, by the maximum principle; hence $\left(U_{\delta}\right)^{*}(t) \geqslant\left(U_{\delta}^{R}\right)^{*}(t)=N_{\left|B_{R}\right|}^{*}(t)$, for $\left|B_{\delta}\right| \leqslant t \leqslant\left|B_{R}\right|$. It's then clear that taking $\delta_{t}$ so that $\left|B_{\delta_{t}}\right|=t$ gives

$$
\frac{\left(U_{\delta_{t}}\right)^{*}(t)}{N_{|\Omega|}^{*}(t)} \geqslant \frac{N_{\left|B_{R}\right|}^{*}(t)}{N_{|\Omega|}^{*}(t)} \rightarrow 1, \quad t \rightarrow 0,
$$

thereby proving (24).
Likewise, the solution $U_{\delta, \epsilon}^{R}$ to

$$
\begin{cases}-\Delta U_{\delta, \epsilon}^{R}=F_{\delta, \epsilon}^{R} & \text { on } B_{R}, \\ U_{\delta, e}^{R}=0 & \text { on } \partial B_{R}\end{cases}
$$

can be computed explicitly, however all we need is that $U_{\delta, \epsilon}^{R}$ is nonnegative, radial, decreasing on $\left(0,\left|B_{R}\right|\right]$, and

$$
U_{\delta, \epsilon}^{R}(x)= \begin{cases}\frac{1}{2} N_{B_{R}}(|x|)-\frac{1}{2\left|A_{\epsilon, R}\right|} \int_{A_{\epsilon, R}} N_{B_{R}}(|y|) d y & \text { if } \delta \leqslant|x| \leqslant R-2 \epsilon,  \tag{46}\\ 0 & \text { if } R-\epsilon \leqslant|x| \leqslant R\end{cases}
$$

all of which can be readily checked. We then have $U_{\delta, \epsilon}^{R} \in W_{\Delta, 0}^{2,1}(B(0, R))$, and the above identity leads to (28), since

$$
\lim _{\epsilon \rightarrow 0} \frac{1}{2\left|A_{\epsilon, R}\right|} \int_{A_{\epsilon, R}} N_{B_{R}}(|y|) d y=0 .
$$

For an arbitrary open and bounded $\Omega$, we can prove (26) like before, assuming $0 \in \Omega, B(0, R) \subseteq \Omega$, this time observing that $U_{\delta, \epsilon}^{R} \in W_{\Delta, 0}^{2,1}(B(0, R)) \subseteq W_{\Delta, 0}^{2,1}(\Omega)$. It remains to settle (25) and (29) for $n \geqslant 3$. We consider the functions

$$
V_{\delta, \lambda}^{R}(x)=U_{\delta, R / 4}^{R}(x)-U_{\delta, R / 4}^{R}\left(x-x_{\lambda}\right), \quad x_{\lambda}:=(\lambda, 0,0, \ldots, 0),
$$

with

$$
\begin{equation*}
\delta<\min \left\{\frac{1}{2}, \frac{1}{2} R\right\}, \quad \delta<\frac{1}{2} \lambda<\frac{1}{2} R, \tag{47}
\end{equation*}
$$

so that

$$
-\Delta V_{\delta, \lambda}^{R}=\frac{1}{2\left|B_{\delta}\right|}\left(\chi_{B_{\delta}}-\chi_{x_{\lambda}+B_{\delta}}\right)-h_{\lambda}^{R},
$$

where $B_{\delta}$ and $B_{\delta}+x_{\lambda}$ are disjoint and where

$$
h_{\lambda}^{R}=\frac{1}{\left|A_{R / 4, R}\right|}\left(\chi_{A_{R / 4, R}}-\chi_{x_{\lambda}+A_{R / 4, R}}\right)
$$

which converges to 0 pointwise and in $L^{1}$, as $\lambda \rightarrow 0$ for fixed $R$, and as $R \rightarrow+\infty$ for fixed $\lambda$; moreover, $\left|h_{\delta}^{R}\right| \leqslant C R^{-n}$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left|h_{\lambda}^{R}\right| \leqslant C \frac{\lambda}{R} \tag{48}
\end{equation*}
$$

Note that $V_{\delta, \lambda}^{R} \in W_{\Delta, 0}^{2,1}(B(0, R+\lambda))$.

In order to estimate the distribution function of $V_{\delta, \lambda}^{R}$ on a given $\Omega$ containing the support of such function, write for $s>0$

$$
\left|\left\{x \in \Omega:\left|V_{\delta, \lambda}^{R}(x)\right|>s\right\}\right| \geqslant 2\left|\left\{x: \delta<|x|<\frac{1}{2} R, x_{1}<\frac{1}{2} \lambda,\left|V_{\delta}^{R}(x)\right|>s\right\}\right| .
$$

Note that (46) gives

$$
\begin{equation*}
U_{\delta, R / 4}^{R}(x)=\frac{1}{2} c_{n}|x|^{2-n}-d_{n} R^{2-n}, \quad \delta \leqslant|x| \leqslant \frac{1}{2} R \tag{49}
\end{equation*}
$$

for some $d_{n}>0$.
If $x_{1}<\frac{1}{2} \lambda$ then $0 \leqslant U_{\delta, R / 4}^{R}\left(x-x_{\lambda}\right) \leqslant U_{\delta, R / 4}^{R}\left(\frac{1}{2} x_{\lambda}\right)$, since $U_{\delta, R / 4}^{R}\left(x-x_{\lambda}\right)$ is radial decreasing about $x_{\lambda}$, and since $\delta<\frac{1}{2} \lambda<\frac{1}{2} R$ we also have, using (49),

$$
\left|V_{\delta, \lambda}^{R}(x)\right| \geqslant U_{\delta, R / 4}^{R}(x)-U_{\delta, R / 4}^{R}\left(\frac{1}{2} x_{\lambda}\right)=\frac{1}{2} c_{n}|x|^{2-n}-2^{n-3} c_{n} \lambda^{2-n},
$$

and it is clear that the right-hand side is greater than $s$ if and only if $|x|<\left|x^{*}\right|$, where

$$
\left|x^{*}\right|=\left(\frac{2 s}{c_{n}}+2^{n-2} \lambda^{2-n}\right)^{-\frac{1}{n-2}}<\frac{\lambda}{2}<\frac{R}{2}
$$

Conversely, if $\left|x^{*}\right|$ defined by the above equation satisfies $\left|x^{*}\right| \geqslant \delta$, then

$$
\left|\left\{x \in \Omega: \frac{1}{2} c_{n}|x|^{2-n}-2^{n-3} c_{n} \lambda^{2-n}>s\right\}\right|=\frac{\omega_{n-1}}{n}\left|x^{*}\right|^{n}=\frac{\omega_{n-1}}{n}\left(\frac{2 s}{c_{n}}+2^{n-2} \lambda^{2-n}\right)^{-\frac{n}{n-2}}
$$

Since $\left|x^{*}\right| \geqslant \delta$ if and only if $s \leqslant \frac{1}{2} c_{n}\left(\delta^{2-n}-2^{n-2} \lambda^{2-n}\right)>0$ (due to (47)), we finally obtain that for any such $s$

$$
\begin{equation*}
\left|\left\{x \in \Omega:\left|V_{\delta, \lambda}^{R}(x)\right|>s\right\}\right| \geqslant 2 \frac{\omega_{n-1}}{n}\left[\left(\frac{2 s}{c_{n}}+2^{n-2} \lambda^{2-n}\right)^{-\frac{n}{n-2}}-\delta^{n}\right] \tag{50}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left(V_{\delta, \lambda}^{R}\right)^{*}(t) \geqslant \frac{c_{n}}{2}\left[\left(\frac{n t}{2 \omega_{n-1}}+\delta^{n}\right)^{-\frac{n-2}{n}}-2^{n-2} \lambda^{2-n}\right], \quad 0 \leqslant t \leqslant 2\left|B_{\lambda / 2}\right|-2\left|B_{\delta}\right| . \tag{51}
\end{equation*}
$$

For a given open and bounded $\Omega$, assume $0 \in \Omega$, and fix $R<1$ so that $B(0,2 R) \subseteq \Omega$. Pick any $\sigma$ with $0<\sigma<1 / 2$, and take $\delta<R^{1 / \sigma}$ and $\lambda=\delta^{\sigma}$, so that $V_{\delta, \delta^{\sigma}}^{R} \in W_{\Delta, 0}^{2,1}(B(0,2 R)) \subseteq W_{\Delta, 0}^{2,1}(\Omega)$, and $\left\|\Delta V_{\delta, \delta^{\sigma}}^{R}\right\|_{1} \leqslant$ $1+\left\|h_{\delta^{\sigma}}^{R}\right\|_{1} \rightarrow 1$, as $\delta \rightarrow 0$. Therefore, (51) with $\delta_{t}$ such that $2\left|B_{\delta_{t}}\right|=t^{2}$, and $t$ so small so that $\delta_{t}^{\sigma}>2 \delta_{t}$, gives

$$
\frac{\left(V_{\delta_{t} \delta_{t}^{\sigma}}^{R}(t)\right.}{N_{|\Omega|}^{*}(t)\left\|\Delta V_{\delta_{t}, \delta_{t}^{\sigma}}^{R}\right\|} \geqslant 2^{-2 / n} c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}} \frac{\left(t+t^{2}\right)^{-\frac{n-2}{n}}-C t^{-2 \sigma \frac{n-2}{n}}}{N_{|\Omega|}^{*}(t)\left(1+\left\|h_{\delta_{t}^{\sigma}}^{R}\right\|_{1}\right)} \rightarrow 2^{-2 / n}
$$

as $t \rightarrow 0$, proving (25).
If instead we fix $t>0$, then take $\Omega=\mathbb{R}^{n}, \delta_{R}$ so that $2\left|B_{\delta_{R}}\right|=1 / R$, and $R>1$ so large that if $\lambda=R^{\sigma}$, with $0<\sigma<1$, then $t<2\left|B_{R^{\sigma} / 2}\right|-2\left|B_{\delta_{R}}\right|$, so that from (48) and (51) we have

$$
\frac{\left(V_{\delta_{R}, R^{\sigma}}^{R}\right)^{*}(t)}{\left\|\Delta V_{\delta_{R}, R^{\sigma}}^{R}\right\|} \geqslant 2^{-2 / n} c_{n}\left(\frac{\omega_{n-1}}{n}\right)^{\frac{n-2}{n}} \frac{\left(\left(t+R^{-1}\right)^{-\frac{n-2}{n}}-C R^{\sigma(2-n)}\right)}{\left(1+\left\|h_{R^{\sigma}}^{R}\right\|_{1}\right)} \rightarrow 2^{-2 / n} N_{\infty}^{*}(t),
$$

as $R \rightarrow+\infty$, yielding (29).
Proofs of Corollaries 1, 2. The inequalities (32)-(39) are straightforward consequences of (21) and (22). The proof of the sharpness statements can be easily obtained arguing as in the proof of Theorem 1, using the families of functions $U_{\delta} \in W_{\Delta}^{2,1}(\Omega), U_{\delta, \epsilon}^{R} \in W_{\Delta, 0}^{2,1}(\Omega), V_{\delta, \lambda}^{R} \in W_{\Delta, 0}^{2,1}(\Omega)$.

Remark. The question of the sharpness of (39) remains unsettled. The extremal families used in the above proofs seem to be unsuited for the computation of the supremum of $|\Omega|^{-\frac{1}{q}+\frac{n-2}{n}}\|u\|_{q}\|\Delta u\|_{1}^{-1}$, over all open and bounded $\Omega$ and all $u \in W_{\Delta, 0}^{2,1}(\Omega)$.

## 3. Optimal target spaces

In this section we improve the embedding results of Corollary 1 from the point of view of "smallest target space". For $\Omega \subseteq \mathbb{R}^{2}$ define the space

$$
L_{\exp , 0}(\Omega)=\left\{u \in L_{\exp }(\Omega): \lim _{t \rightarrow 0} \frac{u^{* *}(t)}{\log \frac{1}{t}}=0\right\}
$$

which is a closed subspace of $L_{\exp }(\Omega)$, endowed with the norm $\|u\|_{L_{\text {exp }}}$. Likewise, for $\Omega \subseteq \mathbb{R}^{n}, n \geqslant 3$ define

$$
L_{0}^{\frac{n}{n-2}, \infty}(\Omega)=\left\{u \in L^{\frac{n}{n-2}, \infty}(\Omega): \lim _{t \rightarrow 0} t^{\frac{n-2}{n}} u^{* *}(t)=0\right\}
$$

which is a closed subspace of $L^{\frac{n}{n-2}}, \infty(\Omega)$, endowed with the norm $\|u\|_{\frac{n}{n-2}, \infty}$.
Given a Lebesgue measurable set $\Omega$ let $\mathcal{M}_{\Omega}$ be the set of all Lebesgue measurable functions $f: \Omega \rightarrow[-\infty, \infty]$ which are a.e. finite (with the usual convention that a.e. equal functions are identified). A rearrangement invariant (r.i.) space over $\Omega$ is a Banach space ( $X,\|\cdot\|_{X}$ ) which is a subspace of $\mathcal{M}_{\Omega}$ satisfying the two properties
(i) $|g| \leqslant|f|$ a.e. and $f \in X \Longrightarrow g \in X$ and $\|g\|_{X} \leqslant\|f\|_{X}$ ( $X$ is an ideal Banach lattice);
(ii) if $f, g \in \mathcal{M}_{\Omega}$ are equimeasurable (i.e. if $|\{x \in \Omega:|f(x)|>s\}|=|\{x \in \Omega:|g(x)|>s\}|$ for each $s \geqslant 0$ ), then $\|f\|_{X}=\|g\|_{X}$.

In addition, we say that an ri. space $\left(X,\|\cdot\|_{X}\right)$ satisfies the Fatou property if the following condition holds:
(iii) if $0 \leqslant f_{n} \uparrow f$ a.e., with $f_{n} \in X$ and $\sup _{n}\left\|f_{n}\right\|_{X}<\infty$, then $f \in X$ and $\left\|f_{n}\right\|_{X} \uparrow\|f\|_{X}$.

The Fatou property is easily seen to be equivalent to
(iii') if $f_{n} \rightarrow f$ a.e., with $f_{n} \in X$ and $\sup _{n}\left\|f_{n}\right\|_{X}<\infty$, then $f \in X$ and $\|f\|_{X} \leqslant \liminf _{n}\left\|f_{n}\right\|_{X}$.
The above definition of rearrangement invariant space is taken from [16] (where it is called "symmetric space"); in other standard references, such as [7], the Fatou property is instead included in the defining axioms.

Clearly, both $L_{\exp }(\Omega)$ and $L^{\frac{n}{n-2}, \infty}(\Omega)$ are rearrangement invariant spaces over $\Omega$, and both of them satisfy the Fatou property. The spaces $L_{\exp , 0}(\Omega)$ and $L_{0}^{\frac{n}{n-2}, \infty}(\Omega)$ are r.i. spaces over $\Omega$ which do not satisfy the Fatou property. This is easily seen by considering truncations of the function $f(x)=N_{B}(|x|)$, where $B$ is any small ball inside $\Omega$.

It is a known fact [16, Thm. 4.1] that if conditions (i) and (ii) hold, $X$ is nontrivial, and if $|\Omega|<\infty$ then

$$
L^{\infty}(\Omega) \hookrightarrow X \hookrightarrow L^{1}(\Omega)
$$

in the sense of continuous embeddings. The closed graph theorem also implies that any Banach space $Y$ which is a subset of an r.i. space $X$ over $\Omega$, with $|\Omega|<\infty$, is continuously embedded in $X$.

Theorem 2. For $n \geqslant 2$ and $\Omega$ open and bounded in $\mathbb{R}^{n}$, let $\Lambda_{2}^{0}(\Omega)=L_{\exp , 0}(\Omega)$ if $n=2$, and $\Lambda_{n}^{0}(\Omega)=L_{0}^{\frac{n}{n-2}, \infty}(\Omega)$ if $n \geqslant 3$. Then, we have

$$
\begin{equation*}
W_{\Delta, 0}^{2,1}(\Omega) \subseteq W_{\Delta}^{2,1}(\Omega) \subseteq \Lambda_{n}^{0}(\Omega) \tag{52}
\end{equation*}
$$

and for any rearrangement invariant space $\left(X,\|\cdot\|_{X}\right)$ over $\Omega$

$$
\begin{equation*}
W_{\Delta, 0}^{2,1}(\Omega) \subseteq X \quad \Longrightarrow \quad \Lambda_{n}^{0}(\Omega) \subseteq X \tag{53}
\end{equation*}
$$

In other words, $\Lambda_{n}^{0}(\Omega)$ is the smallest target space $X$ for the embedding $W_{\Delta, 0}^{2,1}(\Omega) \subseteq X$, among all ri. spaces $X$.

Moreover, if $\left(X,\|\cdot\|_{X} \|\right)$ is any ri. space with the Fatou property (iii), then for $n=2$

$$
\begin{equation*}
W_{\Delta, 0}^{2,1}(\Omega) \subseteq X \quad \Longrightarrow \quad L_{\exp }(\Omega) \subseteq X \tag{54}
\end{equation*}
$$

and for $n \geqslant 3$

$$
\begin{equation*}
W_{\Delta, 0}^{2,1}(\Omega) \subseteq X \quad \Longrightarrow \quad L^{\frac{n}{n-2}, \infty}(\Omega) \subseteq X \tag{55}
\end{equation*}
$$

Proof. If $u \in W_{\Delta}^{2,1}(\Omega)$, then the fact that $u \in \Lambda_{n}^{0}(\Omega)$ follows easily from Talenti's comparison theorem combined with (41).

Let now $\left(X,\|\cdot\|_{X}\right.$ ) be an ri. space over $\Omega$, endowed with the Lebesgue measure, such that $W_{\Delta, 0}^{2,1}(\Omega) \subseteq X$. We claim that for any $u \in \Lambda_{n}^{0}(\Omega)$ there exists a function $v \in W_{\Delta, 0}^{2,1}(\Omega)$ and a constant $C$ such that

$$
\begin{equation*}
u^{*}(t) \leqslant v^{*}(t)+C, \quad 0<t \leqslant|\Omega|, \tag{56}
\end{equation*}
$$

which implies $u \in X$ and therefore (53); obviously it is enough to show this for $u \geqslant 0$.
To prove the claim, let us assume first WLOG that $0 \in \Omega$ and that $u_{0} \in \Lambda_{n}^{0}(\Omega)$ has support inside a ball $B_{R} \subseteq \Omega$. We now show that we can find a nonnegative integrable function $h:\left[0,\left|B_{R}\right|\right] \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
N_{\left|B_{R}\right|}^{*}(t) \int_{0}^{t} h(s) d s \geqslant\left(u_{0}\right)^{*}(t), \quad 0<t \leqslant\left|B_{R}\right| . \tag{57}
\end{equation*}
$$

To prove the claim, let $g(t)=\left(u_{0}\right)^{* *}(t) / N_{\left|B_{R}\right|}^{*}(t)\left(0<t \leqslant\left|B_{R}\right|\right)$, which is continuous and converges to 0 as $t \rightarrow 0$ (by hypothesis), and let $f(t)=\sup _{0<s<t} g(s)$. This $f$ is continuous, nonnegative, increasing, satisfies $f \geqslant g$, and $f(t) \rightarrow 0$ as $t \rightarrow 0$.

Take any nonnegative, differentiable and decreasing function $m:\left(0,\left|B_{R}\right|\right] \rightarrow \mathbb{R}$, with $m\left(\left|B_{R}\right|\right)=0$ and $m(t) \rightarrow+\infty$ as $t \rightarrow 0$ (for example $m(t)=\log \left(\left|B_{R}\right| / t\right)$ ), and let

$$
\begin{equation*}
k(t)=-\frac{1}{m(t)} \int_{t}^{\left|B_{R}\right|} f(s) m^{\prime}(s) d s=\frac{1}{m(t)} \int_{0}^{m(t)} f\left(m^{-1}(u)\right) d u, \quad 0<t<\left|B_{R}\right| ; \tag{58}
\end{equation*}
$$

such $k$ is differentiable, positive, increasing, $k(t) \rightarrow f\left(\left|B_{R}\right|\right)$ if $t \rightarrow\left|B_{R}\right|$, and $k(t) \rightarrow 0$ as $t \rightarrow 0$. Therefore, the function $h(t):=k^{\prime}(t)$ is integrable, nonnegative and it satisfies (57).

Now let us go back to our $u \in \Lambda_{n}^{0}(\Omega)$, and assume that $u \geqslant 0, u$ is not 0 a.e., $0 \in \Omega$, and $\lambda>0$ is such that $|\{x \in \Omega: u(x)>\lambda\}|=\left|B_{R}\right|$, with $B_{2 R} \subseteq \Omega$. Define

$$
u_{0}(x)=\max \{u(x), \lambda\}-\lambda=u(x)-\min \{u(x), \lambda\}, \quad x \in \Omega .
$$

Clearly $\left(u_{0}\right)^{*}(t)=u^{*}(t)-\lambda$ for $0<t<\left|B_{R}\right|$, and $\left(u_{0}\right)^{*}(t)=0 \geqslant u^{*}(t)-\lambda$ for $\left|B_{R}\right| \leqslant t \leqslant|\Omega|$, so that $u_{0} \in$ $\Lambda_{n}^{0}(\Omega)$ and $u^{*} \leqslant\left(u_{0}\right)^{*}+\lambda$. If $u_{0}^{\#}(x)=\left(u_{0}\right)^{*}(|B(0, x)|)$, for $x \in B_{R}$ and $u_{0}^{\#}(x)=0$ for $x \in \Omega \backslash B_{R}$, then $u_{0}^{\#} \in \Lambda_{n}^{0}(\Omega)$, and $u_{0}^{\#}$ is supported in $B_{R}$. Let $f$ be the radial and integrable function on $B_{R}$ defined as $f(x)=h(|B(0, x)|)$ with $h=k^{\prime}$ and $k$ as in (58). If $v_{0} \in W_{\Delta}^{2,1}\left(B_{R}\right)$ is the solution of the problem $-\Delta v_{0}=f$ given as in (41), then by (57)

$$
\begin{equation*}
\left(v_{0}\right)^{*}(t)=N_{\left|B_{R}\right|}^{*}(t) \int_{0}^{t} h(s) d s+\int_{t}^{\left|B_{R}\right|} N_{\left|B_{R}\right|}^{*}(s) h(s) d s \geqslant u_{0}^{*}(t), \quad 0<t \leqslant\left|B_{R}\right| \tag{59}
\end{equation*}
$$

On the other hand, if $v_{1} \in W_{\Delta}^{2,1}\left(B_{2 R}\right)$ solves $-\Delta v_{1}=f$ (with $f=0$ outside $B_{R}$ ), with $v_{1}=0$ on $\partial B_{R}$, then $v_{0} \leqslant v_{1}$ on $B_{R}$ (since $f \geqslant 0$ ), and we can construct a function $v \in W_{\Delta, 0}^{2,1}\left(B_{2 R}\right)$, so that $v_{1} \leqslant v+C$ for some constant $C$. In order to do that, it is enough to proceed as in the construction of the function $U_{\delta, \epsilon}^{R}$ in the proof of Theorem 1, by letting $v$ be the solution of the Dirichlet problem $-\Delta v=F$ on $B_{2 R}$ and $v=0$ on $\partial B_{2 R}$, where

$$
F(x)= \begin{cases}f & \text { if }|x|<R, \\ 0 & \text { if } R \leqslant|x|<\frac{4}{3} R, \\ -\frac{1}{\left|B_{\frac{5}{3}} R^{\mid B_{3}} R\right|} \int_{B_{R}} f & \text { if } \frac{4}{3} R \leqslant|x|<\frac{5}{3} R, \\ 0 & \text { if } \frac{5}{3} R \leqslant|x| \leqslant 2 R .\end{cases}
$$

In summary, we have that $u^{*} \leqslant\left(u_{0}\right)^{*}+\lambda \leqslant\left(v_{0}\right)^{*}+\lambda \leqslant v_{1}^{*}+\lambda \leqslant v^{*}+C+\lambda$ and this proves our initial claim (56) and therefore (53).

Suppose now that $X$ is an r.i. space with the Fatou property, and that $W_{\Delta, 0}^{2,1}(\Omega) \subseteq X$. Then $\Lambda_{n}^{0}(\Omega) \subseteq X$, continuously, so it is an easy matter to check that when $u \in L_{\exp }(\Omega)(n=2)$ or $u \in L^{\frac{n}{n-2}, \infty}(\Omega)(n \geqslant 3)$, then $u \in X$, by considering the sequence of truncations $u_{n}=\min \{|u|, n\}$, which belongs to $\Lambda_{n}^{0}(\Omega)$, has uniformly bounded norm, and converges monotonically to $|u|$.

Remark. Estimate (56) can be extended to arbitrary functions $u$ in $L_{\exp }(\Omega)(n=2)$ or in $L^{\frac{n}{n-2}}, \infty(\Omega)(n \geqslant 3)$ as follows:

$$
\begin{equation*}
u^{*}(t) \leqslant v^{*}(t)+C+N_{|B|}^{*}(t) \limsup _{s \rightarrow 0} \frac{u^{* *}(s)}{N_{|B|}^{*}(s)}, \quad 0<t \leqslant|\Omega|, \tag{60}
\end{equation*}
$$

for some $v \in W_{\Delta, 0}^{2,1}(\Omega)$, some ball $B \subseteq \Omega$ and some constant $C$. This follows from the previous proof, since the function $k$ in (58) satisfies $k(0)=\lim \sup _{s \rightarrow 0} \frac{u^{* *}(s)}{N_{|B|}^{* s}}$.
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