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Abstract

We consider the three-dimensional Ginzburg–Landau model for a solid spherical superconductor in a uniform magneti
the limit as the Ginzburg–Landau parameterκ = 1/ε → ∞. By studying a limiting functional we identify a candidate for the low
critical fieldHc1, the value of the applied field strength at which minimizers first exhibit vortices. For applied fields of this st
we show the existence of locally minimizing solutions with vortices located along a diameter of the sphere parallel to the
field direction. To analyze these problems we use a combination of techniques, involving least perimeter problems, weak
and rectifiable currents, and special Hodge decompositions.
 2005 Elsevier SAS. All rights reserved.

Résumé

Nous étudions la limite quand le paramètre de Ginzburg–Landauκ = 1/ε → ∞ pour le modèle de Ginzburg–Landau en tr
dimension dans le cas d’une boule placée dans un champ magnétique uniforme. Nous identifions une fonctionnelle limite
permet de trouver le premier champ critiqueHc1, c’est à dire le champ au dessus duquel les minimiseurs commencent à pr
des vortex. Nous montrons qu’il existe des solutions localement minimisantes ayant des vortex le long du diamètre de la
est parallèle au champ appliqué quand sa norme est de l’ordre deHc1. Nous nous servons de techniques provenant de la théo
la mesure géométrique, incluant les jacobiens faibles et les courants rectifiables, ainsi que de techniques provenant de
de minimisation de périmètre.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction

In 1933 Meissner and Ochsenfeld performed an experiment which exposed a solid spherical supercondu
external magnetic field, and described the well-known Meissner effect whereby the superconductor expels
(and levitates in its presence). Some years later, Abrikosov studied the behavior of the type-II supercondu
predicted the nucleation of vortices (where superconductivity is lost) in sufficiently strong external fields. (See
this paper we revisit this setting in the mathematical context of the Ginzburg–Landau model. We consider a s
superconductor in a uniform external field, and study vortices which appear near the lower critical field, the
value of the external field strength at which minimizers exhibit vortices, in the extreme type-II limit as the Gin
Landau parameterκ → ∞.

We start with the Ginzburg–Landau model. LetΩ = BR(0) the solid spherical ball of radiusR centered at the
origin. The external magnetic fieldhap = Hê3 is assumed to be of constant strengthH and directed (without los
of generality) in the direction of thex3-axis. Superconductivity is described by a complex valued order para
u ∈ H 1(Ω;C). The square modulus|u|2 measures the density of superconducting electrons. The magnetic fi
determined by the external field and by the supercurrents and its interaction with the superconductor is me
the vector potential,A :R3 → R

3, so thath = ∇ ×A is the local field at any point inR3. The Ginzburg–Landau mod
then takes the form of an energy that a superconducting configuration must minimize (at least locally) in ord
stable. This energy is given by

Gε(u,A) =
∫
Ω

{
1

2

∣∣(∇ − iA)u
∣∣2 + 1

4ε2

(
1− |u|2)2}dx +

∫
R3

|∇ × A − hap|2 dx. (1.1)

The parameterε > 0 is related to the Ginzburg–Landau parameterκ by ε = 1/κ , and for strongly type-II supercon
ductors (such as most high-TC materials)ε will be very small.

Some care must be taken to define an appropriate space for(u,A), since the functional is gauge invaria
(Gε(u,A) = Gε(eiφu,A + ∇φ) for any φ sufficiently smooth and integrable) and we require a space in whic
energy will be coercive in the norm. (See [9].) This choice will be made precise in Section 5.

In this paper we look for stable critical points ofGε that develop line vortices in the singular limitε → 0. Since
vortices are regions where the material is no longer superconducting, it is natural to think them as the regio
|u|2 = 0. A vortex solution for us will be a critical point(uε,Aε) of Gε for which uε vanishes somewhere inΩ .
Physically, one expects that for an applied fieldhε

ap = O(|ln ε|), the Meissner effect should cease and vortices sh
begin to appear in the domain. With a constant applied field along theê3-direction, a natural candidate for the li
vortex is the vertical diameter of the ball. We will confirm this physical principle in that we will show that forhε

ap =
λ|ln ε|ê3 andλ > 0 large enough, there exist stable vortex solutions (indeed local minimizers) toGε(u,A) for all
ε > 0 small enough; these solutions will have vortices converging in a weak sense to the vertical diameter aε → 0.
Moreover, since our superconductor is spherical we can find an explicit estimate for how bigλ > 0 should be. This
raises a natural conjecture in the form of an explicit asymptotic form for the critical fieldHc1 at which the transition
from the Meissner phase to the mixed phase occurs.

In order to motivate and explain more precisely our results, we present a formal derivation of the limiting
based on the useful identity introduced by Bethuel and Rivière [5],

Gε(u,A) = Eε(u) −
∫
Ω

A · j (u)dx + Fhε
ap

(A) +
∫
Ω

(|u|2 − 1
)|A|2 dx, (1.2)

with

j (u) := Im{ū∇u},
Eε(u) := 1

2

∫ {
|∇u|2 + 1

2ε2

(|u|2 − 1
)2}

, (1.3)
Ω
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or a
Fhε
ap

(A) := 1

2

[∫
Ω

|A|2 dx +
∫
Ω

∣∣∇ × A − hε
ap

∣∣2 dx

]
. (1.4)

In the regimes we consider the applied field is weak,|hε
ap| � 1/ε2, and it will follow that the last term in (1.2) will be

very small and can be neglected.
The first termEε in (1.2) measures the energy of the vortices, and has been extensively studied for genera

domainsΩ ⊂ Rn, for all dimensionsn � 2. Much previous work has concentrated on a Dirichlet problem (se
instance [3,4,17,20,21]), in which the presence of vortices inΩ is assured by imposing a singular Dirichlet bound
condition. In these papers it is shown that asε → 0 singularities form which are objects of codimension-2, and th
vortices tend to minimize the total length functional. This connection to the total length functional was ceme
the subsequent work of [14] and [2] in the context of Gamma-convergence. ForΩ ⊂ R3 the results of these two pape
yield that

Eε

|ln ε| → πL

in the Γ -sense, whereL denotes the total length of the singularities (defined appropriately in terms of rect
currents.)

Both [14] and [2] show that in the study of theΓ -limit of Eε the correct tool to identify the limiting vortices is n
the “momentum”j (u) but its distributional curl, theWeak Jacobianof u,

Ju := 1

2
∇ × j (u).

Indeed, forΩ ⊂ R3 an important result of Jerrard and Soner [14] implies that when(uε) is a family of functions
with Eε(uε) bounded by|ln ε| then the JacobiansJuε converge in a weak sense to an integer multiplicity rectifia
1-current.

Returning to the decomposition (1.2) and our derivation of a limiting energy, if we hope to find solutionsuε with
individual vortices, the above discussion suggest that we consider a regime whereEε(uε) = O(|ln ε|). Then by the
result of [14] the associated JacobiansJ (uε) will converge to a rectifiable limit. In this situation the interaction te∫
Ω

A ·j (u) should also be of order O(|ln ε|), to balance the cost of vortices fromEε. This suggests that the appropria
applied field|hε

ap| = O(|ln ε|), since the form ofFhε
ap

suggests that the magnetic fieldhε = ∇ ×Aε will be of the same

order of magnitude as|hap|. Note that in this case we expectFhε
ap

(Aε) = O(|ln ε|2) is of higher order in the expansio
Minimizing this term independently (see Theorem 3.1) gives a solutionA0 to London’s equation, which approximat
the actual minimizerAε to highest order. We then eliminate this term and consider lettingε → 0 in the expression

1

|ln ε|
(
Gε(uε,Aε) − Fhε

ap
(A0)

)� 1

|ln ε|
(

Eε(uε) −
∫
Ω

A0 · j (uε)dx

)
. (1.5)

To pass to the limit in (1.5) we need to rewrite the interaction term in terms of the Jacobian ofuε. We decompose
A0 = ∇ × B0 + ∇φ0 for a suitable vector fieldB0 with B0 × ν = 0 on∂Ω , and scalar functionφ0. The existence an
properties of various versions of this decomposition have been studied at least since 1940 (see for instanc
and [11]). In Section 2 we recall a specific version of it that best suits our purposes, taken from [4]. Borrowing
trick from [13] we eliminate the∇φ0, and essentially integrate by parts to obtain an equivalent form in terms o
Jacobian,∫

Ω

A0 · j (uε)dx = −2
∫
Ω

B0 · J (uε)dx.

Assuming for instance that we have a family{(uε,Aε)} with Eε(uε) � C|ln ε|, by [14] the Jacobians converg
J (uε) → πT , with T an integer multiplicity rectifiable 1-current, and hence both terms on the right-hand side o
converge. Assuming the applied field is of the formhap = λ|ln ε|ê3, this formal procedure suggests a candidate f
limiting energy of vortex lines:

Gλ(T ) = πM(T ) − 2πλT (B∗),
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whereB∗ = B0/|hap|, M(T ) is the mass of the currentT (roughly speaking, the total length of the vortex curves)
T (·) gives the action of the 1-currentT on vector fields inΩ .

We study the line energy in two different ways in Section 4. In both of them the conditionΩ = BR(0) will be
crucial, since it will provide means to explicitly find the fieldB∗ present in the energy. For our first analysis
choose a setting which allows us to consider global minimizers ofGλ in a particular class of curves. To descr
briefly how this is done, note that the symmetry of the sphere ensures that planar curves will have lower ene
space curves. This allows us to think of the vortex curve optimally partitioning a two-dimensional cross-sectio

B2
R := {

x = (x1, x2, x3): x2
1 + x2

3 < R2, x2 = 0
}

of Ω . This partitioning problem may then be set in BV(B2
R; {0,1}), as the vortex defines the boundary of a setE of

finite perimeter inB2
R . A similar reduction has been used to study vortices in Bose–Einstein condensates in [1

We show that the global minimizer in this BV sense undergoes a transition at a critical value of the parameλ,

λ∗ := sinhR

3
∫ R

0 (coshr − (sinhr)/r)dr
.

Whenλ < λ∗ the global minimizer of the line energyGλ is the vortexless Meissner state, while whenλ > λ∗ the
minimizer has a single vortex along the vertical diameter of the ballΩ . Proposition 4.2 gives a precise formulation
this result. Thus we predict that the leading term in the expansion of the lower critical fieldHc1 in the sphere is

Hc1 ∼ λ∗|ln ε|.
We note that in two dimensions a much more detailed description of the lower critical field and the numb
locations of vortices has been obtained in a series of papers by Sandier and Serfaty (see [24,23].)

Unfortunately, the formal limiting procedure outlined above does not allow us to conclude that the JacobianJ (uε)

of a family {(uε,Aε)} of global minimizers ofGε converge to an integer multiplicity rectifiable 1-current, as we l
the control of(Eε(uε))/|ln ε| required by [14]. Nevertheless, in Section 6 we present a partial result concerni
transition of global minimizers from the Meissner to the mixed state. In Theorem 6.1 we show the existenc
explicit valueλ∗

m < λ∗ so that whenλ < λ∗
m the global minimizers ofGε have no vortices asε → 0. Thusλ∗

m|ln ε|
defines a lower bound for the critical field,Hc1. As functions of the radius of the ballR, these values accord for ve
large radii: asR → ∞, λ∗

m/λ∗ → 1 and bothλm,λ∗ → 1
3. For this result, we use the weak Jacobians method of

and we extend a compactness result for Jacobians due to Sandier and Serfaty [22] (see Theorem 6.4).
To complement these results we construct stable solutions with vortices aslocal minimizers ofGε for λ > λ∗,

using the methods of Montero, Sternberg, and Ziemer [19] and of Jerrard, Montero, and Sternberg [13] bas
Γ -convergence scheme of Kohn and Sternberg [15]. For this procedure we first show that forλap > λ∗ the diameter
(taken with any arbitrary multiplicitym) is an isolated local minimizer of the line energyGλ in a suitable topology on
the space of integer multiplicity rectifiable 1-currents. This will also depend on the explicit expression availableB∗
in the caseΩ = BR(0) and comprises the second part of Section 4. In Section 5 we show that there are inde
minimizers ofGε with Jacobians converging to the vertical diameter with appropriate multiplicity. We recall
givenan isolated local minimizer of the limit energyGλ, the Kohn–Sternberg approach produces local minimize
Gε (andε > 0 small enough) for any smooth simply connectedΩ ⊂ R3. The problem in a general domain wou
be first find the fieldB∗ involved in the expression we have for the limiting energy, and then seek a candidate
isolated local minimizer of this energy.

To describe our result precisely we need to introduce some notation. LetS1 denote the vertical diameter of the b
Ω thought of as a 1-current, that isS1 acting on a vector fieldB in Ω via

S1(B) =
R∫

−R

B(0,0, z) · ê3 dz,

and set

Sn = nS1, (1.6)
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the same diameter but with multiplicityn ∈ Z. We denote byW1,p
T (Ω;R

3) the Sobolev space of vector fieldsB which
satisfy the boundary conditionB × ν = 0 on∂Ω . We then define a family of open neighborhood ofSn,

Oδ :=
{
(u,A) ∈W :

∥∥∥∥Sn − 1

π
J(u)

∥∥∥∥∗

1,4
< δ

}
,

where‖ · ‖∗
1,4 is the norm in(W1,4

T (Ω;R
3))∗, andδ > 0. We prove:

Theorem 1.1.Lethε
ap= λ|ln ε|ê3 with λ > λ∗. Then for every sufficiently smallδ0 > 0 there existsε0 > 0 and a family

of local minimizers(uε,Aε)0<ε<ε0 of Gε in Oδ0. The distributional JacobiansJ (uε) associated to these minimize

satisfy 1
π
J (uε) → Sn in (W

1,4
T (Ω;R

3))∗. Moreover, for anyη > 0 there isε0 > 0 such that, for any0 < ε � ε0 one
has

supp(S1) ⊂ {
x ∈ Ω: dist

(
x,Nε

1/2

)
� η

}
,

where

Nε
1/2 = {

x ∈ Ω:
∣∣uε(x)

∣∣� 1/2
}
.

In other words, we find solutions of the Ginzburg–Landau system with vortices which are close (in the given s
currents) to the diameter. Since multiple degree vortices are considered to be unstable, we expect that the m
n � 2 solutions will haven distinct vortex lines, but these will approach the diameter of the ball in theε → 0 limit. In
the two-dimensional setting Serfaty [24] has shown that this is indeed the case, with a distance between the
vortices on the order of|ln ε|−1/2.

2. Some facts about vector fields

We introduce in this section the main Sobolev space of vector fields we use in this paper. We also record so
about Hodge decomposition for vector fields inR

3 for future reference. In this sectionΩ ⊂ R
3 can be any bounded

smooth simply-connected domain. We first recall the following lemma from [16].

Lemma 2.1.For A ∈ C∞
0 (R3;R

3) the following identity holds:∫
R3

|DA|2 dx =
∫
R3

{|∇ × A|2 + (divA)2}dx. (2.1)

We point out on the other hand that the classical Sobolev embedding gives a constantK > 0 so that, forA ∈
C∞

0 (R3;R
3), it holds{∫

R3

|A|6 dx

}1/6

� K

{∫
R3

|DA|2 dx

}1/2

. (2.2)

This in particular implies that either side of the identity (2.1) defines a norm inC∞
0 (R3;R3). Denote then byH the

completion ofC∞
0 (R3;R

3) with respect to the norm

‖A‖H =
{∫

R3

{|∇ × A|2 + (divA)2}dx

}1/2

.

This makesH a Hilbert space and

H0 = {A ∈ H : divA = 0} (2.3)

a (strongly) closed subspace ofH . It follows thatH0 is also weakly closed, since it is obviously convex. Furtherm
the norm thatH0 inherits fromH is equivalent inH0 to the norm

‖A‖0 =
{∫

3

|∇ × A|2 dx

}1/2

.

R
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A similar construction could be carried out forΩ instead ofR3 by means of the following lemma taken from [11

Lemma 2.2 [11]. Let p ∈ ]1,∞[. There is a constantC = C(Ω,p) such that for everyB ∈ W1,p(Ω;R
3) with

B × ν = 0 on ∂Ω we have

‖B‖W1,p � C

{∫
Ω

(|∇ × B|p + (divB)p
)
dx

}1/p

, (2.4)

where‖ · ‖W1,p denotes the usual norm inW1,p(Ω;R
3).

Remark 2.3.We denote

W
1,p
T

(
Ω;R

3)= {
B ∈ W1,p

(
Ω;R

3): B × ν = 0 on∂Ω
}
. (2.5)

Note that in this space

‖B‖
W

1,p
T

=
{∫

Ω

(|∇ × B|p + (divB)p
)
dx

}1/p

(2.6)

is equivalent to the standard Sobolev norm. This is the classical Poincaré inequality for this space. We als
analogous Hölder spaces,

C
0,β
T

(
Ω;R

3)= {
B ∈ C0,α

(
Ω;R

3): B × ν = 0 on∂Ω
}
, 0< β � 1.

In several instances we will make use of the Hodge decomposition for vector fields:

Lemma 2.4. There are constantsC1,C2 = C1(Ω),C2(Ω) such that for anyA ∈ L2(Ω;R
3) one can find a pair

(φA,BA) ∈ W1,2(Ω) × W
1,2
T (Ω;R

3) satisfying

A = ∇ × BA + ∇φA in Ω, (2.7)

‖φA‖W1,2 + ‖BA‖
W

1,2
T

� C1‖A‖L2(Ω) and (2.8)

div(BA) = 0. (2.9)

The choice ofBA is unique among divergence free vector fields and the choice ofφA is unique among functions i
W1,2(Ω) with zero average. Moreover, whenA ∈ H one also has

‖BA‖W2,2 + ‖φA‖W2,2 � C2‖A‖H . (2.10)

Proof. This lemma is a special case of Lemma A.4 from [4], although similar forms of decomposition of vecto
have been derived much earlier (see Ladyzhenskaya [16] for one such version and some historical notes). W
in Section 7 a direct proof of this result in the caseΩ = BR(0) ⊂ R

3 for the reader’s convenience.�
3. A solution to London’s equation

Next we minimize the magnetic energy using the tools derived in the previous section. The solution that
can be thought of as an approximation to the magnetic field of the “Meissner state”, since the magnetic en
defined in the introduction, isFhap(A) = Gε(1,A).

First, consider the case of a general givenhap, such that we can findAap∈ W
2,∞
loc (R3;R

3) with ∇ × Aap= hap and

div(Aap) = 0, in all of R
3. By Lemma 2.4 there existsBap∈ W

1,2
T (Ω;R

3), with Bap× ν = 0 on∂Ω and

Aap= ∇ × Bap+ ∇φap in Ω.

We then seek minimizers of the magnetic energy in the form,A0 = Aap+ A1 with A1 ∈ H0 minimizing

F(A1) = 1

2

∫ ∣∣∇ × (BA1 + Bap)
∣∣2 dx +

∫
3

|∇ × A1|2 dx.
Ω R
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HereBA1 is determined byA1 as in Lemma 2.4. We have the following existence theorem:

Theorem 3.1.The functional

F(A1) = 1

2

∫
Ω

∣∣∇ × (BA1 + Bap)
∣∣2 dx +

∫
R3

|∇ × A1|2 dx

has a unique minimizerA1 ∈ H0. Calling A0 = A1 + Aap, one hasA0 ∈ C
1,α
loc (R3;R

3). Moreover,h0 = ∇ × A0 is a
weak solution of the system

∇ × h0 = ∇ × hap in R
3 \ Ω,

h0 + ∇ × ∇ × h0 = ∇ × ∇ × hap and divh0 = 0 in Ω,

h0 − hap∈ L2
(
R

3;R
3
)
, and h0 ∈ C

0,α
loc

(
R

3;R
3
)
.

 (3.1)

Proof. First of all note that the functional is well defined, due to the uniqueness and continuity ofBA as a function
of A ∈ H0 given by Lemma 2.2. Clearly the functional is continuous, coercive and strictly convex inA ∈ H0. The
existence and uniqueness of a minimizer ofF(A) in H0 then follow immediately. Call the minimizerA1. The critical
point condition reads in this case∫

Ω

∇ × (BA1 + Bap) · ∇ × BA dx +
∫
R3

∇ × A1 · ∇ × Adx = 0

for all A ∈ H0. The boundary conditions ofBA imply that for any functionφ ∈ W1,2(Ω)∫
Ω

∇ × (BA1 + Bap) · ∇φ dx = 0

so the critical point condition can be rewritten as∫
Ω

∇ × (BA1 + Bap) · (∇φA + ∇ × BA)dx +
∫
R3

∇ × A1 · ∇ × Adx

=
∫
Ω

∇ × (BA1 + Bap) · Adx +
∫
R3

∇ × A1 · ∇ × Adx = 0. (3.2)

Integrating the last integral in this expression by parts one obtains∫
R3

A · (∇ × ∇ × A1 + χΩ∇ × (BA1 + Bap)
)
dx +

∫
∂Ω

([∇ × A1] × ν
) · AdS = 0.

HereχΩ represents the characteristic function ofΩ , and[∇×A1] represents the jump of∇×A1 across the border∂Ω .
We conclude that

∇ × ∇ × A1 + χΩ∇ × (B1 + Bap) = 0

a.e. inR
3, and[∇ × A1] × ν = 0 on∂Ω . Replacing∇ × B1 = A1 − ∇φ1 in this last expression we obtain

∇ × ∇ × A1 + χΩA1 = χΩ(−∇ × Bap+ ∇φ1).

The fact that divA1 = 0 yields now

−�A1 + χΩA1 = χΩ

(−∇ × Bap+ ∇φ1
)
. (3.3)

SinceA ∈ H0, (2.10) yields immediately∇φ1 ∈ W1,2(Ω;R
3), and the same holds for∇ ×Bap. The classical Sobole

embedding gives that the right-hand side of (3.3) is inLp(Ω;R
3) for 1 � p � 6. We fix 3< p � 6 and appeal to [8]

Corollary 8.36 and the remark right after to claimA1 ∈ C
1,α
loc (R3,R

3) for 0< α < 1− n/p .
Finally, A0 = A1 + Aap and h0 = ∇ × A0, so the conclusions of the theorem regarding the equations an

regularity ofh0 hold. �
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Now we specialize to the case which we require for our analysis of vortices. We assumeΩ = BR(0), and

hap= ê3.

We then choose (for example)Aap = A∗
ap = (− y

2 , x
2 ,0), and obtain by Theorem 3.1 a minimizerA∗

1 ∈ H0, A∗ =
A∗

ap+A∗
1, h∗ = ∇ ×A∗, and from Lemma 2.4 a correspondingB∗, φ∗. These may be calculated explicitly in spheri

coordinates; see [18]. Letr =
√

x2
1 + x2

2 + x2
3, θ ∈ [0,π] measure the angle down from the north pole of the

sphere, andφ ∈ [0,2π) the equatorial angle measured from thex1-axis. We obtain:

h∗ = 3R

r2 sinhR

(
coshr − sinhr

r

)
cosθ r̂ + 3R

2r2 sinhR

(
coshr − 1+ r2

r
sinhr

)
sinθ θ̂ . (3.4)

Finally, writing

A∗ = ∇ × B∗ + ∇φ∗, (3.5)

as in Lemma 2.4,B∗ can be expressed as

B∗ = −h∗ − c∗ê3, with c∗ = 3

2R sinhR

(
coshR − 1+ R2

R
sinhR

)
. (3.6)

In casehap= Λê3 for constantΛ, we note that by homogeneity the corresponding minimizer of the magnetic e
is given simply byA0 = ΛA∗, h0 = Λh∗, B0 = ΛB∗, φ0 = Λφ∗.

4. The limiting energy

In this section we study the limiting energy of vortices, sometimes called the “line energy”, obtained form
the limit ε → 0 as in the introduction. Let us recall here that the energy of a vortex lineT (an integer multiplicity
rectifiable 1-current with∂T = 0), may be written as

Gλ(T ) = M(T ) − 2λT (B∗), (4.1)

whereM(T ) is the mass of the currentT , T (B∗) gives its action on the vector fieldB∗, andB∗ comes from (3.6). If
we knew that the vortex lineT were actually anoriented curvelying in a two-dimensional cross-section

B2
R := {

x = (x1, x2, x3): x2
1 + x2

3 < R2, x2 = 0
}
,

of the sphere, then we may express the limiting line energy in more classical terms as

Gλ(T ) =
∫
T

ds − 2λ

∫
T

B∗ · τ ds,

whereτ is the unit tangent to the curveT . Since∂T = ∅, T partitionsB2
R into two domains, each with bounda

consisting ofT together perhaps with some piece of∂B2
R , properly oriented. We choose the domainDT to be the

one for which the positively oriented normal vector is�nDT
= ê2. (For example, ifT is the vertical diameter oriente

upwards,DT lies to the right ofT .) SinceB∗ · τ = 0 on∂B2
R , we may interpret the second line integral as being o

the closed curve∂DT , and applying Green’s Theorem, we obtain an equivalent form of the line energy,

Gλ(T ) =
∫
T

ds − 2λ

∫
DT

∇ × B∗ · ê2 dx1 dx3. (4.2)

We point out that spherical coordinates inR
3 restricted to the cross-sectionB2

R gives a system of polar coordinat
(r, θ), if we now permit the angleθ ∈ [−π,π], where we recall thatθ = 0 corresponds to the positivex3-axis. With
this understanding, the integrand in the second term ofGλ has the form:

∇ × B∗ · ê2 = 3R

2 sinhR

(
coshr − sinhr

r

)
sinθ

r
=: f (r)

sinθ

r
. (4.3)

Unfortunately we cannot show that the limiting current associated to global minimizers of the Ginzburg–L
energy is indeed a single curve, or even that it is rectifiable (and thus morally equivalent to a union of Li
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curves.) In fact, looking at the 2-d situation as described by Sandier and Serfaty in [24,23] it is reasonable t
for |hε

ap| > Hc1 = O(|ln ε|) and global minimizers(uε,Aε) of (1.1) thatEε(uε) = O(|ln ε|2) and it is known that in
this case the JacobiansJ (uε)/|ln ε| converge but not necessarily to a rectifiable limit.

Another source of difficulties is the fact that even among integer multiplicity rectifiable 1-currents, the lim
energy we consider either has a trivial ‘vortexless’ global minimizer (T = 0) or is unbounded from below. Indeed,
we had an oriented curveT with Gλ(T ) < 0, then by superimposingn copies ofT (perhaps with rotations to mak
them distinct) we obtain a new current with energyn timesGλ(T ). This clearly implies thatGλ is unbounded below.

To circumvent these difficulties we employ two different approaches. First, we can still find a “global minim
of the line energy if we restrict our attention to single multiplicity vortex lines. This approach will enable
identify a candidate for the “lower critical field”, the value ofhap at which vortices first become energetically feasib
Second, with an eye in building local minimizers to the Ginzburg–Landau energyGε given by (1.1), we show tha
the diameter is an isolated local minimizer of the line energy in an appropriate topology among integer mul
rectifiable 1-currents whenhap is large enough. This result will follow from a construction similar to that of [19,1

4.1. Global minimizers of the line energy

We follow [1] and pose the line energy problem in the context of Cacciopoli sets. The limiting problem
posed in the two-dimensional cross-sectionB2

R , we may identify the curveT with its associated domainDT , and use
χ = χDT

, the characteristic function ofDT , as the variable. In this context,Gλ(T ) = G̃λ(χDT
), with

G̃λ(χ) = |∇χ |(B2
R

)−
∫
B2

R

2λf (r)sinθχ dr dθ, (4.4)

defined forχ ∈ B := BV(B2
R; {0,1}). (We recall the definition off (r) from (4.3).)

Lemma 4.1.For anyλ � 0:

(i) there exists a minimizerχ∗ of G̃λ in B which is symmetric with respect to reflection in thex1-axis;

(ii) suppχ∗ ⊂ B2+
R is supported in the right half-disk;

(iii) ∂(suppχ∗) consists of a single analytic curve meeting the boundary∂B2
R at right angles.

We remark that by Theorem 1.3 of [1], the minimizerχ∗ is unique for almost everyλ > 0.

Proof. The existence of a minimizerχ∗ = χE∗ follows from general properties of BV functions. To prove symme
in thex1-axis, if∫

B2
R∩{x3>0}

(|∇χ∗| − 2λf (r)sinθ
)
r dr dθ <

∫
B2

R∩{x3<0}

(|∇χ∗| − 2λf (r)sinθ)
)
r dr dθ,

define

χ∗∗(x1, x3) =
{

χ∗(x1, x3), if x3 � 0,

χ∗(x1,−x3), if x3 < 0.

Then by the symmetry of the integrands we would haveG̃λ(χ∗∗) � G̃λ(χ∗), and thus we may assume thatχ∗ is
symmetric.

To obtain regularity, we also argue as in [1]. For anyχ ∈ B let

F(χ) :=
∫
B2

R

f (r)sinθχ dr dθ,

and define�∗ = F(χ∗) whereχ∗ is a minimizer ofG̃λ. Thenχ∗ also attains the absolute minimum of the perime
functionalP(χ) = ∫

2 |∇χ | under the (weighted) area constraintF(χ) = �∗. The regularity of∂E∗ then follows from

BR
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the regularity of minimal surfaces in low dimensions [10]. It implies thatE∗ = suppχ∗ consists of countably man
relatively closed components, each bounded either by a closed analytic curve or by a countable number o
arcs meeting the boundary at right angles. Call these components{Ek = suppχk}, so thatχ∗ =∑

k χk .
First we show that there are only finitely many such components. Letδ > 0 be fixed, to be chosen later. Since∫

B2
R

|∇χ | =
∞∑

k=1

∫
B2

R

|∇χk| < ∞,

for all k � K sufficiently large
∫
B2

R
|∇χk| < δ. From the relative isoperimetric inequality (see Theorem 5.4.3 of [

we conclude∫
B2

R

f (r)

r
sinθχkr dr dθ � C

∫
B2

R

χk dx � C′δ2,

with constantC′ independent ofk, δ. Now fix δ small enough (depending onλ) so thatδ − 2λC′δ2 > 0. Then,
G̃λ(χk) > 0 for all k � K , and hence

G̃λ

(
K∑

k=1

χk

)
=

K∑
k=1

G̃λ(χk) < G̃λ(χ∗),

a contradiction unlessχ∗ only had finitely many connected components.

Now we will show thatE∗ = suppχ∗ ⊂ B2+
R . Let Ẽ∗ = {(x1, x3) | (−x1, x3) ∈ E∗} be its reflection with respec

to thex3-axis. First we claim that if|∇χ∗|({x1 = 0}) > 0, thenE∗ = B2+
R , the entire right half-disk. Indeed, assum

there exists a pointP ∈ {x1 = 0} in the support of|∇χE∗ |. By regularity, near this point∂E∗ consists of a smoot
curve, and the measure|∇χE∗ | coincides locally with arclength measure on that curve. In particular, the curve
lie along some interval of the diameter{x1 = 0}, and can be represented as a graphx1 = γ (x3) in some larger interva
on thex3-axis. This curve then satisfies the Euler–Lagrange equations for the limit energyGλ,

γ ′′

(1+ (γ ′)2)3/2
= 3Rλ

2 sinh(R)r2
γ

(
coshrγ − sinhrγ

rγ

)
γ (x3), (4.5)

whererγ = (γ (x3)
2 + x2

3)1/2. By ODE uniqueness (note that the right-hand side is smooth atrγ = 0) the curve mus
coincide with the diameterγ (x3) ≡ 0. We conclude thatE∗ = B2+

R , the entire half-disk, since it gives the largest va
of F(χ) and the smallest possible total perimeter given that∂E∗ contains the diameterS1.

Next assume thatE∗ is not the entire half-disk (and so|∇χ∗|({x1 = 0}) = 0,) and consider the symmetric differen
E∗�Ẽ∗. Since

χE∗∆Ẽ∗(x) = χE∗∪Ẽ∗(x) − χE∗∩Ẽ∗(x),

we apply Lemma 2.2 of [1] to conclude that

|∇χE∗�Ẽ∗ | = |∇(χE∗∪Ẽ∗ − χ
E∗∩Ẽ∗)| � |∇χE∗∪Ẽ∗ | + |∇χE∗∩Ẽ∗ | � |∇χE∗ | + |∇χẼ∗ | = 2|∇χE∗ |, (4.6)

by symmetry. NowE∗�Ẽ∗ is a disjoint union of two components,E∗�Ẽ∗ = F+ ∪ F−, with F+ supported in the
right half-disk, andF− supported in the left half-disk, and one is the reflection of the other in thex3-axis,F− = F̃+.

Note that|∇χF+| defines a measure supported in the closed half-diskB2+
R , and similarly for|∇χF−|, supported in

B2−
R . By the preceding paragraph,|∇χE∗ |(S1) = |∇χẼ∗ |(S1) = 0, so by (4.6),|∇χE∗�Ẽ∗ |(S1) = 0 as well. Hence we

conclude that the measures|∇χF+|, |∇χF−| are mutually singular, supported in the open half-disksB2+
R ,B2−

R . By
symmetry of the reflection, the total mass satisfies:

|∇χE∗�Ẽ∗ |
(
B2

R(0)
)= |∇χF+|(B2

R(0)
)+ |∇χF−|(B2

R(0)
)= 2|∇χF+|(B2

R(0)
)
.

If we then chooseχ∗∗ = χF+ , thenχ∗∗ has support inB2+
R and by (4.6),

|∇χ∗∗|
(
B2 (0)

)
� |∇χ∗|

(
B2 (0)

)
.
R R
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We now claim thatF(χ∗∗) = F(χ∗), and hence the total energỹGλ(χ∗∗) � G̃λ(χ∗). Indeed, the original setE∗ =
F+ ∪ [E∗ ∩ Ẽ∗]. The setE∗ ∩ Ẽ∗ being symmetric with respect to thex3-axis and the integrand ofF being odd, this
part integrates to zero and we obtain the desired identity. This completes the proof of part (ii) of Lemma 4.1.

We now claim that each componentEk = suppχk of E∗ must either be bounded by a single, closed curve in
B2+

R or be as in (iii). Indeed, if suppχk has interior boundaries, we obtain a set whose characteristic functio
smaller energy by eliminating the interior boundaries, since the arclength is reduced and the integrand ofF is positive
in B2+

R . The same remark applies if suppχk contacts the boundary and has several boundary arcs contacting∂B2+
R .

Since the minimizer is contained in the half-disk each connected componentEk which contacts∂B2
R must be enclose

by a single curveC1 from ∂Ek connecting the boundary at two extreme angles 0� θ1 < θ2 � π , together with
the corresponding arcC2 along the half-circle∂B2+

R . Denote the simple region enclosed byC1,C2 in B2+
R by E′

k .
Since the integrand ofF is positive andC1 ⊂ ∂Ek , G̃λ(χE′

k
) � G̃λ(χk), which proves the claim.

Next we observe that the energy behaves in a simple, monotone way if we translate the connected compχk

or rotate them along the boundary of the half-disk. Namely, the perimeter is unchanged by each of these displ
and the magnetic term increases as we increasex1 = r sinθ . Suppose that one of theχk is supported entirely in th
interior of B2+

R . By translation to the right we decrease the energyG̃λ. This may be done until either the compone
meets the boundary∂B2+

R or until the first contact of the support ofχk with some other component of suppχ∗. This
second possibility is impossible, since the analyticity of the boundary arcs precludes their intersection insB2

R .
Hence each component of suppχ∗ must contact the boundary of the half-disk. By rotating each component
the boundary in the direction of increasingx1 = r sinθ we again decreasẽGλ, and hence these components may
assumed to be pairwise in contact with one another along∂B2+

R . We now show that this situation cannot occur eith
Indeed, suppose thatγ1 andγ2 are boundary arcs corresponding to two components of suppχ∗ which meet at the
same boundary pointP ∈ ∂B2+

R . By the above arguments, these curves do not touch insideB2+
R and each meets∂B2+

R

normally. Therefore, there must exist pointsP1 ∈ γ1 andP2 ∈ γ2 so that the line segmentP1P2 joining them intersect
no other component ofχ∗. Clearly,P1P2 is shorter than the arcs connectingP1 to P2 via the boundary pointP . Thus,
if we replace the portion of the arcsγ1, γ2 betweenP1,P2 and∂B2+

R by this segment, we obtain a Cacciopoli
whose characteristic function would have smaller energyG̃λ. �

We remark here that the conclusions of Lemma 4.1 hold for problems in BV(ω; {0,1}) for general symmetric two
dimensional domainsω other than the disk, provided that the integrandf (r)sinθ is replaced by a function having th
appropriate symmetry and monotonicity properties used in proving the lemma.

The following result completely classifies the global minimizers of the functionalG̃λ in terms of the field strengt
parameterλ. The result is strongly dependent on the superconducting domain being a ball.

Proposition 4.2.Letf (r) be defined as in(4.3), and set

λ∗ = R

2
∫ R

0 f (r)dr
= sinhR

3
∫ R

0 (coshr − (sinhr)/r)dr
.

• If 0� λ < λ∗ then the global minimizer of̃Gλ is the vortex free configuration,χ ≡ 0.
• If λ > λ∗ thenG̃λ is minimized byχ = χ

B2+
R

, corresponding to the vortex along the vertical diameterS1.

Proof. The key observation is that̃Gλ(0) = 0, and so the global minimizer is a vortex configuration if and onl
minB G̃λ < 0. We begin by noting that the energy of the diameter vortex is

G̃λ(χB2+
r

) = 2R − 4λ

R∫
0

f (r)dr,

and hencẽGλ(χB2+
R

) < 0= G̃λ(0) exactly whenλ < λ∗.

Next, assume thatχ∗ �≡ 0 is a symmetric global minimizer with support inB2+
R . We claim that there is an ang

θ0 ∈ [0,π/2) such that

E∗ = suppχ∗ ⊂ Σθ := {
(r, θ): θ0 � θ � π − θ0, 0� r � R

}
, (4.7)
0
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and such that∂E∗ meets∂B2+
R at angleθ0 (and atπ − θ0.) Indeed, defineθ0 to be the infimum of all anglesθ for

which the ray intersectsE∗. Then by the symmetry of the minimizer (4.7) is satisfied. SinceE∗ is closed, the infimum
is attained, the optimum ray intersectingE∗ either on∂B2+

R (in which case the claim is proven) or at some inte
pointP lying on a boundary arc of∂E∗. Since the ray is a radius of the circle, the segment attachingP to ∂B2+

R along
that radius has shorter length than the piece of arc forming part of the boundary of suppχk . By replacing that arc
(connectingP to ∂B2+

R ) with the radial segment we would therefore create a new Cacciopoli set with smaller e
thanχ∗, and hence this case is impossible and the claim must hold.

We are now ready to prove the first assertion of the proposition. Assume 0� λ < λ∗. Since the boundary of suppχ∗
originates at∂B2+

R at anglesθ0, π − θ0, the total perimeter is at least∫
B2

R

|∇χ∗| � 2R cosθ0.

On the other hand we estimate the magnetic energy from above by comparing with the sectorΣθ0,∫
B2

R

f (r, θ)χ∗ dr dθ �
∫

Σθ0

f (r, θ)dr dθ =
R∫

0

π−θ0∫
θ0

sinθf (r)dθ dr = 2 cosθ0

R∫
0

f (r)dr.

Together, we have the lower bound on the energy,

G̃λ(χ∗) � 2

(
R − 2λ

R∫
0

f (r)dr

)
cosθ0 > 0

when 0� λ < λ∗. Therefore, in this range ofλ the global minimizer must be the vortexless configuration.
Now consider the caseλ > λ∗. We already know from the first paragraph of the proof that in this regime

diameter has negative energy, and hence the global minimizer is a vortex solution. Supposeχ∗ is a symmetric globa
minimizer. By Lemma 4.1 its interior boundary is a single analytic curve,γ . Let Dγ be the region inB2+

R bounded
by γ and the diameterS1, and the circular arcsC1 = {(R, θ): 0 � θ � θ0} andC2 = {(R, θ): π − θ0 � θ � π}. We
use the following simple estimation:

0 =
∫

Dγ

�x1 =
∫

∂Dγ

∂x1

∂ν
ds = −

∫
S1

ds +
∫
γ

ν1 ds +
θ0∫

0

R sinθ dθ +
π∫

π−θ0

R sinθ dθ

� −2R + �(γ ) + 2R(1− cosθ0), (4.8)

where�(γ ) denotes the arclength ofγ andν1 = ν · ê1.
Recall from the previous part that suppχ∗ ⊂ Σθ0 for some sector of angleθ0 � 0. Note that in caseθ0 = 0 from

the previous paragraph we must have�(γ ) � 2R. SinceF(χ∗) � F(χ
B2+

R
) is optimized by the entire half-disk, w

conclude that̃Gλ(χ∗) � G̃λ(χB2+
R

) in this case, and soθ0 = 0 can only occur when the vortex lies along the diameterS1.

For a global minimizerχ∗ �= S1 then we assumeθ0 > 0. In this situation, since suppχ∗ ⊂ Σθ0, we must have

Dγ ⊃ ∆θ0 := {
(r, θ): 0� r � R, 0� θ � θ0 or π − θ0 � θ � π

}
.

In this way we obtain the following lower bound on the magnetic term,∫
B2

R

f (r)sinθχ∗ dr dθ �
∫

∆θ0

f (r)sinθ dr dθ = 2

R∫
0

θ0∫
0

f (r)sinθ dr dθ = 2(1− cosθ0)

R∫
0

f (r)dr.

In particular, the above inequality together with (4.8) yields

Gλ(γ ) − Gλ(S1) = �(γ ) − 2R + 2λ

∫
D

f (r)sinθ dr dθ � 2(1− cosθ0)

(
2λ

R∫
0

f (r)dr − R

)
> 0,
γ



S. Alama et al. / Ann. I. H. Poincaré – AN 23 (2006) 237–267 249

zer

use it to
in

er norm

t

e

having
whenλ > λ∗ (recallθ0 > 0) contradicting thatχ∗ is a global minimizer. In other words, the unique global minimi
is the diameterS1. �
4.2. The diameter as a local minimizer

In this part we adopt a different point of view and treat the vortices as they more naturally occur in theε → 0
limit process, that is as integer multiplicity rectifiable 1-currents. This approach has two advantages: we can
construct local minimizers of theε-problem by employing theΓ -convergence trick of Kohn and Sternberg [15] as
[19,13], and we can consider arbitrary degreen for Sn, the limiting vorticity.

We seek local minimizers of the line energy, “local” being measured by the norm dual to the standard Höld
for vector fields, this is, forT ∈R1(Ω) we define

‖T ‖∗
0,1 = sup

{B∈C
0,1
T (Ω;R3): ‖B‖

C0,1�1}
T (B). (4.9)

Here‖ · ‖C0,1 represents the usual Hölder norm, and

C
0,1
T

(
Ω;R

3)= {
B ∈ C0,1(Ω;R

3): B × ν = 0 on∂Ω
}
.

We will make use of the fact thatT ∈R1(Ω) can always be represented as

T (B) =
∫
Γ

n(x)B · τ dH(1). (4.10)

HereΓ ⊂ Ω is a 1-rectifiable set, that is,Γ = Γ0
⋃

n�1 Γk whereH(1)(Γ0) = 0 and for eachk � 1 there is a se

Ik ⊂ R and a Lipschitz functionfk :R → R
3 with Γk = fk(Ik). Also, the functionsn :Γ → Z andτ :Γ → R

3 are
assumed to beH(1) measurable, and|τ | = 1H(1) a.e. By the support ofT we always refer to the setΓ . Note that
this setΓ is only defined up to a set ofH(1)-measure 0. Finally, we will denote byB2

R a ball around 0 inR2 rather

thanR
3, for which we reserve the notationBR(0). We will also writeB

2,+
R ≡ {(x1, x3) ∈ B2

R: x1 � 0}.
The main result of this section is

Theorem 4.3.Letλ∗ > 0 be the number given in Proposition4.2. For eachλ > λ∗ andn ∈ Z, one can find a positiv
δ1 > 0 such that for anyT ∈ R1(Ω) with ∂T = 0 in Ω

0< ‖T − Sn‖∗
0,1 � δ1 ⇒ Gλ(T ) > Gλ(Sn).

Proof. As pointed out just before this last theorem, the action ofT ∈ R1(Ω) (that also satisfies∂T = 0 relative to
Ω) on a vector field is really oriented integration over a countable family of Lipschitz curves (each of them
endpoints on∂Ω or being a closed loop withinΩ). We consider first the simplest possible case: that in whichT (B)

can be expressed as

T (B) =
∫
γ

B · τ

for a singleγ : ]0,M[ → B
2,+
R ⊂ R

2 that does not self intersect, with either both endpoints equal or both on∂Ω , and
n = 1. It follows easily in this case from Proposition 4.2 thatGλ(T ) > Gλ(S1) for λ > λ∗, unlessT = S1. This more
or less implies thatS1 is an isolated local minimizer ofGλ. To show thatSn, for any integern � 1, actually has this
property with respect to‖ · ‖∗

0,1 we first reduce the problem to the half plane{(x1, x2, x3): x1 � 0, x2 = 0}, and then
use the condition 0< ‖T −Sn‖∗

0,1 � δ1 to decomposeT = T1 +T2 whereT1 is made up of exactlyn Lipschitz curves
like the ones considered above andGλ(T2) � 0 with strict inequality ifT2 �= 0. This will give Gλ(T ) > Gλ(Sn) for
generalT ∈ R1(Ω) with ∂T = 0 and 0< ‖T − Sn‖∗

0,1 � δ1.
Step 1. Case of single curve. We assume here thatT can be represented as

T (B) = Tγ (B) =
∫

B · τ

γ
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for a single curve

γ : ]0,M[ → B
2,+
R = {

(x1, x3) ∈ R
2: x2

1 + x2
3 < R2, x1 � 0

}
that does not self intersect and has either both endpoints on∂B2

R(0) or is a closed loop. In this case we may ea

associateT with a Cacciopoli setAT ⊂ B
2,+
R , as in Section 4.1, whose boundary withinB

2,+
R coincides withγ , and

so that also

Gλ(T ) = G̃λ(χAT
).

In this case Proposition 4.2 immediately gives

Gλ(T ) > Gλ(S1)

unlessT = S1 (recallλ > λ∗).
Step 2. In this step we show that the energyGλ of any current decreases if we project it along the azimuthal a

ontoB
2,+
R ⊂ R

2. This reduces the problem to a 2 dimensional situation.
This projection, that can also be found for instance in [12], can be described as follows: consider a Cartesia

with ê3 in the direction ofhap so thathap= λapê3. With this, set up a spherical system so that its polar axis coinc
with the positivex3 axis. We denote these coordinates and unit vectors(r, θ,φ) andêr , êθ andêφ respectively. In this
caseθ ∈ [0,π] is the polar angle. Consider now the map

q :BR(0) ⊂ R
3 → B2

R = {
(x1, x3): x2

1 + x2
3 � R2}⊂ R

2

defined for x = (r, θ,φ) ∈ BR(0) as q(r, θ,φ) = (r sinθ, r cosθ). Looking at the domain ofθ we see tha
q(BR(0)) ⊂ B

2,+
R .

Note now that any vector fieldB ∈ C
0,1
T (B2

R;R
2) can be readily made into a vector field inC

0,1
T (BR(0);R

3) (here

BR(0) ⊂ R3) independent of the azimuthal coordinateφ, and this is obviously a subset ofC
0,1
T (BR(0);R3). This

yields

‖Tγ − S1‖∗
0,1 � ‖Tγ − S1‖∗

0,1 � δ1,

where the first‖ ·‖∗
0,1 is understood in(C0,1(B2

R;R
2))∗ and the second in(C0,1(BR(0);R

3))∗. It is also an easy matte

to checkGλ(T ) � Gλ(q#(T )) and∂q#(T ) = q#(∂T ) = 0 relative toB2
R . All this shows that, to establish the theorem

suffices to considerT ∈ R1(B
2
R) with supp(T ) ⊂ B

2,+
R , 0< ‖Tγ − S1‖∗

0,1 � δ1 and∂T = 0 all relative toB2
R , which

we do from now on (see (4.10) and the comment preceding it for the definition of the support ofT ).
Step 3. In the next step we decomposeT = T1 + T2, whereT1 is made up of Lipschitz curves as those conside

in Step 1, andT2 ∈ R1(Ω) is supported, roughly speaking, on closed loops. To obtain this decomposition we re
lower bound on the mass ofT , which is what we pursue in this step. More specifically, we seek here the lower b

M(T ) � M
(
T �
{
Γ + ∩ supp(ψ)

})
� 2nR − Cδ

1/4
1 . (4.11)

for the massM(T ) of any currentT that satisfies∂T = 0 in Ω , 0< ‖T − Sn‖∗
0,1 � δ1, and an additional conditio

that will be clear in a few lines. HereT �B refers to the action ofT restricted to the setB, the setΓ + represents a
place whereT has an orientation close toSn, andψ is a particular test vector field. Both will be defined in the cou
of this step.

Note first that forT satisfying 0< ‖T − Sn‖∗
0,1 � δ1 we have∣∣(Sn − T )(B∗)

∣∣� ‖T − Sn‖∗
0,1‖B∗‖C0,1 � δ1‖B∗‖C0,1.

M(T ) � M(Sn) + δ
1/4
1 implies then that

Gλ(T ) = M(T ) − 2λT (B∗) = M(T ) + 2λ(Sn − T )(B∗) − 2λSn(B
∗)

� M(Sn) − 2λSn(B
∗) + δ

1/4
1 − 2λδ1‖B∗‖C0,1 > Gλ(Sn)

for δ1 = δ1(B
∗, λ) > 0 small enough. We therefore assume, in addition to∂T = 0 in Ω and 0< ‖T − Sn‖∗

0,1 � δ1, the
upper bound

M(T ) � M(Sn) + δ
1/4 (4.12)
1
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n
call

n
a.e.
throughout the rest of the proof.
To obtain a lower bound onM(T ) we build a test vector field with some ideas borrowed from [19]. Letα > 0 and

consider the functions

f (z) =


R + z for z ∈ ]−R,−R + δα

1 [,
δα

1 for z ∈ ]−R + δα
1 ,R − δα

1 [,
R − z for z ∈ ]R − δα

1 ,R[,

ρ(r) =
{

δα
1 for r ∈ ]0,R − δα

1 [,
R − r for r ∈ ]R − δα

1 ,R[, and

h(x) =
{

δα
1 − |x| for |x| ∈ [0, δα

1

[
0 otherwise.

Herer = (x2
1 + x2

3)1/2. Define with theseψ(x1, x3) = h(x1)ρ(r)f (x3)ê3. We compute

Sn(ψ) = nδ3α
1

(
2R − 2δα

1

)+ 2nδ4α
1

3
= nδ3α

1

(
2R − 4

3
δα

1

)
.

It is also clear that‖ψ‖C0,1 � 1. Since|(Sn − T )(ψ)| � δ1‖ψ‖C0,1, this implies that

T (ψ) � Sn(ψ) − δ1 = nδ3α
1

(
2R − 4

3
δα

1

)
− δ1.

Let us introduce the following notation.

Γ + = {
x ∈ Γ : ê3 · τ̂x > 0

}
.

The definitions ofψ andΓ + lead to

T (ψ) � δ3α
1 M

(
T �
{
Γ + ∩ supp(ψ)

})
and from here we obtain that

M
(
T �
{
Γ + ∩ supp(ψ)

})
�
(

2nR − 4n

3
δα

1

)
− δ1−3α

1 � 2nR − Cδ
min{α,1−3α}
1

for δ1 = δ1(R,n) > 0 small enough. Choosing nowα = 1
4, we obtain

M
(
T �
{
Γ + ∩ supp(ψ)

})
� 2nR − Cδ

1/4
1 ,

which is (4.11).
Step 4. As mentioned before, here we use Step 3 to decomposeT = T1 + T2, whereT1 is a current supported o

finitely many single Lipschitz curves, andT2 ∈R1(Ω) is basically supported on closed loops. To do this we first re
from 4.2.25 in [7] thatT ∈R1(Ω) with ∂T = 0 can be decomposed as

T =
∑
k�1

Tk. (4.13)

Furthermore, eachTk is a single Lipschitz curve with both endpoints on∂Ω or else is a closed curve withinΩ (either
way∂Tk = 0 for all k), and one also hasM(T ) =∑

k�1 M(Tk). We also recall from [7] that forf :Ω → R Lipschitz,
the slices〈T ,f, t〉 are well defined for a.et ∈ R. Loosely speaking, forT ∈ R1(Ω), 〈T ,f, t〉 represents the restrictio
of T to the surfacef −1(t) ⊂ Ω . SinceT ∈ R1(Ω) is made up of a countable collection of Lipschitz curves, for
t ∈ R, 〈T ,f, t〉 is a countable collection of point masses and

∞∫
−∞

M
(〈T ,f, t〉)dt � sup

x∈Γ

∣∣∇Γ f (x)
∣∣M(T ). (4.14)

Here we recall that the setΓ = support(T ) and∇Γ f (x) represents the component of∇f tangent toΓ .
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e.

ds

.

can

here.

ps

leads

t

r

Now we try to compare the support ofT with that of Sn. Set g(x1, x3) = |x1| and letC′ > C whereC > 0
comes from (4.11) (and depends only on the multiplicityn of Sn). Let us first rule out the possibility that for a.
r ∈ [δα

1 ,2C′δα
1 ] it holds

M
(〈T ,g, r〉)� 1. (4.15)

Indeed, since supp(ψ)∩g−1([δα
1 ,2C′δα

1 ]) = ∅ (recallα = 1/4), we find, in light of (4.11) and (4.14), that (4.15) lea
to

M(T ) � M
(
T �
{
Γ + ∩ supp(ψ)

})+ M
(
T �g−1([δα

1 ,2C′δα
1

])
� 2nR − Cδα

1 + (2C′ − 1)δα
1 .

For C′ > 0 large enough (again depending only onn) this contradictsM(T ) � 2nR + δ
1/4
1 for δ1 > 0 small enough

It follows that

H(1)
({

r ∈ [δα
1 ,Cδα

1

]
: M

(〈T ,g, r〉)= 0
})

> 0, (4.16)

where we relabel 2C′ to C. Define the setσ = {k ∈ N: Tk(ψ) �= 0}. (4.16) ensures that fork ∈ σ , Tk is a curve
contained in the interior of the infinite cylinderg−1([0,Cδα

1 [). We subdivideσ further by considering

σ2 = {
k ∈ σ :Tk has both ends on the same connected component of∂B2

R ∩ g−1( ]0,Cδα
1

[ )
or

Tk is a closed loop
}

and σ1 = σ \ σ2. Note that fork ∈ σ1, Tk is a curve with one endpoint on each connected component of∂B2
R ∩

g−1(]0,Cδα
1 [), and hence

M(Tk) � 2R − Cδα
1 (4.17)

for eachk ∈ σ1. The assumption thatM(T ) � 2nR + δ
1/4
1 guarantees then that there are at mostn integers inσ1. We

distinguish two cases: card(σ1) = n and card(σ1) < n.
Step 5. Impossibility ofm = card(σ1) < n. We follow the proof of Theorem 4.5 from [19]. In this case one

conclude that in factM(T ) � 2nR + (n−m)R −Cδ
γ

1 for someγ > 0. This clearly contradictsM(T ) � 2nR +Cδ
1/4
1

for δ1 = δ1(n,m,R) > 0 small enough. The details of the proof are as Theorem 4.5 from [19] so we omit them
Roughly speaking though, the main idea can be expressed as follows: because there are onlym < n integers inσ1,
(4.11) implies that there must be 2(n − m)R units of mass inT that come from the portion of either closed loo
or curves that have both end-points on the same connected component of∂Ω ∩ g−1(]0,2δ

β

1 [) that lies inΓ +. These
curves however will have at least as much mass in the portion of them that lies inΓ − = {x ∈ supp(T ): −τ̂x · ê3 � 0},
this is at least 2(n − m)R units of mass inΓ −. These are unaccounted for in (4.11). Careful book-keeping then
to M(T ) � 2nR + (n − m)R − Cδ

γ

1 for someγ > 0 which, as mentioned earlier, is impossible.
Step 6. Conclusion. In light of Step 5 we assume card(σ1) = n. Note also that fork ∈ σ1 Step 1 implies tha

Gλ(Tk) − Gλ(S1) > 0 unlessTk = S1.
To estimateGλ(T − Tσ1) we note that

M(Tσ1) =
∑
k∈σ1

M(Tk) � 2nR − Cδα
1 .

This implies thatM(T − Tσ1) =∑
N\σ1

M(Tk) � Cδα
1 , in light of M(T ) � 2nR + Cδ

1/4
1 . We can find then an intege

multiplicity 2-currentS with ∂S = T − Tσ1. The relative isoperimetric inequality gives in this case thatM(S) �
K(M(T − Tσ1))

2. But then

Gλ(T − Tσ1) = M(T − Tσ1) − 2λ

∫
S

nS(x)(∇ × B∗) · ν dS � M(T − Tσ1) − Kλ‖∇ × B∗‖∞
(
M(T − Tσ1)

)2
and sinceM(T −Tσ1) =∑

N\σ1
M(Tk) � Cδα

1 , this clearly implies thatGλ(T −Tσ1) > 0, unlessT −Tσ1 = 0. We can
conclude now since (recall card(σ1) = n)

Gλ(T ) − Gλ(Sn) =
∑(

Gλ(Tk) − Gλ(S1)
)+ Gλ(T − Tσ1),
k∈σ1
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ingular
all here

s

rs

of
o

and eitherT − Tσ1 = 0, in which caseT �= Sn implies by step 1 thatGλ(Tk0) − Gλ(S1) > 0 for somek0 ∈ σ1 (recall
Gλ(Tk) − Gλ(S1) � 0 for all k ∈ σ1 with strict inequality if Tk �= S1 by Step 1), orT − Tσ1 �= 0, in which case
Gλ(T − Tσ1) > 0. In both instances we obtainGλ(T ) − Gλ(Sn) > 0, which is the claim of the theorem.�
5. Local minimizers to the Ginzburg–Landau energy

In this section we prove Theorem 1.1, by building local minimizers to (1.1). We note as in [13] that a sort of s
change of gauge onGε(u,A) leads to an expression for it that can be handled using weak Jacobians. We rec
that the gauge invariance ofGε is a property that reads

Gε

(
eiφu,A + ∇φ

)= Gε(u,A)

wheneverφ ∈ W1,2(R3). Instead of computing the left-hand side of this last identity we compute

Gε(u,A) = Gε

(
eiφAu,A

)
, (5.1)

for φA coming from

A = ∇ × BA + ∇φA

(cf. Lemma 2.4). Note that this still makes sense, althoughφA is not defined in all ofR3. An easy computation yield

Gε(u,A) = Eε(u) − 2
∫
Ω

BA · J (u)dx + 1

2

∫
Ω

|u|2|∇ × BA|2 dx + 1

2

∫
R3

∣∣∇ × A − hε
ap

∣∣2 dx, (5.2)

where

Eε(u) = 1

2

∫
Ω

|∇u|2 dx + 1

4ε2

∫
Ω

(
1− |u|2)2 dx.

ThisGε(u,A) of course is not the Ginzburg–Landau energy. However the transformation

T :W1,2(Ω;C) × H0 → W1,2(Ω;C) × H0,

(u,A) → T (u,A) = (
eiφAu,A

)
is a diffeomorphism (cf. [13]). This means that local minimizers toGε(u,A) defined by (1.1) produce local minimize
to Gε(u,A) and vice versa. This allows us to studyGε , which is what the next theorem talks about.

In the following, we takehε
ap = λ|ln ε|ê3, and defineAε

ap with ∇ × Aε
ap = hε

ap and Bε
ap as in Lemma 2.4. We

decompose our magnetic potentialsA = Aε
ap+ A1 with A1 ∈ H0. Denote byR1(Ω) the class of integer multiplicity

rectifiable one currents.Sn ∈ R1(BR(0)) denotes the current defined as the vertical diameter{(0,0, x3): −R < x3 <

R} of the ballΩ = BR(0), with integer multiplicityn.
We recall from the Introduction the following notation: forδ > 0 define,

F = Fδ =
{
(u,A1) ∈ W1,2(Ω;C) × H0:

∥∥∥∥Sn − 1

π
J(u)

∥∥∥∥∗

1,p

� δ

}
, (5.3)

O = Oδ =
{
(u,A1) ∈ W1,2(Ω;C) × H0:

∥∥∥∥Sn − 1

π
J(u)

∥∥∥∥∗

1,p

< δ

}
. (5.4)

We claim thatF is weakly closed andO is open inW1,2(Ω;C) × H0. The proof of these two facts follows that
Theorem 4.2 from [19], with the only caveat that the proofs in [19] are for‖ · ‖∗

0,1. The difference is minor so we d
not include the proof here.

Note first that, forB ∈ C∞(Ω;R
3) andp > 3 one has

‖B‖C0,α � K1‖B‖W1,p � K2‖B‖C0,1

whereα = 1− 3
p

. We set herep = 4 andα = 1
4. This implies forT ∈ (C

0,α
T (Ω;R

3))∗ that

‖T ‖∗ � K2‖T ‖∗ � K1K2‖T ‖∗ . (5.5)
0,1 1,p 0,α
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e

Here‖T ‖∗
0,α and‖T ‖∗

1,p represent the norms onT dual to the usual Hölder norm‖ · ‖C0,α and dual to the Sobole
norm‖ · ‖W1,p respectively.

Next we apply the direct method of the calculus of variations to the problem of finding(uε,A1,ε) ∈F satisfying

Gε

(
uε,A1,ε + Aε

ap

)= inf
(u,A1)∈F

Gε

(
u,A1 + Aε

ap

)
.

SinceF is weakly closed, it is a simple matter to obtain the existence of a solution to this last problem. The rem
of the proof consists in showing that in fact(uε,A1,ε) ∈ O for ε > 0 small enough. We proceed by contradiction a
assume that there is a sequenceεn → 0 with ‖Sn − 1

π
J (uεn)‖∗

1,4 = δ0. From now on we drop the subscriptn and write
(uε,A1,ε) for (uεn,A1,εn). We will take several steps.

Step 1. From [2] and [13], one can always find a sequence{vε} ⊂ W1,2(Ω;C) with Eε(vε) � K ln 1
ε
, and

lim
ε→0

Eε(vε) = M(Sn), (5.6)

lim
ε→0

1

π
J(vε) = Sn (5.7)

and the last convergence is strong in(C
0,β
T (Ω;R

3))∗, for anyβ ∈ ]0,1]. In particular, from (5.5), this convergence a

is strong in(W1,4
T (Ω;R

3))∗. Clearly then(vε,0) ∈F for ε > 0 small enough. This implies thatGε(uε,A1,ε + Aε
ap) �

Gε(vε,0+ Aε
ap) � K(ln 1

ε
)2, and this in turn yields∫

R3

|∇ × A1,ε|2 dx � K

(
ln

1

ε

)2

, (5.8)

and

Eε(uε) � K

(
ln

1

ε

)2

. (5.9)

Now writing B1,ε = BA1,ε
, we obtain from Lemma 2.4 that

‖B1,ε‖2
W2,2 � K

(
ln

1

ε

)2

. (5.10)

Step 2. Clearly (vε,A1,ε) ∈ F also, soGε(uε,A1,ε + Aε
ap) � Gε(vε,A1,ε + Aε

ap). After some cancellation on
concludes from here

Eε(uε) � Eε(vε) − 2
(
J (vε) − J (uε)

)(
B1,ε + Bε

ap

)+
∫
Ω

(
1− |uε|2

)∣∣∇ × (B1,ε + Bε
ap)
∣∣2 dx

−
∫
Ω

(
1− |vε|2

)∣∣∇ × (
B1,ε + Bε

ap

)∣∣2 dx (5.11)

� Eε(vε) + 2
∥∥J (vε) − J (uε)

∥∥∗
1,p

∥∥B1,ε + Bε
ap

∥∥
W1,p +

∫
Ω

(
1− |uε|2

)∣∣∇ × (
B1,ε + Bε

ap

)∣∣2 dx

−
∫
Ω

(
1− |vε|2

)∣∣∇ × (
B1,ε + Bε

ap

)∣∣2 dx. (5.12)

Here we point out that∫
Ω

(
1− |uε|2

)∣∣∇ × (
B1,ε + Bε

ap

)∣∣2 dx �
(∫

Ω

(
1− |uε|2

)2
dx

∫
Ω

(∣∣∇ × (
B1,ε + Bε

ap

)∣∣4 dx

)1/2

� Cε
(
Eε(uε)

)1/2∥∥B1,ε + Bε
ap

∥∥2
W2,2 � Cε

(
ln

1
)3

, (5.13)

ε
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fact

that

he
where we used (5.10), (5.9) andBε
ap= |ln ε|Bap. Similarly we obtain∫

Ω

(
1− |vε|2

)∣∣∇ × (
B1,ε + Bε

ap

)∣∣2 dx � Cε

(
ln

1

ε

)3

.

Also note that sincep = 4, we have

‖B1,ε‖W1,p � C‖B1,ε‖W2,2 � C|ln ε|,
and ∥∥J (vε) − J (uε)

∥∥∗
1,p

�
∥∥J (vε) − Sn

∥∥∗
1,p

+ ∥∥Sn − J (uε)
∥∥∗

1,p
� C.

All of this in (5.12) yields

Eε(uε) � K ln
1

ε
. (5.14)

We appeal now to [14] and [13] to claim the existence of a subsequence of{J (uε)} strongly convergent in
(C

0,β
T (Ω;R

3))∗ for all β ∈ ]0,1]. (5.5) implies then that this convergence is also strong in(W
1,4
T (Ω;R

3))∗. Call
the limit πT . From [14] we also conclude thatT is an integer multiplicity, rectifiable 1-current. Furthermore, the
that the convergence is strong in(W1,4

T )∗ implies that‖Sn − T ‖∗
1,4 = δ0, so in particularT �= Sn. Finally, [14] also

provides the inequality

M(πT ) � lim inf
ε→0

1

|ln ε|Eε(uε). (5.15)

Step 3. By Step 1,‖B1,ε‖2
W2,2 � K(ln 1

ε
)2. As mentioned earlier, the Sobolev embeddings then imply

‖B1,ε‖W1,4 � K ln 1
ε
. Moreover, for the exponents we are using the embedding is compact. It follows that1

|ln ε|B1,ε is

pre-compact inW1,4
T (Ω;R

3). We work now towards identifying the limit of1
|ln ε|B1,ε . To this end recall from [13] the

Proposition 5.1.LetΩ ⊂ R
3 be a smooth domain, and letα ∈ (0,1]. Then there are constantsγ > 0 andC(α,Ω) > 0

such that for anyv ∈ W1,2(Ω;C) and anyε ∈ (0,1) one has∥∥J (v)
∥∥

C
0,α
T (Ω)∗ � C(α,Ω)

(
εγ + Eε(v)

|ln ε|
)

. (5.16)

We next show that 1
|ln ε| (B1,ε + Bε

ap) → λB∗, whereB∗ is given by (3.6), corresponding to minimization of t
functionalF(A) in Theorem 3.1, whenhap= ê3. To do this note that

G
(
uε,A1,ε + Aε

ap

)
� G

(
uε, ln

(
1

ε

)
A1 + Aε

ap

)
for anyA1 ∈ H0. In fact,(uε,A1,ε) ∈F implies∥∥∥∥ 1

π
J(uε) − Sn

∥∥∥∥∗

1,p

� δ1.

This clearly implies(uε, |ln ε|A1) ∈F for anyA1 ∈ H0, so we obtain

G
(
uε,A1,ε + Aε

ap

)
� G

(
uε, |ln ε|A1 + Aε

ap

)
.

Expanding this last inequality we obtain

Eε(uε) − 2
∫
Ω

(
B1,ε + Bε

ap

) · J (uε) + 1

2

∫
Ω

|uε|2
∣∣∇ × (

B1,ε + Bε
ap

)∣∣2 + 1

2

∫
R3

|∇ × A1,ε|2

� Eε(uε) − 2
∫ (|ln ε|B1 + Bε

ap

) · J (uε) + |ln ε|2
2

∫
|uε|2

∣∣∇ × (B1 + Bap)
∣∣2
Ω Ω
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.6)
+ |ln ε|2
2

∫
R3

|∇ × A1|2. (5.17)

Note that 1
|ln ε|A1,ε is weakly compact inH0 by (5.8). Note also that Proposition 5.1 and (5.14) imply

1

|ln ε|2
∫
Ω

(
B1,ε + Bε

ap

) · J (uε) = 0.

We divide now (5.17) by|ln ε|2 and letε → 0. Call

Ā1 = w- lim
ε→0

1

|ln ε|A1,ε, �B1 := BA1,

and denote

Bap= Bε
ap

|ln ε| , Aap= Aε
app

|ln ε| .
The above discussion reduces then (5.17) to

1

2

∫
Ω

∣∣∇ × (�B1 + Bap)
∣∣2 + 1

2

∫
R3

|∇ × Ā1|2 � 1

2

∫
Ω

∣∣∇ × (B1 + Bap)
∣∣2 + 1

2

∫
R3

|∇ × A1|2

for all A1 ∈ H0, soĀ1 is the unique minimizer of

F(A1) = 1

2

∫
Ω

∣∣∇ × (B1 + Bap)
∣∣2 dx + 1

2

∫
R3

|∇ × A1|2 dx.

Set nowB0 = �B1 + Bap and recall from the remark below (3.6) thatB0 = λB∗. We rearrange (5.11) as

Eε(uε) − 2
∫
Ω

(
B1,ε + Bε

ap

) · J (uε)dx � Eε(vε) − 2
∫
Ω

J(vε) · (B1,ε + Bε
ap

)+
∫
Ω

(
1− |uε|2

)|∇ × B1,ε|2 dx

−
∫
Ω

(
1− |vε|2

)|∇ × B1,ε|2 dx. (5.18)

We now use the known compactness ofB1,ε , the conclusions forJ (uε) mentioned at the end of Step 2, (5.18), (5
and (5.7) to conclude

M(T ) − 2λT (B∗) � lim inf
ε→0

{
Eε(uε)

π |ln ε| − 2

|ln ε|
∫
Ω

(
B1,ε + Bε

ap

) · J (uε)dx

}

� lim inf
ε→0

{
Eε(vε)

π |ln ε| − 2

|ln ε|
∫
Ω

(
B1,ε + Bε

ap

) · J (vε)dx

}
� M(Sn) − 2λSn(B∗).

However, from Step 2,Sn �= T . Also from Step 2,‖Sn − T ‖∗
1,4 = δ0, so (5.5) implies that‖Sn − T ‖∗

0,1 � K2δ0.
Theorem 4.3 then yields a contradiction forδ0 > 0 small enough, because 0< ‖Sn − T ‖∗

0,1 � K2δ0 implies that

M(T ) − 2λT (B∗) = Gλ(T ) > Gλ(Sn) = M(Sn) − 2λSn(B∗).
Step 4. The only details that still needs a proof are1

π
J (uε) → Sn and the fact that for everyη > 0 there isε0 > 0

such that, for every 0< ε � ε0,

supp(S1) ⊂ {
x ∈ Ω: dist

(
x,Nε

1/2

)
� η

}
.

Here

Nε = {
x ∈ R

3:
∣∣uε(x)

∣∣< 1/2
}
.
1/2
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ave been

this
.

lemma
].

for the
For the first one note that the same contradiction we reached in the course of steps 1 through 3 would h
reached if we had a sequenceεn → 0 with

δ �
∥∥∥∥Sn − 1

π
J(uεn)

∥∥∥∥∗

1,4
� δ0.

This implies that1
π
J (uε) → Sn. As for

supp(S1) ⊂ {
x ∈ Ω: dist

(
x,Nε

1/2

)
� η

}
,

this is a direct consequence of Proposition 4.6 from [13]. This concludes the proof of Theorem 1.1.

6. Lower bound for Hc1

In this section we seek a lower bound forHc1 by directly analyzing the global minimizers forGε. As in the previous
sections we assume

hap= λ|ln ε|ê3. (6.1)

We again considerhε
ap= |ln ε|hap, andhap= λê3 = ∇ ×Aap, Aap= ∇ ×Bap+∇φap, Bε

ap= |ln ε|Bap, Aε
ap= |ln ε|Aap,

as in Section 5.

Theorem 6.1.Let (B∗, h∗) be the solution to London’s equation given by Theorem3.1. Assume thatλ‖B∗‖∞ < 1
2 .

Then for a family of global minimizers ofGε, denoted by(uε,Aε), we have

lim
ε→0

Eε(uε)

ln(1/ε)
= 0. (6.2)

In particular, the associated JacobiansJuε → 0 in the strong topology on(C0,α
T (Ω))∗, for all α ∈ (0,1].

Remark 6.2. Note that the last statement,Juε → 0, follows from (6.2) and the estimate of Proposition 5.1. In
sense we say that for applied fieldshap of the form (6.1) withλ‖B∗‖∞ < 1

2, minimizers for smallε have no vortices
It has been proven that minimizersuε of the energyEε with prescribed Dirichlet condition have|uε| � 1

2 in any
neighborhood away from support of the limiting Jacobian (see [17,4].) For our problem this “Clearing Out”
remains an open question, although there has been recent progress on some related problems by Chiron [6

Remark 6.3.From the above remarks we may therefore interpret Theorem 6.1 as giving a bound from below
lower critical fieldHc1 in the form (6.1) with

λ = λ∗
m := 1

2‖B∗‖∞
= sinh(R)

3(ψ(R) − ψ(0))
,

where

ψ(r) = 1

r2

(
1+ r2

r
sinhr − coshr

)
.

We compare this with the estimate forHc1 from Section 4, which is given by

λ∗ = sinhR

3
∫ R

0 (coshr − (sinhr)/r)dr
.

A direct computation shows that

λ∗
m = sinhR

3
∑

k�1((2k + 2)/(2k + 3))R2k+1/(2k + 1)! � sinhR

3
∑

k�1(2k/(2k + 1))R2k+1/(2k + 1)! = λ∗,

and from here it is not hard to conclude that

lim λ∗ = lim λ∗
m = 1
R→∞ R→∞ 3
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rgy.
and

λ∗ − λ∗
m = O

(
1

R

)
asR → ∞.

Proof. Let (uε,Aε) be a family of absolute minimizers ofGε, with uε ∈ W1,2(Ω;C) andAε = Aε
ap + A1,ε with

A1,ε ∈ H0. We use Lemma 2.4 as usual to write

A1,ε = ∇ × B1,ε + ∇φε in Ω,

Bε × ν = 0 on∂Ω.

Step 1. A first upper estimate forEε(uε) is given by

Eε(uε) �
∫
Ω

j (uε) · ∇ × (
B1,ε + Bε

ap

)
dx +

∫
Ω

(
1− |uε|2

)∣∣∇ × (
B1,ε + Bε

ap

)∣∣2.
This is an easy consequence of the fact that(uε,Aε) are global minimizers and hence

Gε

(
uε,A1,ε + Aε

ap

)
� Gε

(
1,A1,ε + Aε

ap

)
,

where 1 represents the trivial constant function onΩ .
Step 2. Let h0 = λh∗,A0 = λA∗,B0 = λB∗, with h∗,B∗ as in (3.4)–(3.6), the minimizers of the magnetic ene

Write Aε = A1,ε + Aε
ap= |ln ε|A0 + Am, Am = ∇ × Bm + ∇φm as usual, and

Bε = B1,ε + Bε
ap= |ln ε|B0 + Bm = λap|ln ε|B∗ + Bm.

From (5.2) we have

Gε(uε,Aε) = Eε(uε) − 2
∫
Ω

Bε · J (uε) + 1

2

∫
Ω

∣∣∇ × (|ln ε|B0 + Bm

)∣∣2
+ 1

2

∫
Ω

(|u|2 − 1
)|∇ × Bε|2 + 1

2

∫
R3

∣∣∇ × [|ln ε|(A0 − λê3) + Am

]∣∣2
= Eε(uε) − |ln ε|

∫
Ω

j (uε) · ∇ ×
(

B0 + 1

|ln ε|Bm

)
dx − 1

2

∫
Ω

(
1− |uε|2

)|∇ × Bε|2 dx

+ |ln ε|2
2

{∫
Ω

|∇ × B0|2 dx +
∫
R3

|∇ × A0 − λê3|2 dx

}

+ 1

2

∫
Ω

|∇ × Bm|2 dx + 1

2

∫
R3

|∇ × Am|2 dx, (6.3)

since two cross-terms in the expansion of the squares cancel using the critical point condition satisfied byB0,∫
Ω

∇ × B0 · ∇ × Bm dx +
∫
R3

(∇ × A0 − λê3) · ∇ × Am dx = 0.

Step 3. At this point we require the following extension of Theorem 2 from [22]:

Theorem 6.4.Letuε ∈ W1,2(Ω;C) satisfyEε(uε) � Nε|ln ε|, whereδ � Nε � |ln ε| for someδ > 0 and‖uε‖∞ � C.
Then up to a subsequence:
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ts acting
e a

s

g

1

Nε

J (uε) → J̄ in the norm of
(
C

0,α
T

(
Ω;R

3))∗ for anyα ∈ ]0,1]; (6.4)

1√
Nε|ln ε|j (uε) → j̄ ; (6.5)

lim inf
ε→0

Eε(uε)

Nε|ln ε| � M(J̄ ) + 1

2

∫
Ω

|j̄ |2 dx. (6.6)

The conclusions of Theorem 6.4 are identical to those of [22], except there the result is proven for curren
on compactly supported vector fields,B ∈ C

0,α
c (Ω;R

3). The modifications required are non-trivial, and we includ
proof of Theorem 6.4 in Section 7.

Using the trivial estimate,Gε(uε,Aε) � Gε(1,Aap) � C|ln ε|2 and the definitionGε(uε,Aε) = Gε(uεeiφAε ,Aε), we
conclude that

∫
R3 |∇ ×Aε −hap|2 = O(|ln ε|2). Decomposing the vector potential as usual,Aε = A1,ε +Aε

ap, we then
have‖A1,ε‖H0 = O(|ln ε|). By Theorem 2.4, there existBε,φε with ‖φε‖W1,2(Ω) � C|ln ε|. The cross-term in (5.2) i
then estimated by Cauchy–Schwartz,∣∣∣∣ ∫

Ω

Bε · J (uε)

∣∣∣∣= ∣∣∣∣ ∫
Ω

(Aε − ∇φε) · j (uε)

∣∣∣∣� (‖Aε‖L2(Ω) + ‖φε‖W1,2(Ω)

)2 + 1

4

∫
Ω

|∇uε|2

� 1

2
Eε(uε) + O

(|ln ε|2).
The desired boundEε(uε) � C|ln ε|2 then follows from the definition (5.2) and the above estimates.

Recall now that critical points of the Ginzburg Landau energy satisfy|uε| � 1 in Ω . Applying Theorem 6.4 with
Nε = |ln ε|, we obtain a subsequence (which we continue to denote byε) such that

1

|ln ε|J (uε) → J̄ in
(
C

0,α
T

)∗
,

1

|ln ε|j (uε) ⇀ j̄ in L2
(
Ω;R

3
)
.

In addition, (6.6) implies:

lim inf
ε→0

Eε(uε)

|ln ε|2 � M(J̄ ) + 1

2

∫
Ω

|j̄ |2 dx.

Step 4. Note thatGε(uε,Aε) � Gε(1, |ln ε|A0). Applying the decomposition (6.3),

Eε(uε) −
∫
Ω

j (uε) · ∇ × Bm dx + 1

2

∫
Ω

|∇ × Bm|2 dx + 1

2

∫
R3

|∇ × Am|2 dx

� |ln ε|
∫
Ω

j (uε) · ∇ × B0 + 1

2

∫
Ω

(
1− |uε|2

)|∇ × Bε|2 dx

� |ln ε|
∫
Ω

j (uε) · ∇ × B0 + Cε|ln ε|3, (6.7)

by (5.13). Dividing the above inequality by|ln ε|2, and using the boundedness ofj (uε)/|ln ε| we conclude that (alon
a subsequence)

1

|ln ε|Am ⇀ A∗
m in H0,

1

|ln ε|Bm ⇀ B∗
m in W

2,2
T ,

and div(B∗
m) = 0. Moreover, by the Sobolev embedding,

1
Bm → B∗

m, strong inC0,β for β = 1
4. (6.8)
|ln ε|
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n

ity of the
nique in
Dividing again (6.7) by|ln ε|2 and lettingε → 0 one obtains

M(J̄ ) − 2J̄ (B0) + 1

2

∫
Ω

|j̄ − ∇ × B∗
m|2 dx + 1

2

∫
R3

|∇ × A∗
m|2 dx � 0.

Now we use our hypothesis

‖B0‖∞ = λ‖B∗‖∞ <
1

2
,

which in particular implies that 2̄J (B0) < M(J̄ ) for J̄ �= 0, and then from the above we obtain

M(J̄ ) =
∫
Ω

|j̄ |2 dx =
∫
R3

|∇ × A∗
m|2 dx = 0.

In particularA∗
m = 0 implies in addition thatB∗

m = 0.
Step 5. Set

Nε = 1

|ln ε|Eε(uε).

We claim thatNε → 0 asε → 0. To see this assume thatNεn � α > 0 for someεn → 0.
Applying (6.8) and (6.4) we have

lim
ε→0

∫
Ω

J(uε)

Nε

· Bm

|ln ε| dx =
∫
Ω

J̄ · B∗
m dx = 0,

sinceλ < λ∗
m impliesB∗

m = 0 by Step 4. Dividing (6.7) byNε|ln ε|, we then have:

1 = Eε(uε)

Nε|ln ε| � 2
∫
Ω

J(uε)

Nε

· Bm

|ln ε| dx + 2
∫
Ω

J(uε)

Nε

· B0 + Cε|ln ε|2
Nε

→ J̄ (B0) = 0,

a contradiction. Therefore we must haveNε → 0 and the theorem is proven.�
7. Proofs of some technical results

We include here a direct proof, forΩ = BR(0), of the

Lemma 7.1. There are constantsC1,C2 = C1(Ω),C2(Ω) such that for anyA ∈ L2(Ω;R
3) one can find a pair

(φA,BA) ∈ W1,2(Ω) × W
1,2
T (Ω;R

3) satisfying

A = ∇ × BA + ∇φA in Ω and (7.1)

‖φA‖W1,2 + ‖BA‖
W

1,2
T

� C1‖A‖L2(Ω). (7.2)

The choice ofBA is unique among divergence free vector fields and the choice ofφA is unique among functions i
W1,2(Ω) with zero average. Moreover, whenA ∈ H one also has

‖BA‖2
W2,2 + ‖φA‖2

W2,2 � C2‖A‖H . (7.3)

Proof. We first minimize the functional

F(B) =
∫
Ω

|∇ × B − A|2 dx +
∫
Ω

(divB)2 dx

for B ∈ W
1,2
T (Ω;R

3). By Remark 2.3, a minimizing sequence for this functional inW
1,2
T (Ω;R

3) will be bounded
in the norm of this space. We can always then extract a convergent subsequence. The lower semi-continu
norm in this space, and the strict convexity of the functional, guarantee that a minimizer exists and that it is u
W

1,2
(Ω;R3).
T
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d

The critical point condition in this case reads∫
Ω

{
(∇ × BA − A) · ∇ × B + divBA · divB

}
dx = 0 (7.4)

for all B ∈ W
1,2
T (Ω;R

3). We claim that divBA = 0. To see this solve Poisson’s equation

−�φ = divBA in Ω,

φ = 0 on∂Ω.

SinceBA ∈ W
1,2
T (Ω;R

3), thenφ ∈ W2,2(Ω) so ∇φ ∈ W1,2(Ω;R
3). On the other handφ is constant on∂Ω . In

particular∇φ × ν = 0 on∂Ω . This allows us to setB = ∇φ in (7.4) to easily conclude that divBA = 0 a.e inΩ . This
reduces the critical point condition to∫

Ω

{∇ × BA − A} · ∇ × B =
∫
Ω

B · ∇ × (∇ × BA − A)dx = 0

for everyB ∈ W
1,2
T (Ω;R

3). This implies that as distributions∇ ×(∇ ×BA −A) = 0, and sinceΩ is simply-connected
there is a functionφA satisfyingA = ∇ × BA + ∇φA.

Note now thatF(BA) � F(0) so that∫
Ω

|∇ × BA − A|2 dx =
∫
Ω

(|∇ × BA|2 − 2A · ∇ × BA + |A|2)dx �
∫
Ω

|A|2 dx.

This implies through Hölder’s inequality that‖∇ × BA‖L2 � C‖A‖L2. Since div(BA) = 0, we obtain from here

‖BA‖
W

1,2
T

� C‖A‖L2. (7.5)

Now add a constant toφA so that
∫
Ω

φA dx = 0. Since∇φA = A − ∇ × BA, this and Poincaré inequality applie
to φA, give

‖φA‖W1,2 � C‖A − ∇ × BA‖L2 � C‖A‖L2,

where the last inequality is due to (7.5). It follows that

‖BA‖
W

1,2
T

+ ‖φA‖W1,2 � C1‖A‖L2.

The uniqueness ofBA can be seen as follows. If there were

A = ∇ × B1 + ∇φ1 = ∇ × B2 + ∇φ2

with divBj = 0 andBj × ν = 0 on∂BR(0), thenψ = φ1 − φ2 will satisfy

�ψ = div(∇φ1 − ∇φ2) = div(∇ × B2 − ∇ × B1) = 0.

Moreover, a direct computation shows that, in spherical coordinates, one has

(∇ × B) · ν = 1

r sinθ

∂

∂θ

(
sinθ(B · êθ )

)− 1

r sinθ

∂

∂φ
(B · êφ). (7.6)

Again, direct computation reveals thatB × ν = 0 on ∂BR(0) impliesB · êθ = B · êφ = 0 on ∂BR(0). We conclude
through (7.6) that

B × ν = 0 on∂BR(0) ⇒ ν · ∇ × B = 0 on∂BR(0). (7.7)

Since∇ψ = ∇ ×B2 −∇ ×B1 andBj × ν = 0 on∂BR(0) for j = 1,2, we conclude that∇ψ · ν = 0 on∂BR(0). This
and�ψ = 0 imply ψ = const., so∇ × (B1 − B2) = 0.

We appeal now to the fact thatBR(0) is simply-connected to find a functionψ0 with B1 −B2 = ∇ψ0. This imposes
∇ψ0 × ν = 0. Hence∇ψ0 is normal to∂BR(0), and so∂BR(0) is in fact a level set ofψ0. Also recall that div(Bj ) = 0
for j = 1,2. Then�ψ0 = div(B1 − B2) = 0 and this implies thatψ0 is constant inBR(0) as well. It follows that
B1 = B2.
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is

his

-

rd

nish on

us recall
That φA is determined up to a constant follows because∇φA = A − ∇ × BA, and the right-hand side of th
equation is completely determined as a function ofA.

In caseA ∈ H , the estimate of‖BA‖W2,2 in terms of‖∇ × A‖L2 comes from standard elliptic theory. To see t
note first that

∇ × ∇ × BA = −�BA,

since div(Ba) = 0, so the interior estimate follows. Moreover, the usual spherical coordinates forR
3 make the bound

ary of BR(0) look flat. We use this fact to find equations forBr = BA · êr , Bθ = BA · êθ andBφ = BA · êφ near the
boundary, along with boundary conditions for these three quantities on∂BR(0). Indeed, a tedious but straightforwa
computation shows that

−êr · ∇ × ∇ × BA = �Br + 2

r2

∂

∂r
(rBr),

soBr satisfies

−�Br − 2

r2

∂

∂r
(rBr) = êr · ∇ × A.

Note that the right-hand side of this equation is inL2(Ω). Moreover, sinceBθ = Bφ = 0 on the boundary ofBR(0),
the condition div(BA) = 0 reduces on∂Ω to

∇ · BA = 1

r2

∂

∂r

(
r2Br

)= ∂

∂r
(Br) + 2

r
Br = 0.

This mixed boundary value problem forBr gives

‖Br‖W2,2 � C2‖∇ × A‖L2 � C‖A‖H .

ForBθ andBφ one obtains similar equations, but homogeneous Dirichlet boundary conditions instead.
To estimate finally‖φA‖W2,2 we note first that (2.2) along withA ∈ H imply A ∈ W1,2(Ω;R

3). Since∇φA =
A − ∇ × BA andBA ∈ W2,2(Ω;R

3), we conclude that∇φA ∈ W1/2,2(∂Ω;R
3). This plus the fact�φA = div(A) in

Ω together allow us to conclude‖φA‖W2,2 � C2‖A‖W1,2 � C‖A‖H . �
Finally we give here a proof of Theorem 6.4. We need to consider vector fields that do not necessarily va

the boundary ofΩ , but rather satisfyB × ν = 0 on∂Ω .

Proof. The only facts that need proof are that the convergence in (6.4) is in the norm of(C
0,α
T (Ω;R3))∗ rather than

(C
0,α
0 (Ω;R3))∗, and that the inequality in (6.6) holds here if we consider

MT (J̄ ) = sup
{B∈C∞

T (Ω;R3): ‖B‖∞�1}
J̄ (B). (7.8)

In order to prove these statements we first introduce some notation and recall some known results. First let
from Lemma 7 of [12] that for anyλ > 1 there are constantsCε,α > 0 such that for any open setU ⊂ R

2 and
u ∈ H 1(U ;C),∣∣∣∣ ∫

U

φJudx

∣∣∣∣� λ

∫
U

|φ|eε(u)

|ln ε| dx + Cεε
α
((

1+ ‖∇φ‖∞
)(

1+ Meas
(
supp(φ)

)))
(7.9)

for all functionsφ ∈ C
0,1
c (U). Let us recall from [14] and [13] that forΩ ⊂ R3 there isC(Ω) > 0 such that, for any

B ∈ C
0,1
T (Ω;R

3),∣∣∣∣ ∫
Ω

B ∧ J (u)

∣∣∣∣� C(Ω)
Eε(u)

|ln ε| ‖B‖∞ + Cεε
α‖∇B‖∞. (7.10)

In both these last inequalities

Cε = εγ + Eε(u)
|ln ε|
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ive.

t

nal
for someγ > 0. How bigα > 0 andγ > 0 for us will be irrelevant, so long as they are fixed and strictly posit
Finally let us recall from [13] that for anyΩ ⊂ R

3 andα ∈ ]0,1] there are constantC(Ω,α) > 0 andγ > 0 with∥∥J (u)
∥∥

C
0,α
T (Ω;R3)∗ � C(Ω,α)

(
εγ + Eε(u)

|ln ε|
)

. (7.11)

We will first prove that the inequality in Theorem 6.4 is still valid if we use the massMT (T ) defined by (7.8). To this
end assume we have a family{uε}ε∈]0,1] ⊂ W1,2(Ω;C) with

Eε(uε) � Nε|ln ε|
whereδ � Nε � C|ln ε|. It follows from (7.11) that there is a subsequenceεn → 0 for whichJ (uεn)/Nεn is convergen
in the weak∗ topology of(C0,α

T (Ω;R
3)∗. Let us call this limitJ0. Take now anyB ∈ C∞

T (Ω;R
3). From (7.10) we

obtain that

J0(B) � C‖B‖∞.

In particular, we can find a radon measureµ1 with µ1(Ω) < ∞, and aµ1-measurable functionτ :Ω → R
3 satisfying

|τ | = 1 µ1-almost everywhere with

J0(B) =
∫
Ω

B · τ dµ1

for all B ∈ C∞
0 (Ω;R

3). We can assume here thatµ1(∂Ω) = 0.
We take nowB ∈ C∞

T (Ω;R
3) and note that the functional

J∂Ω(B) = J0(B) −
∫
Ω

B · τ dµ1

depends only on the values ofB on ∂Ω . In fact if B = 0 on∂Ω we can always findBn ∈ C∞
0 (Ω;R

3) with Bn → B

uniformly. Note that thenJ0(Bn) → J0(B). But then

J∂Ω(B) = J0(B) −
∫
Ω

B · τ dµ1 = lim
n→∞J0(Bn) −

∫
Ω

B · τ dµ1 = lim
n→∞

∫
Ω

(Bn − B) · τ dµ1 = 0.

Take now any functionf ∈ C0(∂Ω), and letBf be any vector field withB × ν = 0 andB · ν = f , both on∂Ω . The
fact thatJ∂Ω(Bf ) depends only on the values ofBf on∂Ω means that it really defines a (continuous) linear functio
onC0(∂Ω), and hence there is a radon measureµ2 on ∂Ω such that

J∂Ω(Bf ) =
∫

∂Ω

Bf · ν dµ2.

Follows then that we can always representJ0(B) as

J0(B) =
∫
Ω

B · τ dµ1 +
∫

∂Ω

B · ν dµ2

for anyB ∈ CT (Ω;R
3). It follows from here that

MT (J0) = sup
{B∈CT (Ω;R3): ‖B‖∞�1}

J0(B) = µ1(Ω) + µ2(∂Ω).

On the other hand, if we consider the measures

µε(A) =
∫

eε(uε)

Nε|ln ε| dx,
A
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t

r

for A ⊂ �Ω , the conditionEε(uε) � Nε|ln ε| ensures that there is a subsequenceεn → 0 and a radon measureµ on �Ω
with µε → µ as measures, that is,

lim
εn→0

∫
Ω

f dµεn =
∫
�Ω

f dµ

for any continuous functionf : �Ω → R. We callµI = µ�Ω , so thatµI (∂Ω) = 0, andµB = µ�∂Ω . Finally note that
for

j (u) = 1

2i
(ū∇u − u∇ū)

we have∥∥j (uε)
∥∥2

L2 � Nε|ln ε|.
There is then a subsequenceεn → 0 andj0 ∈ L2(Ω;R

3) with

j (uεn)

(Nεn |ln εn|)1/2
⇀ j0.

Theorem 2 from [22] can be easily recast as saying

µ1(Ω) + 1

2

∫
Ω

|j0|2 dx � µI (Ω).

What we need to prove then is that

µ2(∂Ω) � µB(∂Ω),

and that the convergenceJ (uεn)/Nεn → J0 takes place in the norm ofC0,α
T (Ω;R3).

In order to do this we first takeλ > 1 and consider an open cover ofΩ , which we denote by{Ui}n+1
i=1 , with

Un+1 ⊂⊂ Ω , and diffeomorphismsψi :Ui → B1(0) with ψ(Ω ∩ Ui) = B+
1 (0) for i = 1, . . . , n. We assume tha

‖Dψi‖∞,‖J (ψi)‖∞ ∈ [1/λ,λ], whereJ (ψi) denotes the classical Jacobian ofψi . Finally we considerφi :Ui →
[0,1] smooth compactly supported inUi , with

n+1∑
i=1

φi = 1

on �Ω .
Consider now a smooth functionf : ∂Ω → R and define

fi(·) = φi

(
ψ−1

i (·))f (ψ−1
i (·)).

Clearlyfi is smooth and compactly supported on∂B+
1 (0) ∩ {x ∈ R

3: x3 = 0}. Let χδ : [0, δ] → [0,1] with χδ(0) = 1
andχδ(δ) = 0. We chooseδ > 0 small enough so that the fields

Bi(x1, x2, x3) = fi(x1, x2,0)χδ(x3)ê3

are all compactly supported inB+
1 (0). Next we extend these vector fields symmetrically to all ofB1(0) and conside

zi(x) = u(ψ−1
i (x)), which we also extend to all ofB1(0) by zi(x1, x2,−x3) = zi(x1, x2, x3). Following [13] we note

that ∫
Ui

(ψi)
#Bi · J (u)dx

∫
B+

1 (0)

Bi · J (zi)dx = 1

2

∫
B1(0)

Bi · J (zi).

For the last term in this identity we note first that∫
Bi · J (zi)dx =

δ∫
χδ(z)

∫
fi(x1, x2)J1,2(zi)(x1, x2, z)dx1 dx2 dz,
B1(0) −δ C0
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tain

ated
tegrals.

n

whereJ1,2(zi)(x1, x2, z) denotes the Jacobian of the restriction ofzi to the plane{(x1, x2, x3) ∈ R
3: x3 = z}, and

C0 = {(x1, x2, x3) ∈ R
3: x3 = 0, x2

1 + x2
2 � 1}. We can apply then (7.10) to the inner integral in the last term to ob∫

B1(0)

Bi · J (zi) � λ

∫
B1(0)

|Bi |eε(zi)

|ln ε| + Cεα
((

1+ ‖∇Bi‖∞
)(

1+ Meas
(
supp(Bi)

)))
= 2λ

∫
B+

1 (0)

|Bi |eε(zi)

|ln ε| + Cεα
(
1+ ‖∇Bi‖∞

)(
1+ Meas

(
supp(Bi)

))
.

Let us now the diffeomorphismsψi to rewrite the integral overB+
1 (0) in this inequality as being overUi instead,∫

B+
1 (0)

|Bi |eε(zi)

|ln ε| dx � λ4
∫
Ui

∣∣(ψi)
#(Bi)

∣∣eε(u)

|ln ε| .

We now addi = 1, . . . , n to obtain
n∑

i=1

∫
Ui

(ψi)
#(Bi) · J (u) � λ4

n∑
i=1

∫
Ui

∣∣(ψi)
#(Bi)

∣∣eε(u)

|ln ε| + Cεα

n∑
i=1

(
1+ ‖∇Bi‖∞

)(
1+ Meas

(
supp(Bi)

))
.

We now do several things: First divide byNε and letε → 0. This yields

J0

(
n∑

i=1

(ψi)
#(Bi)

)
� λ4

∫
Ω

n∑
i=1

∣∣(ψi)
#(Bi)

∣∣dµ.

Next we considerδ → 0 in the definition ofχδ . Since all the measures involved are finite we can use domin
convergence to claim that both terms in this last inequality will converge to the corresponding boundary in
Moreover, the definition of theBi and the fact that

n∑
i=1

φi = 1

on ∂Ω means the result of lettingδ → 0 is∫
∂Ω

f dµ2 � λ4
∫

∂Ω

|f |dµB.

Taking now supremum over all|f | � 1 on∂Ω and lettingλ → 1 we conclude

µ2(∂Ω) � µB(∂Ω)

which implies

M(J0) + 1

2

∫
Ω

|j0|2 dx � µ( �Ω).

To show now that the convergence

1

Nε

J (uε) → J̄

is in the norm of(C0,α
T (Ω;R

3))∗ for any α ∈ ]0,1] we again appeal to a covering of�Ω denoted by{Ui}n+1
i=1 with

Un+1 � Ω and smooth diffeomorphismsψ1 :Ui → B1(0) with ψi(Ui ∩ Ω) = B+
1 (0). We again consider a partitio

of unity {φi}n+1
i=1 of smooth functions that satisfy

n+1∑
φi = 1
i=1
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nce

values

re one
on �Ω . Next we compute for anyB ∈ C∞
T (Ω;R

3),

∫
Ω

B · J (u)dx =
n+1∑
i=1

∫
Ui

φiB · J (u)dx =
n∑

i=1

∫
B+

1 (0)

(ψ−1
i )#(φiB)J (zi)dx +

∫
Un+1

φn+1B · J (u)dx.

Again we follow [13] to rewrite the firstn integrals above as integrals over the whole unit sphereB1(0) as follows:
Let Bi = (ψ−1

i )#(φiB) and definẽx = (x1, x2, x3) andB̃i by

B̃i(x) =
{

Bi(x) for x ∈ B+(0,1),

−(Bi · ê1)(x̃)dx1 − (Bi · ê2)(x̃)dx2 + (Bi · ê3)(x̃)dx3 otherwise.
(7.12)

As noted in [13] this reflection produces Lipschitz vector fieldsB̃i in B1(0) because of the conditionB ×ν = 0 on∂Ω .
Defining z̃i (x̃) = zi(x) for x ∈ B+

1 (0), it follows directly from these definitions that∫
B+

1 (0)

(
ψ−1

i

)#
(φiB)J (zi)dx = 1

2

∫
B1(0)

B̃i · J (z̃i),

so we obtain then∫
Ω

B · J (u)dx =
n+1∑
i=1

∫
Ui

φiB · J (u)dx = 1

2

n∑
i=1

∫
B1(0)

B̃iJ (z̃i )dx +
∫

Un+1

φn+1B · J (u)dx.

We note now that all the energy bounds forE(uε) are still true forEε(z̃i) and hence we can apply the converge
part of Theorem 6.4 to each one of the previous terms to conclude that each of theJ (z̃i) will converge to aJ i

0 in the

norm of(C0,α
0 (B1(0);R

3))∗, and henceJ (uε) → J0 in the norm of(C0,α
T (Ω;R

3))∗. �
Remark 7.2.From the proof, we see that the effect of considering vector fields with non-vanishing boundary
is that the limiting Radon measure representing the currentJ0 splits into two components,µ1,µ2. The componentµ1
acts in the interior ofΩ , while µ2 acts at the boundary, along the normal direction. There are two cases whe
can show thatµ2 = 0. One is the caseδ � Nε � C as pointed out in [13]. The second isNε = O(|ln ε|2). To see this
considerΩ = B+

1 (0) and letf ∈ C∞
0 (C0). Here

C0 = {
(x1, x2, x3) ∈ R

3: x2
1 + x2

2 � 1
}

as before. Again, letχδ : [0, δ] → [0,1] be such thatχδ(0) = 1, χδ(δ) = 0, and consider the vector fieldB = χδf ê3.
In this case we have∣∣∣∣ ∫

B+
1 (0)

B · J (u)dx

∣∣∣∣= ∣∣∣∣
δ∫

0

χδ

∫
C0

f J1,2(u)dx1 dx2 dz

∣∣∣∣= ∣∣∣∣
δ∫

0

χδ

∫
C0

j1,2(u) · ∇⊥f dx1 dx2 dz

∣∣∣∣
�
∥∥∇⊥f

∥∥∞

δ∫
0

χδ

( ∫
supp(f )

|j1,2|2
)1/2

|C0|1/2 dz

� C
∥∥∇⊥f

∥∥∞

{ δ∫
0

χδ dz

∫
B+

1 (0)

|j1,2|2 dx

}1/2

. (7.13)

Here∇⊥f = (fx2,−fx1) and

j1,2 = 1
(ū∇1,2u − u∇1,2ū)
2i
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3.
with ∇1,2f = (fx1, fx2). From (7.13) we obtain, after dividing byNε = |ln ε| and lettingε → 0,

∣∣J0(B)
∣∣� C

∥∥∇⊥f
∥∥∞

( δ∫
0

χδ dz

)1/2

.

From here now lettingδ → 0 we obtain∫
∂Ω

f dµ2 = 0.

The case of a general boundary can then be treated using the flattening of the boundary argument used befo
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