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Abstract

Two results are obtained concerning the continuity and local boundedness of stochastic processes of the form

(f ∗ Z)(t) =
t∫

0

f (t − s)dZ(s), t � 0,

where f : [0,∞) �→ R is a continuous function with f (0) = 0 and Z is a semimartingale. One states that the process f ∗ Z is not
always continuous. Specifically, for any symmetric Lévy process Z with paths of infinite variation there exists a function f , as
above, such that f ∗ Z has locally unbounded paths almost surely.

The other states that the process f ∗ Z is continuous almost surely whenever f is a sample path of any continuous Gaussian
process with stationary increments that is independent of Z and is equal to zero at zero.
© 2005 Elsevier SAS. All rights reserved.

Résumé

Pour les processus de la forme

(f ∗ Z)(t) =
t∫

0

f (t − s)dZ(s), t � 0,

où f : [0,∞) �→ R est une fonction continue telle que f (0) = 0 et où Z est une semimartingale, deux résultats trajectoriels sont
présentés. Le premier montre que le processus f ∗ Z n’est pas toujours continu. Plus précisément, pour tout processus de Lévy Z,
symétrique et de variation infinie, il existe une fonction f continue, avec f (0) = 0, telle que f ∗ Z a presque sûrement des
trajectoires localement non bornées. Le deuxième résultat montre que f ∗ Z est presque sûrement continu dés que f est une
trajectoire d’un processus gaussien continu à accroissements stationnaires, nulle à l’origine, qui est de plus indépendant de Z.
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1. Introduction

In this paper we investigate the sample path continuity and boundedness of stochastic convolutions of the form

(f ∗ Z)(t) :=
t∫

0

f (t − s)dZ(s), t ∈ T := [0,1], (1.1)

where f :T �→ R is a continuous function with f (0) = 0 and Z is a semimartingale. The continuity of f ∗ Z is
obvious when Z has paths of finite variation; in this case (1.1) is the usual Lebesgue–Stjeltjes integral with respect to
each path of Z. The problem arises when the process Z has paths of infinite variation.

When Z is a Wiener process, f ∗ Z is a Gaussian process. The results of Fernique and Talagrand [8,12] give
necessary and sufficient conditions for the continuity of f ∗ Z in this case. When Z is a Lévy process, f ∗ Z :=
{(f ∗ Z)(t), t ∈ T } is an infinitely divisible process. A lot of attention has been given to the study of continuity
properties of infinitely divisible processes, partly as a natural outgrowth of the study of Gaussian processes (see [15]
and the references therein).

In [15] sufficient conditions are given for the continuity of general infinitely divisible processes. For processes of
the form f ∗ Z, these conditions depend on both f and Z. Nevertheless, Theorem 2.5 [15] states that if Z is a Lévy
process and

sup
u,v∈T

(
log

1

|u − v|
)1/2+ε∣∣f (u) − f (v)

∣∣ < ∞ (1.2)

for some ε > 0, then f ∗ Z has a continuous version on T . Despite this result we are very far from understanding the
continuity properties of (1.1) even in the seemingly straightforward case when Z is a symmetric α-stable process with
1 � α < 2. The continuity of f and f (0) = 0 are simple necessary conditions for the continuity of (1.1) when Z is a
Lévy process with a nontrivial Poissonian part (but are not necessary when Z is a Wiener process).

One fundamental point that eluded us was to show that (1.1) was not continuous for all bounded continuous
functions f with f (0) = 0 whenever Z is a Lévy process with paths of infinite variation. The first of the two main
results of this paper, Theorem 3.1, shows this.

When Z is a Wiener process, f ∗ Z is continuous almost surely whenever the Gaussian random Fourier series
corresponding to f is uniformly convergent almost surely (see the beginning of Section 3). The class of continuous
one-periodic functions f , for which the corresponding Gaussian random Fourier series are continuous almost surely,
forms the Pisier algebra, which is a proper subset of C(T ), [11,14,16]. In [11] both sufficient and necessary conditions
are given for a function f to be in the Pisier algebra, expressed in terms of Fourier coefficients of f . However, there
is no simple explicit characterization of the Pisier algebra.

When Z is a pure jump Lévy process considering f ∗ Z as a random Fourier series is not helpful, as we explain
in Section 3. Instead, we relate f ∗ Z to a Rademacher moving average process and construct an f for which it is
unbounded almost surely.

For general semimartingales Z, it is an open problem whether path continuity of f ∗ Z, for every continuous f

with f (0) = 0, implies that Z has finite variation almost surely.
The continuity condition in (1.2) shows that any continuous function f , with f (0) = 0, for which f ∗ Z is discon-

tinuous must be very irregular. It is known that a continuous Gaussian process with stationary increments can have
arbitrarily large moduli of continuity at all points in their domain (see, e.g., Theorem 2.4, [13]). Therefore, also from
this point of view, it is interesting to consider convolution processes obtained by taking f to be a sample path of a
continuous Gaussian process with stationary increments, which is zero at zero. In Theorem 4.1 we prove that such
processes are always continuous and we only require that Z is a semimartingale.
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The results in Section 4 may have deeper content than simply showing that no smoothness condition on f gives a
necessary condition for the continuity of f ∗Z. By the relation Z ∗G := G∗Z −Z(0)G one can define the stochastic
convolution of a semimartingale with a stationary increment Gaussian process, such as fractional Brownian motion
(Z and G are independent). Thus Theorem 4.1 and Proposition 4.1 give us information about certain kind of stochastic
integrals with respect to fractional Brownian motion.

It is interesting that the converse of Theorem 4.1 holds when Z is a symmetric Lévy process (especially a Wiener
process). In Proposition 4.2 we show that when Z is a symmetric Lévy process and G∗Z is continuous, so is G. (The
stationarity of the increments of G is crucial in this result.)

There are many papers in the mathematical literature that consider convolutions like (1.1). The most recent one
that we know of is [6]. Stochastic convolutions also occur naturally in applications, where f is usually called the
impulse response function and Z is noise. An example in mathematical finance is the Heath–Jarrow–Morton–Musiela
equation for the so called forward interest rate curve (see [9]). Another motivation for the study of processes f ∗ Z

comes from certain problems in the theory of stochastic differential equations; see, e.g., [2], Chapter 6.
C(T ) stands for the Banach space of all continuous functions on T with the usual supremum norm, denoted by

‖ · ‖∞. To avoid trivial complications we assume that all processes considered in this paper are separable.

2. Two related stochastic convolutions

We introduce another type of stochastic convolution that it is easier to work with. For a bounded measurable
function f : [−1,1] �→ R and a semimartingale Z, we define

(f � Z)(t) =
1∫

0

f (t − s)dZ(s), t ∈ T . (2.1)

Let f � Z := {(f � Z)(t), t ∈ T }. The difference between (2.1) and f ∗ Z := {(f ∗ Z)(t), t ∈ T } is that the integra-
tion here is over the fixed interval T . The next lemma shows that the boundedness and continuity properties of the
stochastic convolutions f ∗ Z and f � Z are closely related.

Lemma 2.1. Let f be a continuous function on [−1,1] with f (0) = 0.

(a) Let Z be an L2 martingale. If f � Z has continuous paths almost surely and E supt∈T |(f � Z)(t)| < ∞, then
f ∗ Z has continuous paths almost surely.

(b) Let Z be a time-reversible semimartingale, i.e., {Z(1−) − Z((1 − t)−), t ∈ T } d= {Z(t) − Z(0), t ∈ T } and, in
addition, let f be an even or odd function. If f ∗ Z has continuous (respectively bounded) paths almost surely
then f � Z has continuous (respectively bounded) paths almost surely.

Proof. (a) Let {Ft : t ∈ T } be the filtration of Z satisfying the standard assumptions, i.e., it is right continuous and
P -complete. f � Z can be viewed as a random vector in the Banach space C(T ) that is 1-integrable in the Bochner
sense. Consider the C(T )-valued conditional expectation process

Xt = E(f � Z|Ft ), t ∈ T .

X = {Xt, t ∈ T } is a L1-martingale in C(T ), hence its trajectories are càdlàg functions in C(T ) almost surely. (See
Theorem 1, p. 181, [4].) For u ∈ T , let eu denote the linear functional on C(T ) which is the evaluation at u. Then

eu(Xt ) = E
(
(f � Z)(u)|Ft

) =
t∫

0

f (u − s)dZ(s) (2.2)

almost surely. In particular, (f ∗ Z)(t) = et (Xt ) almost surely, for each t ∈ T . Since a path t �→ et (Xt ) is càdlàg
whenever t �→ Xt is càdlàg, we infer that f ∗ Z has càdlàg paths and (f ∗ Z)(t) = et (Xt ) almost surely, for all t ∈ T

(we assume separability of the processes under consideration). To prove that f ∗ Z is sample continuous, it is enough
to show that for any stopping time τ with values in T

�τ (f ∗ Z) = 0
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almost surely, where for a càdlàg function g, we set �sg := g(s) − g(s−). (It is enough to consider τ of the form
τ = inf{t > 0: |�t(f ∗ Z)| > δ} ∧ 1, δ > 0.) Using (2.2) we get for each u ∈ T and a stopping time τ in T

eu(�τX) = �τ

(
eu(X)

) = f (u − τ)�τZ

almost surely, see, e.g., Theorem 13, p. 53, [17] or Theorem 10, p. 152, [4]. The above equation extends to eξ (�τX) =
f (ξ − τ)�τZ, almost surely, for any simple random variable ξ in the place of u, and then to arbitrary ξ by the
continuity of e(·) and f . Taking ξ = τ we get

�τ (f ∗ Z) = eτ (�τX) = f (τ − τ)�τZ = 0

almost surely because f (0) = 0. Thus f ∗ Z has continuous paths almost surely.
To get (b) we write f � Z = f ∗ Z + Y where Y(t) = ∫ 1

t
f (t − s)dZ(s), t ∈ T . From the time-reversibility of Z

we infer that the process Ỹ (t) := ∫ 1
1−t

f (t + s − 1)dZ(s), t ∈ T , has the same distribution as f ∗ Z. The proof is
complete since Y(t) = εỸ (1 − t), where ε = −1 when f is odd and ε = 1 when f is even. �
Remark 2.1. The restrictions on f , that f is continuous and f (0) = 0 are necessary for the continuity of f ∗ Z

whenever Z is a Lévy process which is not a Wiener process; see [18].

Remark 2.2. If Z is a symmetric Lévy process, then one can prove that for any continuous function f on [−1,1] with
f (0) = 0 and for every c > 0,

P
(

sup
t∈T

∣∣(f ∗ Z)(t)
∣∣ > c

)
� 2P

(
sup
t∈T

∣∣(f � Z)(t)
∣∣ > c

)
.

Obviously, part (b) of Lemma 2.1 applies when Z is a Lévy process.

Remark 2.3. Under the assumptions of Lemma 2.1(a) we also have

sup
c>0

cP
(

sup
t∈T

∣∣(f ∗ Z)(t)
∣∣ > c

)
� E sup

t∈T

∣∣(f � Z)(t)
∣∣. (2.3)

Indeed, for every t ∈ T we have∣∣(f ∗ Z)(t)
∣∣ = ∣∣et (Xt )

∣∣ � sup
u∈T

∣∣eu(Xt )
∣∣ = ∥∥E(f � Z|Ft )

∥∥∞.

Thus (2.3) follows from Doob’s maximal inequality applied to the positive submartingale ‖E(f � Z|Ft )‖∞.

3. Unbounded stochastic convolutions

Theorem 3.1. For each symmetric Lévy process Z with paths of infinite variation, there exists a continuous one-
periodic function f : R �→ R, with f (0) = 0, for which f ∗ Z in (1.1) has unbounded paths almost surely.

Before we proceed to the proof of Theorem 3.1 let us consider a simple approach which does not work for us but
is instructive. Let f be a continuous one-periodic function with Fourier series

f (t) =
∞∑

k=−∞
ak ei2πkt .

For each t ∈ T we have

(f � Z)(t) =
1∫

0

f (t − s)dZ(s) =
∞∑

k=−∞
ak ei2πkt

1∫
0

e−i2πks dZ(s) (3.1)

almost surely. If Z is Wiener process, the stochastic integrals on the right-hand side of (3.1) are independent mean
zero normal random variables. I.e., the right-hand side of (3.1) is a Gaussian random Fourier series. It has been
known for some time that there are continuous functions f for which the Gaussian process represented by the series
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in (3.1) is unbounded almost surely. The knowledge of this fact is assumed in Pisier’s important paper [16] which
characterizes the space of continuous complex-valued one-periodic functions f for which the series (3.1) converges
uniformly almost surely (the so-called Pisier’s algebra). In Kahane’s book, [11], page 218, Pisier’s result is presented
and a reference to other material in the book is given that shows how to find such functions. (Unfortunately, it seems
to us, the reference in [11] is incomplete and should also mention Theorem 4, Chapter 5, in the book.) Kahane’s
observations are repeated, with credit, in a recent paper [1], which also elaborates on the nature of such functions.
Using Theorem 1, Chapter 8 and Theorem 4, Chapter 5, [11] one can find a real-valued continuous one-periodic even
(or odd) function f with f (0) = 0 for which (3.1) is unbounded almost surely. Then Lemma 2.1(b) together with
a 0–1 law yield the conclusion of Theorem 3.1. Our approach in this case is similar to the one of [1]. In addition,
Lemma 2.1(a) gives that f ∗ Z is continuous whenever f belongs to the Pisier algebra.

This approach breaks down when Z is a pure jump Lévy process. The stochastic integrals on the right-hand side
of (3.1) are no longer independent. We really do not know anything about such series.

The next lemma is the main ingredient in the proof of Theorem 3.1.

Lemma 3.1. For every {aj } ∈ 	2, with
∑

j |aj | = ∞, there exists a continuous, even, 1-periodic function g on R such
that

‖g‖ := sup
n

E

∥∥∥∥∥
n∑

j=1

εj ajg(· − Uj)

∥∥∥∥∥∞
= ∞. (3.2)

Here {εj } is a Rademacher sequence of independent random variables and {Uj } is a sequence of independent random
variables which are uniformly distributed in [0,1] and which are independent of the sequence {εj }.

Proof. Let E denote the Banach space of continuous, even, 1-periodic functions on R with the sup norm. Suppose
that the lemma is false, i.e. there exists a sequence {aj } as in the lemma such that ‖g‖ < ∞ for all g ∈ E . Without loss
of generality we assume that aj > 0 for all j � 1. Obviously ‖g‖ � a1‖g‖∞. It is easy to check that this implies that
‖ · ‖ is a well defined complete norm on E . Hence by the Closed Graph theorem the norm ‖ · ‖ is equivalent to the
supremum norm. Thus for some constant C

‖g‖ � C‖g‖∞ ∀g ∈ E . (3.3)

We show that for each n there exists a function gn ∈ E with ‖gn‖∞ � 1 such that

E

∥∥∥∥∥
n∑

j=1

εjajgn(· − Uj )

∥∥∥∥∥∞
� 1

2

n∑
j=1

aj . (3.4)

Since
∑∞

j=1 aj = ∞, this contradicts (3.3) and gives the proof.
For k = 1, . . . , n we define Jk to be the consecutive intervals of positive integers with each Jk containing k + 2

integers, i.e. Jk = {i ∈ N : (k − 1)(k + 4)/2 < i � k(k + 5)/2}. Denote each t ∈ [0,1) by its dyadic expansion
t = ∑∞

i=1 δi2−i , and whenever it is not unique, choose the finite one. Let Ck be the subsets of [0,1) defined by
Ck = {t : t = ∑∞

i=1 δi2−i with δi = 0 for i ∈ Jk}. Let Bn = ⋃n
k=1 Ck .

Note that

|Bn| �
n∑

k=1

|Ck| =
n∑

k=1

1

2k+2
<

1

4
,

where |A| denotes the Lebesgue measure of A ⊂ R. Let B ′
n = Bn ∪ (1 − Bn). Let gn be a function in E such that,

‖gn‖∞ = 1,
∫ 1

0 gn(t)dt = 0 and gn(t) = 1 for t ∈ B ′
n. Such a function exists because the set B ′

n is a finite union of
intervals with total measure less than 1

2 . (Since B ′
n is symmetric about 1

2 , gn can be chosen to be an even function.)
We claim that for every sequence of points {uk}nk=1 there exists a t ∈ [0,1) such that (t −uk) mod 1 ∈ Ck ⊂ Bn for

each k = 1, . . . , n. Thus gn(t − uk) = 1 for each k = 1, . . . , n. Consequently, for every sequence of positive numbers
{bk}nk=1, uniformly over the probability space,∥∥∥∥∥

n∑
bkgn(· − Uk)

∥∥∥∥∥ =
n∑

bk. (3.5)

k=1 ∞ k=1
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Here is the proof of this claim. Observe that for every k � 1 and x ∈ R there exists an s ∈ [0,1) with the dyadic ex-
pansion s = ∑

i∈Jk
δi2−i such that (s + x) mod 1 ∈ Ck . Using this fact we construct recursively a sequence tn, . . . , t1

with the property that tk = ∑
i∈Jk

δi2−i and (tk + · · · + tn − uk)mod 1 ∈ Ck , for k = n, . . . ,1. Let t = t1 + · · · + tn.
Note that for any v ∈ Ck , (t1 + · · · + tk−1 + v) mod 1 ∈ Ck . Since (tk + · · · + tn − uk) mod 1 ∈ Ck it follows that
(t − uk) mod 1 ∈ Ck . This proves our claim and establishes (3.5).

For a particular fixed realization {ε0
i } of the Rademacher sequence {εi}, let K = {i: ε0

i = 1, i � n}, K ′ = {i: ε0
i =

−1, i � n} and G = σ({Ui}i∈K). Taking the expectation with respect to {Uj }nj=1 we see that

E

∥∥∥∥∥
n∑

j=1

ε0
j ajgn(· − Uj )

∥∥∥∥∥∞
� E

∥∥∥∥ ∑
j∈K

ajgn(· − Uj ) − E

( ∑
j∈K ′

ajgn(· − Uj )

∣∣∣G)∥∥∥∥∞

= E

∥∥∥∥ ∑
j∈K

ajgn(· − Uj )

∥∥∥∥∞
=

n∑
j=1

aj

ε0
j + 1

2
.

The last equality holds true by (3.5) and the preceding one because

E
(
gn(· − Uj)|G

) =
1∫

0

gn(s)ds = 0

for each j ∈ K ′. Now integrating with respect to the Rademacher sequence we obtain (3.4) which ends the proof of
the lemma. �
Proof of Theorem 3.1. By Theorem 1 [1] or by the discussion at the beginning of this section, Theorem 3.1 holds
when Z is a Wiener process. Therefore, it is enough to prove the theorem in the case when Z is a pure jump Lévy
process of infinite variation. Further, we can write Z = Z0 +Z1, where Z0 is a Lévy processes whose jumps magnitude
do not exceed 1 and Z1 is independent of Z0 compound Poisson process. The process f ∗ Z1 is continuous for any
continuous function f with f (0) = 0. Consequently, it is enough to prove the theorem in the case when Z is a pure
jump symmetric Lévy process of infinite variation whose jumps magnitude do not exceed 1. Hence we may assume
that

E eiuZ(t) = exp

{
t

∞∫
0

(
cos(ux) − 1

)
θ(dx)

}
,

where θ is a Lévy measure such that
∫ 1

0 xθ(dx) = ∞ and θ((1,∞)) = 0. Using Proposition 2, [18] we can represent
the processes f � Z by the almost surely convergent series

(f � Z)(t) =
∞∑

j=1

εjVjf (t − Uj ), t ∈ T , (3.6)

where {εj } and {Uj } are as in Lemma 3.1 and Vj = θ̄−1(Γj ). Here {Γj } is the sequence of arrival times in a Poisson
process with the unit rate independent of {εj ,Uj }, and θ̄−1: R+ �→ [0,1] is the right-continuous inverse of the function
θ̄ (x) = θ([x,∞)). For more information on this type of series see [19].

Let aj := EVj . Then

∞∑
j=1

a2
j �

∞∑
j=1

EV 2
j =

∞∑
j=1

∞∫
0

θ̄−1(u)2 uj−1

j ! e−u du =
∞∫

0

θ̄−1(u)2 du =
1∫

0

x2θ(dx) < ∞.

Similarly,

∞∑
j=1

aj =
1∫
x θ(dx) = ∞.
0
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By Lemma 3.1 there exists a g ∈ E (i.e., a continuous, even, 1-periodic function) corresponding to the sequence {aj }
such that ‖g‖ = ∞. Let f (t) = g(t) − g(0). Then f ∈ E , f (0) = 0, and ‖f ‖ = ∞. We will show that f � Z is
unbounded almost surely. Assume, to the contrary, that it is bounded with a positive probability. Since Γj ’s are the
partial sums of iid exponential random variables, the Hewitt–Savage 0–1 law applied to the series in (3.6) implies that
f � Z is bounded almost surely. We will show that

E‖f � Z‖∞ < ∞. (3.7)

Indeed, suppose that (3.7) does not hold. Then there exist sequences {tn} ⊂ T and cn → 0 such that

E sup
n

∣∣cn(f � Z)(tn)
∣∣ = ∞. (3.8)

Since f � Z is bounded almost surely, ξ := {cn(f � Z)(tn)}n�1 is an infinitely divisible random vector in the Banach
space c0. Its Lévy measure is the push-forward of the product of the Lebesgue measure on [0,1] and θ̃ by the map
(s, x) �→ {cnxf (tn − s)}n�1, where θ̃ is a symmetrization of θ on R. Thus ξ has Lévy measure with bounded support,
which implies that E‖ξ‖c0 < ∞ (see, e.g., [3]). The latter condition contradicts (3.8) and so it proves (3.7).

Returning to (3.6) we notice that conditioned on {Vj }, {εjVjf (· − Uj )} is a sequence of independent symmetric
random vectors in C(T ). Therefore,

sup
n

E

∥∥∥∥∥
n∑

j=1

εjVjf (· − Uj )

∥∥∥∥∥∞
= E‖f � Z‖∞ < ∞. (3.9)

By Fubini theorem

‖f ‖ = sup
n

E

∥∥∥∥∥
n∑

j=1

εj (EVj )f (· − Uj )

∥∥∥∥∥∞
� sup

n
E

∥∥∥∥∥
n∑

j=1

εjVjf (· − Uj )

∥∥∥∥∥∞
< ∞

which is a contradiction.
Thus {(f � Z)(t), t ∈ T } is unbounded almost surely and hence by Lemma 2.1(b), the process {(f ∗ Z)(t), t ∈ T }

in (1.1) has unbounded paths with positive probability. Since the Lévy measure of Z is infinite, the 0–1 law implies
that {(f ∗ Z)(t), t ∈ T } is unbounded almost surely; see, e.g., Theorem 4.1, [20]. �
Remark 3.1. The above arguments and Lemma 3.1 show that under the assumptions of Lemma 3.1 there exists
1-periodic, even, continuous function g such that the process

Y(t) =
∞∑

j=1

εj ajg(t − Uj), t ∈ T ,

has unbounded paths almost surely.

4. Convolutions of Gaussian processes with semimartingales

We consider an interesting class of stochastic convolutions which are obtained by taking the impulse response
function f to be a sample path of a continuous Gaussian process with stationary increments which is equal to zero at
zero. We show that for almost every selection of such an f , the resulting stochastic convolution process is continuous.

Theorem 4.1. Let G = {G(t), t ∈ R} be a continuous Gaussian process with stationary increments and G(0) = 0
which is independent of a semimartingale Z. Then

(G ∗ Z)(t) =
t∫

0

G(t − s)dZ(s), t ∈ T , (4.1)

is continuous almost surely.
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Before we proceed with the proof we recall some basic facts on Gaussian processes with stationary increments.
Let G be as given in the hypothesis; EG(t) = mt for some constant m by the stationarity of increments. G can be
represented by the real part of a complex, stationary increment process G∗ = {G∗(t), t ∈ R} which admits the spectral
representation

G∗(t) =
∫
R

(
eitx − 1

)
W(dx) + W0t + m(1 + i)t. (4.2)

Here W is an independently scattered complex rotationally invariant Gaussian random measure on R with control
measure ν(A) = E|W(A)|2 and with EW(A) = 0 for all A ∈ B(R), ν is a symmetric Lévy measure on R and W0 is a
complex rotationally invariant normal random variable independent of W ; see Chapter XI, Section 11, [5]. Since the
real and imaginary parts of G∗(t) are independent copies of each other it follows from (4.2) that

EG(t)G(s) = 1

2
EG∗(t)�G∗(s) = 1

2

∫
R

(
1 − eitx)(1 − e−isx)ν(dx) + c0ts, (4.3)

where c0 = E(�(W0))
2 + m2. Hence

τ 2(t − s) := E
∣∣G(t) − G(s)

∣∣2 =
∫
R

(
1 − cos(t − s)x

)
ν(dx) + c0(t − s)2, (4.4)

τ is a continuous even and nonnegative function on R.
Let {X(t), t ∈ T } be a mean zero Gaussian process with stationary increments and let ρ2(t, s) = ρ2(t − s) :=

E|X(t) − X(s)|2. Let N(T ,ρ, r) denote the minimum number of closed balls with centers in T of radius r (in the
pseudo-metric ρ) that cover T . Set

J (T ,ρ) =
ρ̂∫

0

(
log

(
1 + N(T ,ρ, r)

))1/2 dr, (4.5)

where ρ̂ := supt,s∈T ρ(t, s) is the diameter of (T ,ρ). By the Dudley–Fernique theorem, see, e.g., [8,12], we have that
for some universal constants C1,C2 > 0

C1J (T ,ρ) � E sup
t∈T

∣∣X(t)
∣∣ � E

∣∣X(0)
∣∣ + C2J (T ,ρ). (4.6)

There is a well known relation between the covering number N for a translation invariant metric and Lebesgue measure

|T |
|{t ∈ T ′: ρ(t) � r}| � N(T ,ρ; r) � |T ′′|

|{t ∈ T ′: ρ(t) � r/2}| ,

where T ′ = T −T = [−1,1] and T ′′ = T ′ +T = [−1,2]. (See [12], Lemma 13.1.) This allows us to estimate J (T ,ρ)

as follows

1

3
J (T ,ρ) �

ρ̂∫
0

(
log

(
1 + 1

|{t ∈ T : ρ(t) � r}|
))1/2

dr � 2J (T ,ρ). (4.7)

To verify the first inequality in (4.7) we use the fact that ψ(x) = (log(1 + x))1/2 is concave to get

J (T ,ρ) �
ρ̂∫

0

ψ

(
3

2

∣∣∣∣{t ∈ T : ρ(t) � r

2

}∣∣∣∣−1)
dr � 3

2

ρ̂∫
0

ψ

(∣∣∣∣{t ∈ T : ρ(t) � r

2

}∣∣∣∣−1)
dr

� 3

ρ̂∫
0

ψ
(∣∣{t ∈ T : ρ(t) � r

}∣∣−1)dr.

The second inequality in (4.7) follows similarly.
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Now we return to the continuous Gaussian process G with stationary increments of Theorem 4.1. By the Dudley–
Fernique theorem G is continuous if and only if J (T , τ ) < ∞, or equivalently, by (4.7), if and only if

τ̂∫
0

(
log

(
1 + 1

|{t ∈ T : τ(t) � r}|
))1/2

dr < ∞, (4.8)

where τ is given by (4.4).
We need the following lemma for the proof of Theorem 4.1.

Lemma 4.1. Let G be as given in Theorem 4.1 with EG(t) = 0. Let {�j }nj=1 be a sequence of mean zero, uncorrelated

random variables, independent of G, with A := (
∑n

j=1 E|�j |2)1/2 and let {aj }, {bj } be two sequences of numbers
with ε := max1�j�n |aj − bj |. Consider

H(t) =
n∑

j=1

�j

(
G(t − aj ) − G(t − bj )

)
, t ∈ T .

Then

E sup
t∈T

∣∣H(t)
∣∣ � A

(
τ̂ (ε) + CL(ε)

)
, (4.9)

where C is a universal constant, τ̂ (ε) = sup0�t�ε τ (t),

K(ε) =
(

1

2

∫
R

min
{
ε2x2,4

}
ν(dx)

)1/2

and

L(ε) =
K(ε)∫
0

(
log

(
1 + 1

|{t ∈ T : τ(t) � r}|
))1/2

dr.

Proof. Suppose that {�j } and G are defined on a product probability space (Ω × Ω ′,F × F ′,P × P ′) such that
�j = �j(ω) and G = G(t,ω′), (ω,ω′) ∈ Ω × Ω ′. Let EG denote the integral with respect to P ′. For each fixed
ω ∈ Ω the process Hω defined on (Ω ′,F ′,P ′) by

Hω(t) =
n∑

j=1

�j(ω)
(
G(t − aj ) − G(t − bj )

)
is a Gaussian process with stationary increments and mean equal to zero.

Using (4.2) we get

ρ2
ω(t − s) := EG

∣∣Hω(t) − Hω(s)
∣∣2

= 1

2

∫
R

∣∣∣∣∣
n∑

j=1

�j(ω)
(−ei(t−aj )x + ei(t−bj )x + ei(s−aj )x − ei(s−bj )x

)∣∣∣∣∣
2

ν(dx)

= 1

2

∫
R

∣∣∣∣∣
n∑

j=1

�j(ω)
(
eitx − eisx)(e−ibj x − e−iaj x

)∣∣∣∣∣
2

ν(dx)

= 1

2

∫
R

∣∣ei(t−s)x − 1
∣∣2

∣∣∣∣∣
n∑

j=1

�j(ω)
(
e−ibj x − e−iaj x

)∣∣∣∣∣
2

ν(dx). (4.10)

Taking the expectation and using the fact that
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E

∣∣∣∣∣
n∑

j=1

�j

(
e−ibj x − e−iaj x

)∣∣∣∣∣
2

=
n∑

j=1

E|�j |2
∣∣ei(aj −bj )x − 1

∣∣2 � 4A2

we get(
Eρ(t − s)

)2 � Eρ2(t − s) � 4A2τ 2(t − s).

That is,

Eρ(t) � 2Aτ(t), t ∈ T . (4.11)

Because |eiu − 1| � min{|u|,2}, for each u ∈ R, we see from (4.10) that

ρ̂2
ω := sup

t∈T

ρ2
ω(t) � 1

2

∫
R

min
{
x2,4

}∣∣∣∣∣
n∑

j=1

�j(ω)
(
e−ibj x − e−iaj x

)∣∣∣∣∣
2

ν(dx).

Hence

Eρ̂2 � 1

2

∫
R

min
{
x2,4

} n∑
j=1

E�2
j

∣∣ei(aj −bj )x − 1
∣∣2

ν(dx) � 2A2
∫
R

min
{
ε2x2,4

}
ν(dx) = 4A2K2(ε). (4.12)

By (4.6) and (4.7)

EG sup
t∈T

∣∣Hω(t)
∣∣ � EG

∣∣Hω(0)
∣∣ + CEGJ(T ,ρω)

� EG

∣∣Hω(0)
∣∣ + 3CEG

ρ̂ω∫
0

(
log

(
1 + 1

|{t ∈ T : ρω(t) � r}|
))1/2

dr. (4.13)

Applying the remaining expectation and using Proposition 1.4.2, [7], and (4.11)–(4.13) we get

E sup
t∈T

∣∣H(t)
∣∣ � E

∣∣H(0)
∣∣ + 3CE

ρ̂∫
0

(
log

(
1 + 1

|{t ∈ T : ρ(t) � r}|
))1/2

dr

� E
∣∣H(0)

∣∣ + 3C

Eρ̂∫
0

(
log

(
1 + 1

|{t ∈ T : Eρ(t) � r}|
))1/2

dr

� E
∣∣H(0)

∣∣ + 3C

2AK(ε)∫
0

(
log

(
1 + 1

|{t ∈ T : τ(t) � r/(2A)|
))1/2

dr

� A
(
τ̂ (ε) + 6CL(ε)

)
.

The last bound follows from the fact that(
E

∣∣H(0)
∣∣)2 � EH 2(0) =

n∑
j=1

E�2
j τ

2(aj − bj ).

This completes the proof of Lemma 4.1. �
Proof of Theorem 4.1. Since G has stationary increments EG(t) = mt for some constant m. Theorem 4.1 holds
when G(t) is replaced by mt , since

∫ t

0 (t − s)dZ(s) = ∫ t

0 Z(s)ds. Therefore, we can assume that EG(t) = 0 for all
t ∈ R.
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As we point out in Section 1, the process G∗Z is continuous if Z has paths of bounded variation on finite intervals,
almost surely. By the standard localization procedure we can assume that Z is a square integrable martingale with
A = (EZ2(1))1/2. Finally, by Lemma 2.1(a) it is enough to prove the continuity of the process

(G � Z)(t) =
1∫

0

G(t − s)dZ(s), t ∈ T ,

and the integrability of its sup norm.
Let {πn} := {0 = tn0 < tn1 < · · · < tnkn

= 1} be a normal and nested sequence of partitions of T . Put εn :=
max1�i�kn

(tni − tni−1) and �n
i = Z(tni ) − Z(tni−1), n � 1, i = 1, . . . , kn. Let

X(n)(t) =
kn∑

i=1

G
(
t − tni−1

)
�n

i , t ∈ T . (4.14)

Clearly {X(n)(t), t ∈ T } has continuous paths. For m > n consider

Hn,m(t) := X(n)(t) − X(m)(t) =
kn∑

i=1

∑
{j : tni−1<tmj �tni }

(
G

(
t − tni−1

) − G
(
t − tmj−1

))
�m

j . (4.15)

Applying Lemma 4.1 we get

E sup
t∈T

∣∣Hn,m(t)
∣∣ � A

(
τ̂ (εn) + CL(εn)

)
.

Since the right side of the inequality goes to 0 when n → ∞, we conclude that the processes {X(n)(t), t ∈ T } converge
uniformly in L1 to a continuous process {X(∞)(t), t ∈ T }. By the definition of the stochastic integral, X(∞)(t) =
(G � Z)(t) almost surely, for each t ∈ T . This proves Theorem 4.1. �

Lemma 4.1 and the proof of Theorem 4.1 easily yield the following estimate which we believe is of some interest

Proposition 4.1. If Z is an L2-martingale and G is as in Theorem 4.1, then

sup
c>0

cP
(

sup
t∈T

∣∣(G ∗ Z)(t)
∣∣ > c

)
� C

(
E sup

t∈T

G2(t)
)1/2(

EZ2(1)
)1/2

,

for some universal constant C.

Proof. As in the proof of Theorem 4.1 we may assume that EG(t) = 0. Keeping the notation of Lemma 4.1 we
estimate K(1) and L(1). By (4.3) it follows that

K2(1) = 1

2

∫
R

min
{
x2,4

}
ν(dx) � 8

∫
R

( 1∫
0

∣∣eixt − 1
∣∣2 dt

)
ν(dx) � 16 sup

t∈T

EG2(t).

By (4.6), (4.7) and because |{t ∈ T : τ(t) � r}| = 1 for r > τ̂ , we get

L(1) =
τ̂∫

0

(
log

(
1 + 1

|{t ∈ T : τ(t) � r}|
))1/2

dr +
K(1)∫
τ̂

(log 2)1/2 dr

� C1

(
E sup

t∈T

G2(t)
)1/2 + K(1)(ln 2)1/2 � C2

(
E sup

t∈T

G2(t)
)1/2

,

where C1 and C2 are universal constants. Since τ̂ = supt∈T (EG2(t))1/2 and since for each L2-martingale Z,
A � (EZ2(1))1/2, the above estimate of L(1) and Lemma 4.1 imply that for some universal constant C3

E sup
∣∣Xn(t) − X0(t)

∣∣ � C3

(
supEG2(t)

)1/2(
EZ2(1)

)1/2
,

t∈T t∈T
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where Xn are the processes defined in the proof of Theorem 4.1. We choose π0 = {0,1} which gives X0(t) =
G(t)(Z(1) − Z(0)). As shown in the proof of that theorem, limn→∞ E supt∈T |Xn(t) − G � Z(t)| = 0. Therefore,
for a universal constant C, we have

E sup
t∈T

∣∣G � Z(t)
∣∣ � lim

n→∞E sup
t∈T

∣∣Xn(t) − X0(t)
∣∣ + E sup

t∈T

∣∣X0(t)
∣∣ � C

(
sup
t∈T

EG2(t)
)1/2(

EZ2(1)
)1/2

.

This and the inequality (2.3) conclude the proof of Proposition 4.1. �
Remark 4.1. If Z is a symmetric Lévy process with EZ2(1) < ∞, then using the result stated in Remark 2.2 we
obtain that

E sup
t∈T

∣∣(G ∗ Z)(t)
∣∣ � C

(
E sup

t∈T

G2(t)
)1/2(

EZ2(1)
)1/2

, (4.16)

where C is a universal constant.

If Z is a symmetric Lévy process we have the following converse to Theorem 4.1.

Proposition 4.2. Let Z be a symmetric Lévy process and let G be a Gaussian process with stationary increments,
continuous in probability, with G(0) = 0, and independent of Z. If the process G ∗ Z is bounded almost surely then
the process G is continuous almost surely.

Proof. Note that because G has stationary increments it is either continuous almost surely or else unbounded on all
finite intervals almost surely. (See Chapter III, Section 4, [10].) As in the proof of Theorem 4.1, we may assume that
G has mean zero. If Z is not a Wiener process, then it contains an independent symmetric compound Poisson factor,
say Zp . By symmetry, the process G ∗ Zp is bounded almost surely. This trivially implies that G is bounded, hence
continuous almost surely. Therefore, we may only consider the case when Z is a Wiener process. Suppose that Z and
G are defined on a product probability space (Ω × Ω ′,F × F ′,P × P ′) such that Zt = Zt(ω) and G = G(t,ω′),
(ω,ω′) ∈ Ω × Ω ′.

Let Z be a standard Wiener process and assume that G∗Z is bounded on T almost surely. Without loss of generality
we may also assume that Z and G are rotationally invariant complex valued processes (thus E|Z(1)|2 = 2). By (4.2)
(with m = 0) we have

G(t) = G0(t) + G1(t) + W0t + W1, (4.17)

where

G0(t) =
∫

|x|�1

(
eitx − 1

)
W(dx),

G1(t) =
∫

|x|>1

eitxW(dx),

and

W1 = −W
([−1,1]c).

The process G0 has absolutely continuous sample paths almost surely and its derivative is given by

G′
0(t) = i

∫
|x|�1

eitxxW(dx).

Indeed, since

E

1∫ ∣∣G′
0(t)

∣∣2 dt =
1∫ ∫

x2ν(dx)dt =
∫

x2 ν(dx) < ∞,
0 0 |x|�1 |x|�1
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process G′
0 has square integrable trajectories almost surely and G0(t) = ∫ t

0 G′
0(s)ds. Hence G0 ∗ Z = Z ∗ G0 has

continuous paths almost surely. By (4.17) and our assumption G1 ∗ Z is bounded almost surely and it is enough to
show that the stationary process G1 is continuous almost surely.

By Lemma 2.1(b), G1 � Z is bounded almost surely. Since G1 � Z is a second order Gaussian chaos process,
E supt∈T |(G1 � Z)(t)| < ∞. We have

(G1 � Z)(t) =
∫

|x|>1

eitx

1∫
0

e−isx dZ(s)W(dx) =:
∫

|x|>1

eitxY (x)W(dx).

By checking their covariance functions, conditionally for a fixed realization of Z = Z(·,ω), we see that the Gaussian
processes{ ∫

|x|>1

eitx
∣∣Y(x,ω)

∣∣W(dx), t ∈ R

}
and { ∫

|x|>1

eitxY (x,ω)W(dx), t ∈ R

}
have the same distribution. Hence

E sup
t∈T

∣∣(G1 � Z)(t)
∣∣ = EZEG sup

t∈T

∣∣∣∣ ∫
|x|>1

eitxY (x,ω)W(dx)

∣∣∣∣ = EZEG sup
t∈T

∣∣∣∣ ∫
|x|>1

eitx
∣∣Y(x,ω)

∣∣W(dx)

∣∣∣∣
� EG sup

t∈T

∣∣∣∣ ∫
|x|>1

eitxEZ

∣∣Y(x)
∣∣W(dx)

∣∣∣∣ =
√

π

2
EG sup

t∈T

∣∣∣∣ ∫
|x|>1

eitxW(dx)

∣∣∣∣
�

√
π

2
E sup

t∈T

∣∣G1(t)
∣∣. (4.18)

The next to last equation follows from the fact that for each x, Y(x) is the standard complex valued normal random

variable, and so E|Y(x)| =
√

π
2 . Since we are assuming that the first term in (4.18) is bounded, we get that G1 is

bounded and thus continuous. The proof is complete. �
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