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Abstract

A moderate deviation principle for non-linear functionals, with at most quadratic growth, of moving average processes (or linear
processes) is established. The main assumptions on the moving average process are a Logarithmic Sobolev Inequality for the
driving random variables and the continuity, or some (weaker) integrability condition on the spectral density (covering some cases
of long range dependence). We also obtain the moderate deviation estimate for the empirical periodogram, exhibiting an interesting
new form of the rate function, i.e. with a correction term compared to the Gaussian rate functional. As statistical applications
we provide the moderate deviation estimates of the least square and the Yule–Walker estimators of the parameter of a stationary
autoregressive process and of the Neyman–Pearson likelihood ratio test in the Gaussian case.
© 2005 Elsevier SAS. All rights reserved.

Résumé

Un principe de déviations modérées pour des fonctionnelles non linéaires, à croissances quadratiques, des processus de moyennes
mobiles (ou processus linéaire) est établi. Les conditions imposées sur le processus de moyennes mobiles sont une inégalité de
Sobolev Logarithmique sur les variables aléatoires d’innovation et la continuité, ou une condition (plus faible) d’intégrabilité
sur la densité spectrale (couvrant certains cas de longue mémoire). On obtient aussi une estimation des déviations modérées
pour le périodogramme empirique, faisant apparaître une nouvelle forme de la fonction de taux, avec un terme correctif comparé
à la fonction de taux gaussienne. Comme applications statistiques, on donne des estimations de déviations modérées pour les
estimateurs de Yule–Walker et des moindres carrés du paramètre de processus autoregressif stationnaire, ainsi que pour le test de
Neyman–Pearson pour le rapport de vraisemblance dans le cadre gaussien.
© 2005 Elsevier SAS. All rights reserved.
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1. Introduction

Consider the moving average process (or the linear process)

Xn :=
+∞∑

j=−∞
aj−nξj =

+∞∑
j=−∞

aj ξn+j , ∀n ∈ Z (1.1)

where (ξn)n∈Z is a sequence of R-valued centered square integrable i.i.d.r.v., with common law L(ξ0) = μ, and
(an)n∈Z be a sequence of real numbers such that∑

n∈Z

|an|2 < +∞. (1.2)

This last condition (1.2) is necessary and sufficient for the a.s. convergence or convergence in law of the series (1.1)
(see [17, Chapter 2]). The sequence (Xk) is strictly stationary with the spectral density given by

f (θ) := Var(ξ0)
∣∣g(θ)

∣∣2
where

g(θ) :=
+∞∑

n=−∞
an einθ . (1.3)

Moving average processes (or linear processes) are of special importance in time series analysis, filtrage of noise
and they arise in a wide variety of contexts. Applications to economics, engineering and physical sciences are very
broad and a vast amount of literature is devoted to the study of the limit theorems for moving average processes under
various conditions (e.g. Brockwell and Davis [4] and references therein). A most important class of moving average
processes is the real stationary Gaussian processes (Xn) with a square integrable spectral density function f (which
can be represented as (1.1) with ξ = N (0,1) in law).

Let

In(θ) := 1

n

∣∣∣∣∣
n∑

k=1

Xk eikθ

∣∣∣∣∣
2

, (1.4)

be the so-called empirical periodogram of order n of the process (Xk). It is one of the main tools in the study of
non-parametric statistical estimation of the unknown spectral density f on the basis of the sample (X1, . . . ,Xn) from
the process (Xn). And for an observable F(x) = F(x0, . . . , xl) valued in R

m, let

1

n
Sn(F ) := 1

n

n∑
k=1

F(Xk,Xk+1, . . . ,Xk+l)

be the empirical mean of F . We begin with reviewing some known results which motivate our investigation.

(I) Linear observables F(x) = x0.
(a) The minimal condition for the central limit theorem (CLT in short) for 1

n

∑n
k=1 Xk is the continuity of g at

θ = 0 (see [17, Corollary 5.2, p. 135]).
(b) Large deviations for 1

n

∑n
k=1 Xk . See Burton and Dehling [7], Jiang, Rao and Wang [18,19], Djellout and

Guillin [12] etc.
For non-linear observables F , the limit theorems for 1

n
Sn(F ) becomes much more difficult, even in the particular

Gaussian case.
(II) Quadratic observables F(x) = (x2

0 , x0x1, . . . , x0xl) and In(θ).
By Fourier series, one can often reduce the limit theorems of the empirical periodogram In(θ) to those for
1
n
Sn(F ) where F(x) = (x2

0 , x0x1, . . . , x0xl). There exists an abundant literature on limit theorems of In(θ) and
of 1

n
Sn(F ) because of their importance in practice, especially in Gaussian case.

(a) CLT. Avram [1] and Fox and Taqqu [15] proved the CLT for In(·) and 1
n
Sn(F ) in the Gaussian case. This

CLT was generalized by Giraitis and Surgailis [16] to non-Gaussian case.
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(b) Large and moderate deviations. Bryc and Dembo [6] have considered quadratic functional F(x) = x2
0 of

Gaussian processes both at the level of large and moderate deviations, under the boundedness of f or the
Lq -integrability of f respectively. But for F(x) = x0xl with l � 1, they have assumed that f = 1 (i.e., (Xk)

are i.i.d.), an assumption excluding the dependent case.
Their result on large deviations (LDP in short) was generalized for general quadratic F by Bercu, Gamboa
and Rouault [2] under some condition on the distribution of the eigenvalues of the involved Toeplitz matrix,
always in the Gaussian case. This last “technical” condition, (wrongly) omitted in the precedent works, is
optimal but quite difficult to check in practice. In [2], they provided several concrete important statistical
examples for which their condition is fulfilled.
In [24], the third author proved the LDP of In and 1

n
Sn(F ) for general quadratic F , without the technical

condition in [2], but under the following integrability condition E eλξ2
< +∞, ∀λ > 0, which excludes

unfortunately the Gaussian case.
(III) General non-linear observables F .

(a) CLT. The literature is again abundant, we refer the reader to Rosenblatt [21] and the references therein.
(b) Large deviations. The seminal work of Donsker and Varadhan [14] established the LDP of the empirical

process Rn := 1
n

∑n
k=1 δ(Xk,Xk+1,...) for the stationary Gaussian processes such that f ∈ Cb(T) and logf ∈

L1(T). This implies the LDP of 1
n
Sn(F ) once if F is continuous and bounded. Bryc and Dembo [5] showed

that the continuity of the spectral density f cannot be weakened but the condition logf ∈ L1(T) can be
removed, for the LDP result of Donsker and Varadhan. More recently, the third author [24] generalized this
last result to all moving average processes such that E eδξ2

< +∞ for some δ > 0.

The main purpose of this paper consists to investigate the moderate deviation principle (MDP in short) for the
so-called empirical periodogram In(θ) of order n of the process (Xk) defined by (1.4) in the space Lp(T, dθ) of
p-integrable function on the torus T identified with [−π,π[ equipped with the weak convergence topology. We
establish the MDP for In(θ) under some conditions such as the Lq(T, dθ)-integrability of the spectral density of
(Xk) and a Logarithmic Sobolev Inequality (in short LSI) for the law μ of the driven random variable ξ . Moreover
our approach allows us to obtain the MDP of 1

n
Sn(F ) for non-linear R

m-valued observables F of at most quadratic
growth.

To our knowledge, it is the first time that a MDP for a general class of non-linear observables of moving average
processes is established (not only in the Gaussian case). Our investigation is a natural continuation of the known works
[14,6,2,24] etc. We also consider statistical applications such as

(1) the MDP of the least square and Yule–Walker estimators of the autoregression parameter in a stationary autore-
gressive process, complementing known CLT results and the LDP (limited to the Gaussian case) obtained by
Bercu et al. [2];

(2) the MDP in the Neyman–Pearson likelihood ratio test (largely inspired by Bercu and al. [2]) in the Gaussian case.

Besides the standard techniques in large deviations (such as approximation lemmas, projective limit etc.), our
method is mainly based on the LSI technique, as developed by Ledoux [20] and al.

This paper is structured as follows. The MDP for the empirical spectral density and non-linear functionals are
stated in next section. In Section 3, we provide statistical applications. We establish the key a priori estimations in
Section 4. The last section is devoted to the proofs of the main results.

2. Main results

2.1. MDP for the empirical periodogram

For the sake of completeness, we recall the definition of the LDP [10] and [11]. A sequence of random variables
(Yn) with values in a regular Hausdorff topological space E is said to satisfy the LDP with speed λn → ∞ and good
rate function I (·) :E → R

+ if: I has compact level sets and for all measurable sets A of X:
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− inf
x∈Å

I (x) � lim inf
n→+∞

1

λn

log P(Yn ∈ A) � lim sup
n→+∞

1

λn

log P(Yn ∈ A) � − inf
x∈Ā

I (x)

where Å, Ā denote the interior and closure of A, respectively.
In the whole paper we shall study only a special type of LDP, called usually moderate deviation principle (MDP in

short, cf. [10]).
Let (ξn)n∈Z is a sequence of R-valued centered i.i.d.r.v., with common law L(ξ0) = μ, and let a := (an)n∈Z be a

sequence of real numbers satisfying (1.2), and define (Xn) by (1.1). Our basic assumption, supposed throughout this
paper, is that μ satisfies a LSI, i.e. there exists C > 0 such that

Entμ(h2) � 2CEμ

(|∇h|2) (2.1)

for every smooth h such that Eμ(h2 log+ h2) < ∞, where

Entμ(h2) = Eμ(h2 logh2) − Eμ(h2) log Eμ(h2).

See Ledoux [20] for further details on LSI. Note that it implies in particular that there exists some positive δ such that

Eμ

(
eδ|x|2) < ∞. (2.2)

Remark 2.1. First note that there exists some practical criteria ensuring the LSI. For example, consider a C2 function
W on R

d such that e−W is integrable with respect to Lebesgue measure and let

dμ(x) = Z−1 e−W(x) dx

where Z is the normalization constant, and suppose that for some c ∈ R, W ′′(x) � cI for every x and that for some
ε > 0,∫ ∫

e(c−+ε)|x−y|2 dμ(x)dμ(y) < ∞

where c− = −min(c,0). Then μ satisfies (2.1) by the criterion of Wang [20]. Obviously Gaussian variables fulfill
this criterion. See Bobkov and Götze [3] for a necessary and sufficient condition in the actual one-dimensional case,
relying on generalized Hardy’s inequalities.

We are interested in the moderate deviation principle (MDP in short) of the empirical spectral density (or peri-
odogram) of (Xn) defined by

In(θ) := 1

n

∣∣∣∣∣
n∑

k=1

Xk eikθ

∣∣∣∣∣
2

which are random elements in the space Lp(T,dθ) equipped with the weak convergence topology, where T is the
torus identified with [−π,π[ in the usual way.

We first present here the MDP for the empirical autocorrelation vector which will be our main tool for the MDP of
the empirical spectral density, and has its own interest in statistics. Let

κ4 = E(ξ4) − 3[E(ξ2)]2

E(ξ2)2
,

the cumulant of order 4 of the driven random variable ξ .

Theorem 2.1. Assume that μ satisfies the LSI (2.1). Suppose moreover that

(H1) the spectral density function f is in Lq(T,dθ), where 2 < q � +∞; and
(H2) the moderate deviation scale (bn) is a sequence of positive numbers satisfying 1 	 bn 	 √

n (i.e. bn → +∞
and bnn

−1/2 → 0, the moderate deviation scale) and

bnn
1/q−1/2 → 0,
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then for every λ ∈ R
m+1,

lim
n→∞

1

b2
n

log E exp

(
bn√
n

m∑
	=0

λl

n∑
k=1

(XkXk+	 − EXkXk+	)

)
= 1

2
λ∗Σ2λ (2.3)

where Σ2 = (Σ2
k,	)0�k,	�m is given by

Σ2
k,	 = 1

2π

∫
T

(
ei(k−	)θ + ei(k+	)θ

)
f 2(θ)dθ + κ4

(
1

2π

∫
T

f (θ) eikθ dθ

)(
1

2π

∫
T

f (θ) ei	θ dθ

)

= 1

2π

∫
T

2 cos(kθ) cos(	θ)f 2(θ)dθ + κ4

(
1

2π

∫
T

f (θ) cos(kθ)dθ

)(
1

2π

∫
T

f (θ) cos(lθ)dθ

)
. (2.4)

In particular(
1

bn

√
n

n∑
k=1

(XkXk+	 − EXkXk+	)

)
0�	�m

satisfies the LDP on R
m+1 with speed b2

n and with the rate function given by

I (z) = sup
λ∈Rm+1

{
〈λ, z〉 − 1

2
〈λ,Σ2λ〉

}
.

Remark 2.2. By Cauchy–Schwartz inequality we have [E(ξ2)]2 � E(ξ4), so κ4 � −2 and κ4 = −2 iff ξ2 = C, a.s.
Under the assumption (2.1), ξ2 cannot be constant by [13, Remark 2.4], so κ4 > −2. Consequently the matrix Σ2 is
symmetric and non-negative definite. Notice that the rate function I given above can be calculated explicitly as

I (z) =
{

1
2 〈z,Σ−2z〉, if z ∈ Ran(Σ2);
+∞, otherwise,

where Σ−2 is the inverse of Σ2 restricted to the range Ran(Σ2) of Σ2.

Remark 2.3. The assumptions (H1) and (H2) on f and the scale bn are exactly the ones imposed in Bryc and
Dembo [6, Theorem 2.3] for the MDP of 1

n

∑n
k=1 X2

k in the Gaussian case. Their large deviations result (namely
Proposition 2.5 in [6]) for the empirical autocorrelation is further restricted to the i.i.d. case.

Remark 2.4. Notice that the condition (H1) on the dependence is indeed quite weak and general. It covers not only the
short-range case (i.e.

∑ |Cov(X0,Xn)| < +∞), but also some cases of long range. To illustrate this case, consider the
following example: let {BH (t), t ∈ R} be the fractional Brownian motion with Hurst parameter 0 < H < 1. Consider
its increments

Yj = BH (j + 1) − BH (j), j ∈ Z,

which form a stationary Gaussian sequence with mean zero and variance E(B2
H (1)) = σ 2

0 . The sequence {Yj , j ∈ Z}
has the covariance function

α(j) = E(Y1Yj+1) = σ 2
0

2

(|j + 1|2H − 2|j |2H + |j − 1|2H
)
,

and the spectral density

f (λ) = σ 2
0

C2

∣∣eiλ − 1
∣∣2 +∞∑

k=−∞

1

|λ + 2πk|2H+1
, −π � λ � π,

where C is a constant depending only on H . It is known that (see [22])

α(j) ∼ σ 2H(2H − 1)j2H−2, as j → ∞, for H �= 1/2,
0
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and f is continuous on T \ {0} and

f (λ) ∼ σ 2
0 C−2(H)|λ|1−2H , as λ → 0.

When 0 < H � 1/2, f is continuous (and then bounded) on T. So the MDP in Theorem 2.1 holds for every
moderate deviation scale (bn).

When 1/2 < H < 1, the series
∑

α(j) diverges. In this case {Yj , j ∈ Z} exhibits long range dependence. The
condition (H1) is satisfied if 1/2 < H < 1/2 + 1/(2q), (so 1/2 < H < 3/4 for q > 2), and (1.2) is thus easily verified.
In this case, we obtain the MDP of Theorem 2.1 for the sequence {Yj , j ∈ Z} with κ4 = 0 for the moderate deviation
scale (bn) verifying (H2).

The following corollary follows from Theorem 2.1 by the contraction principle

Corollary 2.2. Under the assumptions of Theorem 2.1, we have for all 	 � 0, (1/(
√

nbn)
∑n

k=1(XkXk+	−EXkXk+	))

satisfies the LDP on R with speed b2
n and rate function given by

I 	(z) = 1

2

z2

1/(2π)
∫

T
2 cos2(	θ))f 2(θ)dθ + κ4(1/(2π)

∫
T

f (θ) cos(	θ)dθ)2

with the convention that a/0 = +∞ for a > 0 and 0/0 := 0.

Let us present now the main result of this paper. From Theorem 2.1 (and its proof) together with the projective
limit method, we yield the functional type’s MDP below, for

Ln(θ) =
√

n

bn

(
In(θ) − EIn(θ)

)
.

Theorem 2.3. Suppose that μ satisfies the LSI (2.1) and (H1), (H2). Let 1 � p < 2 and p′ ∈ [2,+∞] the conjugated
number, i.e., 1/p + 1/p′ = 1. Assume moreover

(H3) the moderate deviation scale bn satisfies

bnn
1/q+1/p′−1/2 → 0,

1

p′ + 1

q
<

1

2
.

Then In(θ) satisfies the MDP, i.e., (Ln)n�0 satisfies the LDP on (Lp(T, dθ), σ (Lp(T, dθ),Lp′
(T, dθ))) with speed

b2
n and with the rate function given by

J (η) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1

2π

∫
T

η2(θ)

4f 2(θ)
dθ − κ4

2 + κ4

(
1

2π

∫
T

η(θ)

2f (θ)
dθ

)2

,

if κ4 > −2, η is even, η dθ 	 f dθ and
η

f
∈ L2(T, dθ);

+∞, otherwise.

As a consequence of Theorem 2.3 we have the following marginal MDP:

Corollary 2.4. Under the assumptions of Theorem 2.3, we have that for all h ∈ Lp′
(T, dθ),

lim sup
n→∞

1

b2
n

log E
(
eb2

n
1

2π

∫
T

h(θ)Ln(θ)dθ
) = 1

2
σ 2(h),

where

σ 2(h) := 1

2π

∫
T

2h̃2(θ)f 2(θ)dθ + κ4

(
1

2π

∫
T

h(θ)f (θ)dθ

)2

and h̃(θ) = (h(θ) + h(−θ))/2. In particular 1
2π

∫
T

h(θ)Ln(θ)dθ satisfies the LDP on R with speed b2
n and with the

rate function given by Ih(z) := (1/2)z2/(σ 2(h)).
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Remark 2.5. One cannot hope that the MDP in Theorem 2.3 holds w.r.t. the strong topology of Lp(T,dθ), because
the rate function I (η) is not inf-compact w.r.t. this topology.

The assumption (H3) is stronger than (H2). When p = 1 (and then p′ = +∞), (H3) becomes (H2) and thus under
the LSI for ξ and (H1) and (H2), Ln(θ) satisfies the LDP on L1(T) w.r.t. the weak convergence topology σ(L1,L∞)

in Theorem 2.3, and 1
2π

∫
T

h(θ)Ln(θ)dθ satisfies the LDP in Corollary 2.4 for every h ∈ L∞(T).

Remark 2.6. Now assume that (ξn) is a sequence of real i.i.d. normal random variables, so (Xn) is a stationary
Gaussian process and inversely any real Gaussian stationary process (Xn) with a square integrable spectral density
function f can be represented as (1.1). In this case, we have E(ξ4) = 3E(ξ2)2 and thus κ4 = 0, so under the assump-
tions of Theorem 2.3 we obtain that (Ln)n�0 satisfies the LDP on Lp(T, dθ) with speed b2

n and with the rate function
given by

J (η) =

⎧⎪⎨
⎪⎩

1

2π

∫
T

η2(θ)

4f 2(θ)
dθ, if η is even, η dθ 	 f dθ and

η

f
∈ L2(T,dθ),

+∞, otherwise.
We thus give the MDP for the spectral empirical measure in the setting of Bercu and al. [2]. Note however that they

only consider the marginal LDP, i.e. LDP for In(h) for some bounded h on the torus with an extra assumption on the
eigenvalues of the Toeplitz matrix, where In(h) = 1

2π

∫
T
In(θ)h(θ)dθ .

Remark 2.7. For any real and symmetric function h ∈ L1(T,dθ), let Tn(h) be the Toeplitz matrix of order n associated
with h i.e. Tn(h) = (r̂k−l (h))1�k,l�n where r̂k(h) is the kth Fourier coefficient of h given by

r̂k(h) = 1

2π

∫
T

eikθh(θ)dθ, ∀k ∈ Z. (2.5)

The matrix Tn(h) is obviously real and symmetric, is positive definite whenever h � 0.
Notice that the extra term with respect to the Gaussian case in the evaluation of the asymptotic variance has been

known for a long time (see [21]). The result of [16] about CLT for In can be summarized as below: if

lim
n→∞

1

n
tr
((

Tn(f )Tn(h)
)2) = 1

2π

∫
T

f 2(θ)h2(θ)dθ; (2.6)

(where Tn(h) is the Toeplitz matrix of h) then
√

n(In(h)−EIn(h)) converges in law (as n → ∞) to the normal distri-
bution N (0, σ 2(h)) with σ 2(h) given in Corollary 2.4. In Gaussian case this result was already proved by Avram [1]
and Fox and Taqqu [15].

In the next corollaries of Theorem 2.3, we replace EIn(θ) by f (θ) in the definition of Ln(θ), more useful in
practice, but need more assumptions. More precisely we are interested in the MDP of

L̃n(θ) =
√

n

bn

(
In(θ) − f (θ)

)
.

Corollary 2.5. Suppose that μ satisfies the LSI (2.1) and the spectral density f verifies

f ∈ L∞(T) and
∥∥f (t + ·) − f (·)∥∥

Lp(T)
= O(

√
t ) (2.7)

then for every scale 1 	 bn 	 n1/2−1/p′
, (L̃n)n�0 satisfies the LDP on Lp(T,dθ) w.r.t. the weak topology

σ(Lp(T),Lp′
(T))), with speed b2

n and with the rate function J given in Theorem 2.3.

We have also the following consequence of Corollary 2.4 for the marginals of the empirical spectral measures

Corollary 2.6. Assume (2.1) and (H1), (H2). Suppose that

h ∈ L∞(T) and
∥∥h(t + ·) − h(·)∥∥

Lq′
(T)

= O(
√

t ) (2.8)

then the conclusion of Corollary 2.4 holds for
∫
π

h(θ)L̃n(θ)dθ instead of
∫
π

h(θ)Ln(θ)dθ .
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2.2. MDP for non-linear functionals

We now present the MDP of 1
n
Sn(F ), i.e., the LDP of

Mn(F) = 1√
nbn

n∑
k=1

(
F(Xk, . . . ,Xk+l) − E

(
F(Xk, . . . ,Xk+l)

))
,

where the observable F : Rl+1 → R
m is a general non-linear differentiable function.

Theorem 2.7. Suppose that μ satisfies the LSI (2.1), and g given in (1.3) is continuous on T. Assume moreover that
∂xi

F is Lipschitz for i = 0, . . . , l. Then

Σ2
F := lim

n→+∞
1

n
Γ

(
n∑

k=1

F(Xk, . . . ,Xk+l )

)
(2.9)

exists where Γ (·) is the covariance matrix of the random vector ·, and for every moderate deviation scale 1 	 bn 	√
n, Mn(F) satisfies the LDP on R

m with speed b2
n and good rate function IF given by

IF (z) = sup
λ∈Rm

{
〈λ, z〉 − 1

2
〈λ,Σ2

F λ〉
}

=
{

1
2 〈z,Σ−2

F z〉, if z ∈ Ran(Σ2
F ),

+∞, otherwise,

where Σ−2
F : Ran(Σ2

F ) → Ran(Σ2
F ) is the inverse of the limit covariance matrix Σ2

F restricted to Ran(Σ2
F ).

Note also the following corollary in the linear case F(x0, . . . , xl) = x0 in which the assumption on g can be largely
weakened.

Corollary 2.8. Suppose that μ satisfies the integrability condition (2.2), if

f N(0) =
∑

|k|�N

(
1 − |k|

N

)
r̂k(f ) → σ 2,

then for every moderate deviation scale 1 	 bn 	 √
n, 1

bn
√

n

∑n
k=1 Xk satisfies the LDP on R with speed b2

n and rate

I (z) = 1
2

z2

σ 2 .

Remark 2.8. When f admits a version which is continuous at 0, then f N(0) → f (0) = σ 2. This corollary generalizes
Theorem 3.1 of Djellout and Guillin [12] to the case of unbounded r.v.

3. Statistical applications

We now provide two statistical applications. The first deals with the least square estimator of the parameter of the
autoregressive linear process and the second about the likelihood ratio test on spectral densities in the Gaussian case.

3.1. Autoregressive stationary process

Consider the autoregressive process (not necessarily Gaussian)

Xn+1 = θXn + σξn+1,

where the noises sequence ((ξn)n∈Z) is i.i.d. with common law μ, satisfying a LSI, and E(ξn) = 0,E(ξ2) = 1, σ > 0
and θ ∈ (−1,1) is the unknown parameter. Assume that X0 is independent of (ξn)n�1 and has the same law as∑∞

k=0 θkσξ−k . (Xn) is thus a centered stationary process of the form (1.1), with spectral density given by

f (t) = σ 2

2
, ∀t ∈ T.
1 + θ − 2θ cos t
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Let θ̂n be the least square estimator of θ , given by:

θ̂n =
∑n

i=1 XiXi−1∑n
i=1 X2

i−1

.

It is well-known that θ̂n → θ a.s. and
√

n(θ̂n − θ) satisfies the CLT. We show in the next proposition the MDP of
the least square estimator.

Proposition 3.1. For every moderate deviation scale 1 	 bn 	 √
n,

√
n

bn
(θ̂n − θ) satisfies a LDP on R with speed b2

n

and with the rate function given by

I (x) = x2

2(1 − θ2)
.

Remark 3.1. Let θ̃n be the Yule–Walker estimator of θ :

θ̃n =
∑n

i=1 XiXi−1∑n
i=0 X2

i

.

It is well-known that the Yule–Walker estimator share the same almost sure property and the same CLT. Bercu et
al. [2] showed however that the LDP of the Yule–Walker estimator is better than the one of the least-squares.

In the regime of the MDP, following the same proof as for the least square estimator we see that the Yule–Walker
estimator share the same MDP.

3.2. Likelihood ratio test in the Gaussian case

Let f0 and f1 be two spectral densities which differ on a positive Lebesgue measure subset of T. If we wish to
test H0: f = f0 against H1: f = f1, on the basis of the stationary centered Gaussian observation X1, . . . ,Xn, the
Neyman–Pearson theorem tells us that the optimal strategy is the likelihood ratio test:

Ln = 1

2n

(
log

detTn(f0)

detTn(f1)
+ 〈

X(n),
[
Tn(f0)

−1 − Tn(f1)
−1]X(n)

〉)
.

The study of the MDP properties of (Ln) under hypothesis H0 or H1 is useful to control asymptotically the threshold
or the power of the test. We now make the two following assumptions:

(A1) the spectral density f0 is in the Szegö class, i.e. log(f0) ∈ L1(T);
(A2) the ratio f0/f1 ∈ L∞(T).

Under those assumption, Bercu and al. [2] proved that Ln converges a.s. to

1

4π

(∫
T

logf0(t)dt −
∫
T

logf1(t)dt +
∫
T

(
1 − f0(t)

f1(t)

)
dt

)

and satisfies the LDP. Inspired by their work we have furthermore

Proposition 3.2. Assume that (A1) and (A2) are satisfied. Then, under the null hypothesis H0, for every moderate

deviation scale 1 	 bn 	 √
n, the sequence

√
n

bn
(Ln − E(Ln)) satisfies a LDP on R with speed b2

n and good rate
function

G(x) = x2

(1/(2π))
∫

T
(1 − f0/f1)2(θ)dθ

.

4. Several lemmas

In this section we first establish the a priori estimate, next recall several facts concerning the Toeplitz matrix and
the Fejèr approximation and the MDP of m-dependent stationary sequences.
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4.1. A priori estimation

We recall the following well known elementary result

Lemma 4.1. Suppose that Y (n) = (Y1, . . . , Yn)
∗ is a standard N (0, I ) centered Gaussian vector valued in R

n and let
A be a symmetric real valued n × n-matrix. Let λ1, . . . , λn be the eigenvalues of the matrix A. Then for every z ∈ R

log E exp
(
z〈Y (n),AY (n)〉) =

⎧⎪⎨
⎪⎩

−1

2

n∑
j=1

log(1 − 2zλj ) if max
1�j�n

(zλj ) <
1

2
,

+∞, otherwise.

(4.1)

We give a crucial lemma which was first proved in Wu [24], and reproduced here for completeness.

Lemma 4.2. If the centered r.v. ξ0 satisfies (2.2), then there is some constant K > 0 such that

L(y) := E exp(yξ0) � exp

(
K2

2
y2

)
, ∀y ∈ R. (4.2)

Proof. Let δ > 0 be given in (2.2). Since

2yξ0 � 2δξ2
0 + 1

2δ
y2,

there is C1 > 0 such that (4.2) holds for all |y| > 1.
For |y| � 1, notice that logL(y) ∈ C∞(R), and

logL(0) = 0,
d

dy
logL(y)

∣∣∣∣
y=0

= Eξ0 = 0.

By Taylor’s formula of order 2, we have for all y with |y| � 1,

logL(y) � 1

2
C2

2y2,

where

C2 := sup
|y|�1

∣∣∣∣ d2

dy2
logL(y)

∣∣∣∣
1/2

.

Thus (4.2) follows with K := C1 ∨ C2. �
We now extend (4.1) from Gaussian distribution to general law μ satisfying (2.2), which is a generalization of the

preceding lemma.

Lemma 4.3. Let (Xk) be the moving average process given by (1.1) and Tn(f ) the Toeplitz matrix associated with the
spectral density function f of (Xk), given in Remark 2.7. Assume the integrability condition (2.2) (but not the stronger
LSI).

Let X(n) = (X1, . . . ,Xn)
∗, B be a real non-negative definite symmetric n × n-matrix, and μn

1, . . . ,μn
n the eigen-

values of the matrix
√

B Tn(f )
√

B . Then for all λ � 0 satisfying λmax1�j�n μn
j < 1/(2K2), we have

log E exp
(
λ〈X(n),BX(n)〉) � −1

2

n∑
j=1

log(1 − 2K2λμn
j ),

where K > 0 is given in Lemma 4.2.
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Proof. The main difficulty resides in the non-linear property of 〈x,Bx〉. The trick consists to reduce it to an estimation
of linear type in the following way:

E
{
e

1
2 t2〈X(n),BX(n)〉} = E

{
e

1
2 t2|√BX(n)|2} =

∫
Rn

E
{
et〈√BX(n),y(n)〉}γ (dy(n))

where γ is the standard Gaussian law N (0, I ) on R
n.

Since

〈√BX(n), y(n)〉 = 〈X(n),
√

By(n)〉 =
n∑

k=1

Xk(
√

By(n))k =
∑
j∈Z

ξj

n∑
k=1

aj−k(
√

By(n))k.

We get by Lemma 4.2 and the i.i.d. property of (ξj ),

E
{
exp

[
t〈√BX(n), y(n)〉]} � exp

[
K2t2

2

∑
j∈Z

∣∣∣∣∣
n∑

k=1

aj−k(
√

By(n))k

∣∣∣∣∣
2]

.

Now observe that

∑
j∈Z

∣∣∣∣∣
n∑

k=1

aj−k(
√

By(n))k

∣∣∣∣∣
2

=
n∑

k,l=1

∑
j∈Z

aj−kaj−l (
√

By(n))k(
√

By(n))l

=
n∑

k,l=1

(
Tn(f )

)
k,l

(
√

By(n))k(
√

By(n))l

= 〈
y(n),

√
BTn(f )

√
By(n)

〉
.

Then letting μn
1, . . . ,μn

n be the eigenvalues of the matrix
√

BTn(f )
√

B (which are also the eigenvalues of
Tn(f )B), we get for all t such that K2t2 max1�j�n μn

j < 1,

E

{
exp

[
1

2
t2〈X(n),BX(n)〉

]}
�

∫
Rn

{
exp

[
K2t2

2

〈
y(n),

√
BTn(f )

√
By(n)

〉]}
γ (dy(n))

= −1

2

n∑
j=1

log(1 − K2t2μn
j )

where the last equality follows by Lemma 4.1. Finally the desired result follows with λ = t2/2. �
Remark 4.1. If we assume ‖g‖∞ = ‖g(θ)‖L∞(T,dθ) < +∞, and B = I we obtain exactly the result in Wu [24]. In
fact in this case, we have for any λ > 0 such that 2λK2‖g‖2∞ < 1,

log E eλ〈X(n),X(n)〉 � −1

2
log

(
1 − 2λK2‖g‖2∞

)n
, (4.3)

because the eigenvalues of Tn(f ) are bounded by ‖f ‖∞ = ‖g‖2∞.

Remark 4.2. Instead of Lemma 4.2, we can use the consequence of the LSI (5.3) below to prove Lemma 4.3, but (5.3)
is stronger than (2.2).

4.2. Preparating lemmas

For an n × n matrix A, we consider the usual operator norm ‖A‖ = supx∈Rn(|Ax|/|x|). Recall (cf. Remarks 2.7)
that for any real and even function h ∈ L1(T,dθ), Tn(h) is the Toeplitz matrix of order n associated with h i.e.
Tn(h) = (r̂k−l (h))1�k,l�n where r̂k(h) is the kth Fourier coefficient of h given by

r̂k(h) = 1

2π

∫
eikθh(θ)dθ, ∀k ∈ Z.
T



404 H. Djellout et al. / Ann. I. H. Poincaré – PR 42 (2006) 393–416
Lemma 4.4 ((Avram [1], Lemma 1)). If f ∈ Lq(T) where 1 � q � ∞, then for all n > 1 we have ‖Tn(f )‖ �
n1/q‖f ‖q .

Lemma 4.5 ((Avram [1], Theorem 1)). Let fk ∈ Lqk (T,dθ) with qk � 1 for k = 1, . . . , p and
∑p

k=1(1/qk) � 1. Then

lim
n→∞

1

n
tr

(
p∏

k=1

Tn(fk)

)
= r̂0

(
p∏

k=1

fk

)
.

Introduce now the Fejèr approximation of g:

gN(θ) =
∑
j∈Z

aN
j eijθ , ∀θ ∈ R, where aN

j = aj

(
1 − |j |

N

)
1|j |�N.

We recall the following (see [8])

Lemma 4.6. gN(θ) = ∫ π

−π
g(θ − t)KN(t)dt where KN is the Fejèr kernel of order N given by

KN(t) = 1

2πN

(
sin(Nt/2)

sin(t/2)

)2

, t ∈ T.

Furthermore for g ∈ Lp(T) where 1 � p < ∞, gN → g in Lp(T) and gN → g uniformly on T if g is continuous.
Moreover, Kn is even, non-negative and possesses the following properties for small δ:

(a)

∫
T

Kn(t)dt = 1,

(b)

∫
|t |�δ

Kn(t)dt � C

n
,

(c)

∫
|t |�δ

Kn(t)t
α dt �

⎧⎨
⎩

Cn−α, α < 1,

Cn−1 lnn, α = 1,

Cn−1, α > 1.

Let m be a given positive integer, a sequence (Zn)n�1 of strictly stationary random variables is called m-dependent
if for every k � 1 the two collections {Z1, . . . ,Zk} and {Zk+m,Zk+m+1, . . .} are independent. We have the following

Lemma 4.7 ((Chen X. [9])). Let (Zn)n�1 be a stationary sequence of m-dependent random variables taking values
in R

m, such that

E
(
eα|Z1|) < +∞, for some α > 0.

Then for all λ ∈ R
m,

lim
n→+∞

1

b2
n

log E
(
e
b2
n〈λ, 1√

nbn

∑n
k=1(Zk−EZk)) = 1

2
lim

n→∞E

〈
λ,

n∑
k=1

(Zk − EZk)

〉2

= 1

2

(
E〈λ,Z1〉2 + 2

m+1∑
k=2

E〈λ,Z1〉E〈λ,Zk〉
)

.

5. Proofs of the main results in Section 2

5.1. Proof of Theorem 2.1

The proof is divided into three steps. In the first one, we approximate the moving average process by a bilateral
moving average process of finite range 2N which satisfies the MDP. Then we will show that this approximation is
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a good one in the sense of the MDP. In third step, we will finally establish the convergence of the rate function and
the subsequent existence of the limiting variance.

Step 1 (Approximation by bilateral moving average process of finite range 2N ). Let XN
k = ∑

j∈Z
aN
j ξk+j , where

aN
j = aj (1 − |j |

N
)1|j |�N , be the Fejèr approximation of Xk .

Put

QN
n = (QN,l

n ) =
(

1√
nbn

ZN,l
n

)
l=0,...,m

and Qn = (Ql
n)l=0,...,m =

(
1√
nbn

Zl
n

)
,

where

ZN,l
n =

n∑
k=1

(XN
k XN

k+l − EXN
k XN

k+l ) and Zl
n =

n∑
k=1

(XkXk+l − EXkXk+l ).

The crucial remark is that the sequence {(XN
k XN

k+l )l=0,...,m ∈ R
m+1, k ∈ Z} is a 2N -dependent stationary sequence.

By (2.2), we get for all N there is η > 0 such that E(eη|XN
k XN

k+l |) < ∞.
Then applying Lemma 4.7, we get that for each N fixed, for all λ ∈ R

m+1,

lim
n→∞

1

b2
n

log E
(
eb2

n〈λ,QN
n 〉) = 1

2
lim

n→∞
1

n
E〈λ,ZN,·

n 〉2 := 1

2
〈λ,Σ2,Nλ〉 ∈ R (5.1)

where Σ2,N is the limit covariance matrix given in Lemma 4.7, and that QN
n satisfies the MDP on R

m+1 with the
good rate function

IN(x) = sup
λ∈Rm+1

{
〈λ,x〉 − 1

2
〈λ,Σ2,Nλ〉

}
.

Furthermore, by [21], Σ
2,N
k,l can be expressed as (2.4) with f replaced by f N .

Step 2 (Exponential contiguity, see Section 4.2 in [10]). The purpose of this step will be to prove the asymptotic
negligibility of Qn − QN

n with respect to the MDP as N goes to ∞, i.e. we will establish that for all λ ∈ R
m+1,

lim sup
N→∞

lim sup
n→∞

1

b2
n

log E
(
eb2

n〈λ,Qn−QN
n 〉) = 0.

As our functional Qn − QN
n are centered, by Jensen inequality we only have to establish the upper inequality in the

equality above. By Jensen’s inequality again,

E
(
eb2

n〈λ,Qn−QN
n 〉) � 1

m + 1

m∑
l=0

E
(
e(m+1)b2

nλl(Q
l
n−Q

N,l
n )

)
,

we need only to show that for each l = 0, . . . ,m fixed and for every λ ∈ R,

lim
N→∞ lim sup

n→∞
1

b2
n

log E
(
eb2

nλ(Ql
n−Q

N,l
n )

)
� 0. (5.2)

To this end, our main tool is the following consequence of the LSI (2.1), see Ledoux [20, Theorem 2.7] (after having
extended (2.1) by tensorization to the product measure of μ): for any integrable C1 functional G of ξ = (ξk)|k|�m,

E
(
eλ(bn/

√
n )(G−EG)

)
� E

(
eλ2(b2

n/n)C|∇ξ G|2), (5.3)

with C given in (2.1), where |∇ξG|2 := ∑
k |∂ξk

G|2. This inequality can be extended to all integrable functionals
G = F(X1, . . . ,Xn) where F ∈ C1(Rn) by dominated convergence (even now Xk depends on the infinite sequence
(ξk)k∈Z, the detail is left to the reader).

Let apply it to

GN,l
n

(
(ξi)i∈Z

) =
n∑

k=1

(XkXk+l − XN
k XN

k+l ),

so that our main estimations are now transferred to the gradient of G
N,l
n .
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Clearly

∂ξi
GN,l

n =
n∑

k=1

(ai−kXk+l + ai−k−lXk − aN
i−kX

N
k+l − aN

i−k−lX
N
k );

so

|∇GN,l
n |2 � 4

∑
i∈Z

((
n∑

k=1

(ai−k − aN
i−k)Xk+l

)2

+
(

n∑
k=1

(ai−k−l − aN
i−k−l )Xk

)2

+
(

n∑
k=1

aN
i−k(Xk+l − XN

k+l )

)2

+
(

n∑
k=1

aN
i−k−l(Xk − XN

k )

)2)

= (I ) + (II) + (III) + (IV).

By Hölder inequality,

log E
(
eλ(bn/

√
n )(G

N,l
n −EG

N,l
n )

)
� log E

(
eCλ2(b2

n/n)‖∇ξ G
N,l
n ‖2)

� 1

4
log E

(
e4Cλ2(b2

n/n)(I )
) + 1

4
log E

(
e4Cλ2(b2

n/n)(II))
+ 1

4
log E

(
e4Cλ2(b2

n/n)(III)) + 1

4
log E

(
e4Cλ2(b2

n/n)(IV)
)
. (5.4)

Let us deal with the first term of this inequality. Using the definition of r̂l given in (2.5) and the fact that the spectral
density of (Xk − XN

k ) is |g − gN |2, we rewrite the expression of (I ) as

(I ) = 4
∑
i∈Z

n∑
k,k′=1

(ai−k − aN
i−k)(ai−k′ − aN

i−k′)Xk+lXk′+l = 4
n∑

k,k′=1

r̂k′−k

(|g − gN |2)Xk+lXk′+l

= 4
〈
X

(n)
·+l , Tn

(|g − gN |2)X(n)
·+l

〉
,

where X
(n)
·+l = (Xl+1, . . . ,Xl+n)

∗. Let μ
n,N
1 , . . . ,μ

n,N
n be the eigenvalues of the matrix√

Tn

(|g − gN |2)Tn(f )

√
Tn

(|g − gN |2).
Its operator norm is bounded from above by (using Lemma 4.4)∥∥Tn(f )

∥∥ · ∥∥Tn

(|g − gN |2)∥∥ � n1/q‖f ‖qn1/q
∥∥|g − gN |2∥∥

q
.

Since (bn/
√

n )n1/q → 0 by (H2) and f ∈ Lq(T,dθ) by (H1), we have for all n sufficiently large, 32CK2λ2b2
n/n

max1�j�n μ
n,N
j < 1. Applying the crucial Lemma 4.3, we get

log E
(
e4Cλ2(b2

n/n)(I )
)
� −1

2

n∑
j=1

log

(
1 − 32CK2λ2 b2

n

n
μ

n,N
j

)
. (5.5)

Similarly, for all n sufficiently large such that 32CK2λ2(b2
n/n) max

1�j�n
μ

n,N
j < 1, we have

log E
(
e4Cλ2(b2

n/n)(II)) = log E e16C(b2
n/n)λ2〈X(n)· ,Tn(|g−gN |2)X(n)· 〉 � −1

2

n∑
j=1

log

(
1 − 32CK2λ2 b2

n

n
μ

n,N
j

)
. (5.6)

Let us deal with the third term. We rewrite the expression of (III) as

(III) = 4
∑ n∑

′
aN
i−ka

N
i−k′(Xk+l − XN

k+l )(Xk′+l − XN
k′+l )
i∈Z k,k =1
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= 4
n∑

k,k′=1

r̂k′−k

(|gN |2)(Xk+l − XN
k+l)(Xk′+l − XN

k′+l )

= 4
〈
X

(n)
·+l − (XN)

(n)
·+l , Tn

(|gN |2)(X(n)
·+l − (XN)

(n)
·+l

)〉
,

where (XN)
(n)
·+l = (XN

1+l , . . . ,X
N
n+l)

∗. Let ν
n,N
1 , . . . , ν

n,N
n the eigenvalues of the matrix√

Tn

(|gN |2)Tn

(|g − gN |2)√Tn

(|gN |2).
Its operator norm is bounded from above by (using Lemma 4.4)∥∥Tn

(|gN |2)∥∥ · ∥∥Tn

(|g − gN |2)∥∥ � n1/q
∥∥|gN |2∥∥

q
n1/q

∥∥|g − gN |2∥∥
q
.

By our assumptions (H1) and (H2) on bn and f , we have for all n sufficiently large, 32CK2λ2(b2
n/n)max1�j�n ν

n,N
j

< 1. Applying the crucial Lemma 4.3, we get

log E
(
e4Cλ2(b2

n/n)(III)) � −1

2

n∑
j=1

log

(
1 − 32CK2λ2 b2

n

n
ν

n,N
j

)
. (5.7)

Similarly for all n sufficiently large such that 32CK2λ2(b2
n/n)max1�j�n ν

n,N
j < 1 and we have

log E
(
e4Cλ2(b2

n/n)(IV)
)
� −1

2

n∑
j=1

log

(
1 − 32CK2λ2 b2

n

n
ν

n,N
j

)
. (5.8)

By (5.4) and the previous estimations (5.5)–(5.8), we obtain

log E
(
eλb2

n(Ql
n−Q

N,l
n )

)
� −1

4

n∑
j=1

(
log

(
1 − 32CK2λ2 b2

n

n
μ

n,N
j

)
+ log

(
1 − 32CK2λ2 b2

n

n
ν

n,N
j

))
. (5.9)

Notice that by the Taylor’s expansion of order 1, we have for |z| < 1

log(1 − z) = −z(1 − tz)−1

where t = t (z) ∈ [0,1]. This applied here to z
n,N
j = 32CK2λ2(b2

n/n)λ
n,N
j , where λ

n,N
j = ν

n,N
j or λ

n,N
j = μ

n,N
j which

satisfies sup1�j�n |zn,N
j | → 0 as n → ∞, yields by (5.9),

lim sup
n→∞

1

b2
n

log E
(
eλb2

n(Ql
n−Q

N,l
n )

)
� 16C2λ2 lim

n→∞

(
1

n

n∑
j=1

(μ
n,N
j + ν

n,N
j )

)
.

Thanks to Lemma 4.5, we have

lim
n→∞

1

n

n∑
j=1

μ
n,N
j = lim

n→∞
1

n
tr
(
Tn(f )Tn

(|g − gN |2)) = r̂0
(|g − gN |2f )

.

Similarly

lim
n→∞

1

n

n∑
j=1

ν
n,N
j = lim

n→∞
1

n
tr
(
Tn

(|gN |2)Tn

(|g − gN |2)) = r̂0
(|gN |2|g − gN |2).

So we get

lim sup
n→∞

1

b2
n

log E
(
eλb2

n(Ql
n−Q

N,l
n )

)
� 16C2λ2[r̂0

(|g − gN |2f ) + r̂0
(|g − gN |2|gN |2)]

where the desired negligibility (5.2) follows.
Step 3. Now we establish (2.3), i.e., for all λ ∈ R

m+1,

lim
n→∞

1
2

log E eb2
n〈λ,Qn〉 = 1 〈λ,Σ2λ〉. (5.10)
bn 2
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At first we have Σ
2,N
k,l → Σ2

k,l for all k, l as N goes to infinity, by (H1) and the expression (2.4). Next for any fixed

α,β > 1 with 1
α

+ 1
β

= 1, by Hölder inequality we have that

log E eb2
n〈λ,Qn〉 � 1

α
log E eαb2

n〈λ,QN
n 〉 + 1

β
log E eβb2

n〈λ,Qn−QN
n 〉

for all λ ∈ R
m+1. From (5.1) and (5.2) it follows that

lim sup
n→∞

1

b2
n

log E eb2
n〈λ,Qn〉 � α

2
〈λ,Σ2,Nλ〉 + δN

where δN := lim supn→∞(1/βb2
n) log E eβb2

n〈λ,Qn−QN
n 〉 → 0. Letting N → ∞, we get

lim sup
n→∞

1

b2
n

log E eb2
n〈λ,Qn〉 � α

2
〈λ,Σ2λ〉. (5.11)

Similarly, by Hölder inequality, we have for every λ,

1

b2
n

log E eα−1b2
n〈λ,QN

n 〉 � 1

b2
n

(
1

α
log E eb2

n〈λ,Qn〉 + 1

β
log E e(βb2

n/α)〈λ,QN
n −Qn〉

)
.

Taking first lim infn→∞ and next limN→∞ we get from (5.1) and (5.2)

1

2α2
〈λ,Σ2λ〉 � lim inf

n→∞
1

b2
n

log E eb2
n〈λ,Qn〉. (5.12)

Letting α → 1 in (5.11) and (5.12) yields (5.10). Finally the desired MDP follows from (5.10) by Ellis–Gärtner’s
theorem ([10], Section 2.3).

5.2. Proof of Theorem 2.3

We begin with the following

Lemma 5.1. Under the hypothesis Theorem 2.3, we have that for all h ∈ Lp′
(T,dθ),

Λ(h) := lim sup
n→∞

1

b2
n

log E
(
eb2

n(1/2π)
∫
T

h(θ)Ln(θ)dθ
)
� 4CK2

2π

∫
T

f 2(t)h2(t)dt. (5.13)

In particular P(Ln ∈ ·) is exponentially *-tight in (Lp(T,dθ), σ (Lp(T,dθ),Lp′
(T,dθ))), where 1/p′ + 1/p = 1.

Proof. The last claim follows from (5.13) by [23, Chapter 2, Proposition 2.5] when 1 < p < 2 and by [23, Chapter 2,
Theorem 2.1] when p = 1. So it is enough to prove (5.13). For every function h ∈ Lp′

(T,dθ), the function h̃(θ) =
1
2 [h(θ) + h(−θ)] is even and

1

2π

∫
T

h(θ)In(θ)dθ = 1

2π

∫
T

h̃(θ)In(θ)dθ,

we shall hence restrict ourselves to the case where h is even. Since
1

2π

∫
T

h(θ)Ln(θ)dθ = 1

bn

√
n

(〈
X(n)

. , Tn(h)X(n)
.

〉 − E
〈
X(n)

. , Tn(h)X(n)
.

〉)
.

Applying (2.1) to H((ξl)l∈Z) = 〈X(n)
. , Tn(h)X(n)

. 〉, we have

E
(
eb2

n(1/(2π))
∫
T

h(θ)Ln(dθ)
) = E

(
e(bn/

√
n )(H−EH)

)
� E

(
e(b2

n/n)C|∇ξ H |2).
Since Tn(h) is symmetric, we have

∂ξi
H

(
(ξl)l∈Z

) =
n∑

ai−kXlTn(h)k,l + ai−lXkTn(h)k,l = 2
n∑

ai−kXlTn(h)k,l .
l,k=1 l,k=1



H. Djellout et al. / Ann. I. H. Poincaré – PR 42 (2006) 393–416 409
Clearly

|∇ξH |2 =
∑
i∈Z

(∂ξi
H)2 =

∑
i∈Z

(
2

n∑
l,k=1

ai−kXlTn(h)k,l

)2

= 4
n∑

l,l′=1

(
n∑

k,k′=1

Tn(h)k,lTn(f )k,k′Tn(h)k′,l′

)
XlXl′

= 4
n∑

l,l′=1

(
Tn(h)Tn(f )Tn(h)

)
l,l′XlXl′ = 4

〈
X(n)

. , Tn(h)Tn(f )Tn(h)X(n)
.

〉
.

Let αn
1 , . . . , αn

n the eigenvalues of the matrix√
Tn(h)Tn(f )Tn(h)Tn(f )

√
Tn(h)Tn(f )Tn(h).

Its operator norm is bounded from above by (using Lemma 4.4)∥∥Tn(f )
∥∥ · ∥∥Tn(h)Tn(f )Tn(h)

∥∥ �
(
n1/q‖f ‖q

)2(
n1/p′ ‖h‖p′

)2
.

Since bnn
1/q+1/p′−1/2 → 0, f ∈ Lq(T,dθ) and h ∈ Lp′

(T,dθ), we have 8CK2(b2
n/n)max1�j�n αn

j < 1 for n large
enough. Applying Lemma 4.3, we get

log E
(
eb2

n(1/(2π))
∫
T

h(θ)Ln(dθ)
)
� −1

2

n∑
j=1

log

(
1 − 8CK2 b2

n

n
αn

j

)
.

Thus

lim sup
n→∞

1

b2
n

log E
(
eb2

n(1/(2π))
∫
T

h(θ)Ln(dθ)
)
� 4CK2 lim

n→∞
1

n

n∑
j=1

αn
j .

Since f ∈ Lq(T,dθ) and h ∈ Lp′
(T,dθ) with 1/p′ + 1/q � 1

2 , applying Lemma 4.5, we obtain

lim
n→+∞

1

n

n∑
j=1

αn
j = lim

n→+∞
1

n
tr
((

Tn(f )Tn(h)
)2) = r̂0(f

2h2) < +∞.

Hence (5.13) follows. �
We now turn to the

Proof of Theorem 2.3. Step 1. By Lemma 4.3, E eλ|X0|2 < +∞ for some λ > 0. Then by Chebychev inequality(
1

bn

√
n

n∑
k=n−	+1

(XkXk+	 − EXkXk+	)

)
0�	�m

is negligible with respect to the MDP. Using Theorem 2.1, we get the finite dimensional MDP on R
m+1 of(

1

bn

√
n

n−	∑
k=1

(XkXk+	 − EXkXk+	)

)
0�	�m

with the rate function given by

I (z) = sup
λ∈Rm+1

{
〈λ, z〉 − 1

2
〈λ,Σ2λ〉

}
,

where

〈λ,Σ2λ〉 = 1

2π

∫
2

(
m∑

k=0

λk cos(kθ)

)2

f 2(θ)dθ + κ4

(
1

2π

∫ (
m∑

k=0

λk cos(kθ)

)
f (θ)dθ

)2

.

T T
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Now notice that Ln(θ) is even and

L̂n(	) := 1

2π

∫
T

cos(	θ)Ln(θ)dθ = 1

bn

√
n

n−	∑
k=1

(XkXk+	 − EXkXk+	), 	 � 0.

Thus (L̂n(	))0�	�m satisfies the MDP on R
m+1 with the same rate function. By Lemma 4.3 and the projective limit

Theorem [10, Theorem 4.6.9], we deduce that (Ln)n�0 satisfies the MDP on (Lp(T,dθ), σ (Lp(T,dθ),Lp′
(T,dθ)))

with the rate function given by

I (η) =

⎧⎪⎨
⎪⎩

sup
m�0

sup
λ0,...,λm∈R

{
1

2π

∫
T

(
m∑

k=0

λk cos(kθ)

)
η(θ)dθ − 1

2
Λ

(
m∑

k=0

λk cos(kθ)

)}
, if η is even,

+∞, otherwise

(5.14)

where

Λ

(
m∑

k=0

λk cos(kθ)

)
= 〈λ,Σ2λ〉.

Step 2. Identification of the rate function. Introduce L
p
even(T, ν) = {h ∈ Lp(T, ν), h even}. Remark as trigonometric

polynomials are dense in L2(T, f 2 dθ), one can find for every h ∈ L2
even(T, f 2 dθ), an approximation by some cosine

polynomials sequence hn, such that

lim
n→∞

∫
T

(hn − h)2(θ)f 2(θ)dθ = 0. (5.15)

So we can extend continuously the definition of Λ to all functions h ∈ L2
even(T, f 2 dθ),

Λ(h) = 1

2π

∫
T

2h2(θ)f 2(θ)dθ + κ4

(
1

2π

∫
T

h(θ)f (θ)dθ

)2

. (5.16)

(a) Suppose that η is even, η dθ is absolutely continuous w.r.t. f 2 dθ , and η/f ∈ L2(T,dθ). For any h ∈
L2

even(T, f 2 dθ), let hn the sequence defined in (5.15), by Cauchy–Schwartz inequality, we get(∫
T

∣∣(hn − h)(θ)η(θ)
∣∣dθ

)2

�
∫
T

∣∣hn(θ) − h(θ)
∣∣2f 2(θ)dθ

∫
T

(
η

f

)2

(θ)dθ −→
n→∞ 0.

So I (η) defined in (5.14) coincides with

I (η) = sup
h∈L2

even(T,f 2 dθ)

{
1

2π

∫
T

h(θ)η(θ)dθ − 1

2
Λ(h)

}
:= sup

h∈L2
even(T,f 2 dθ)

D(h).

Let us find explicitly the maximizer h0 of D(h). Let k ∈ L2
even(T, f 2 dθ) and ε > 0,

lim
ε→0

D(h + εk) − D(h)

ε
= 1

2π

∫
T

k(θ)η(θ)dθ − 1

2

(
2

2π

∫
T

2f 2(θ)h(θ)k(θ)dθ

+ 2κ4

(
1

2π

∫
T

f (θ)h(θ)dθ

)(
1

2π

∫
T

f (θ)k(θ)dθ

))
.

So

lim
D(h + εk) − D(h) = 0, ∀k ∈ L2

even(T, f 2 dθ) (5.17)

ε→0 ε
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iff

η(θ) = 2f (θ)2h(θ) + κ4

(
1

2π

∫
T

f (θ)h(θ)dθ

)
f (θ). (5.18)

Dividing (5.18) by f and integrating over T, we obtain∫
T

f (θ)h(θ)dθ = 1

2 + κ4

∫
T

η(θ)

f (θ)
dθ.

Plugging this last expression in (5.18), it is then easy to verify that the only functional h0 ∈ L2
even(T, f 2 dθ) realiz-

ing (5.17) is given by

h0(θ)f (θ) = η(θ)

2f (θ)
− κ4

2 + κ4

(
1

2π

∫
T

η(u)

2f (u)
du

)
.

Calculating D(h0) gives finally the announced rate function.
(b) Now we have to treat the case where η dθ is absolutely continuous w.r.t. f 2 dθ but η

f
/∈ L2(T,dθ). So there

exists g ∈ L2
even(T,dθ) such that

∫
T

g(θ)
η
f
(θ)dθ = +∞, and g

η
f

� 0. Let h := g
f

, so h ∈ L2
even(T, f 2 dθ), we choose

hn = (h ∨ (−n)) ∧ n. We get by dominated convergence

lim
n→∞

∫
T

(
hn(θ) − h(θ)

)2
f (θ)2 dθ = 0,

so it follows that

lim
n→+∞Λ(hn) = Λ(h).

By Fatou’s lemma we get

lim inf
n→∞

∫
T

hn(θ)η(θ)dθ �
∫
T

lim inf
n→∞ hn(θ)η(θ)dθ = +∞.

Since by approximation,

I (η) � 1

2π

∫
T

hn(θ)η(θ)dθ − 1

2
Λ(hn),

letting n to ∞, we obtain I (η) = ∞.

(c) Now we have to treat the case where η dθ is not absolutely continuous w.r.t. f 2 dθ , i.e. there exists a measurable
and symmetric set K ⊂ T such that

∫
K

f 2(θ)dθ = 0 while
∫
K

η(θ)dθ > 0. For any t > 0, we approximate the function
t1K by a sequence of cosine polynomials hn in L2(T, (f 2 + |η|)dθ) and get

I (η) � lim
n→+∞D(hn) � t

∫
K

η(θ)dθ.

Letting t to infinity, we get I (η) = +∞. �
5.3. Proof of the corollaries of Theorem 2.3

Proof of Corollary 2.4. It is enough to prove it for h even. When h is a cosine polynomial, this was established in the
proof of Theorem 2.3. For general h ∈ Lp′

(T, dθ), let (hN) be a sequence of cosine polynomials such that hN → h

in Lp′
(T, dθ). To get the desired result, it remains to show

lim
N→∞ lim sup

n→∞
1

b2
n

log E exp

(
λb2

n

1

2π

∫
T

(hN − h)Ln(θ)dθ

)
= 0, ∀λ ∈ R.

This follows by Lemma 5.1. �
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Proof of Corollary 2.5. To deduce MDP for (L̃n) from Theorem 2.3 (with q = +∞), we only need to prove that for
all h ∈ Lp′

(T),
√

n

bn

( ∫
T

h(t)EIn(t)dt −
∫
T

f (t)h(t)dt

)
−→
n→0

0. (5.19)

It is easy to see that∫
T

h(t)EIn(t)dt =
∫
T

∫
T

Kn(u − t)f (u)h(t)dt du = 〈Kn ∗ f,h〉

where Kn is the Fejèr kernel function given in Lemma 4.6. Since the function Kn is even, we have∫
T

h(t)EIn(t)dt = 1

2

∫
T

∫
T

Kn(t)f (u + t)h(t)dt du + 1

2

∫
T

∫
T

Kn(t)f (u)h(t + u)dt du.

Taking into account the equalities
∫

T
f (u)h(u)du = ∫

T
f (u + t)h(u + t)du,

∫
T

Kn(t)dt = 1 we get∣∣∣∣
∫
T

h(t)EIn(t)dt −
∫
T

f (t)h(t)dt

∣∣∣∣ = 1

2

∣∣∣∣
∫
T

Kn(t)

∫
T

(
f (u) − f (u + t)

)(
h(t + u) − h(u)

)
dudt

∣∣∣∣
� 1

2

∫
T

Kn(t)
∥∥f (·) − f (· + t)

∥∥
p

∥∥h(t + ·) − h(·)∥∥
p′ dt.

By our assumption (2.7) on f , for δ > 0 small and |t | � δ we have∥∥f (·) − f (· + t)
∥∥

p
� C

√|t | and
∥∥h(t + ·) − h(·)∥∥

p′ � 2‖h‖p′ .

By Lemma 4.6, the last quantity above is smaller than

C‖h‖p′
∫

|t |�δ

Kn(t)
√|t |du + 2‖f ‖p‖h‖p′

∫
|t |�δ

Kn(t)dt = O

(
1√
n

)
.

Hence (5.19) follows. �
Proof of Corollary 2.6. By Corollary 2.4 with p = 1, we only need to prove (5.19) for all h satisfies (2.8), and the
proof of (5.19) is completely similar to that of Corollary 2.5. �
5.4. Proof of Theorem 2.7

Let us describe briefly how the preceding proof of Theorem 2.1 can be easily extended to the general non-linear
functional F . We only consider F(x0, . . . , xl) = F(x0) and it is real-valued (for simplicity).

Since F ′ is Lipschitz continuous, we get for some positive L, and for all N

∣∣F(XN
k )

∣∣ � L
(
1 + |XN

k |2) � 2L(N + 1)

(
1 +

N∑
j=−N

a2
j ξ

2
k+j

)

so that, setting δ′ = δ/(2L(N + 1)2 supj a2
j ) where δ is given in (2.2), by the assumption on the validity of the LSI,

we get

E
(
eδ′|F(XN

k )|) � eδ′L(N+1)
E
(
eδξ2

0
)
< ∞.

Hence for every N fixed, by Lemma 4.7, (1/n)
∑n

k=1 F(XN
k ) satisfies the MDP as in Step 1 in the proof of Theo-

rem 2.1.
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Thus by the argument in Step 3 of Theorem 2.1, it remains to prove that ∀λ ∈ R,

lim sup
N→∞

lim sup
n→∞

1

b2
n

log E exp

(
λ

bn√
n

n∑
k=1

[
F(Xk) − F(XN

k ) − E
(
F(Xk) − F(XN

k )
)]) = 0.

We apply again (5.3) to

GN
n

(
(ξl)l∈Z

) =
n∑

k=1

(
F(Xk) − F(XN

k )
)
.

Writing F ′(X·) := (F ′(X1), . . . ,F
′(Xn))

∗ and similarly F ′(X·), we have

|∇ξG
N
n |2 =

∑
i∈Z

(
n∑

k=1

ai−kF
′(Xk) − aN

i−kF
′(XN

k )

)2

� 2
∑
i∈Z

(
n∑

k=1

(ai−k − aN
i−k)F

′(Xk)

)2

+ 2
∑
i∈Z

(
n∑

k=1

aN
i−k

(
F ′(XN

k ) − F ′(Xk)
))2

= 2
∣∣√Tn

(|g − gN |2)F ′(X.)
∣∣2 + 2

∣∣√Tn

(|gN |2) (F ′(X.) − F ′(XN
. )

)∣∣2.
By the fact that the derivative of F is Lipschitz and the spectral density is bounded, the last term above is bounded by

2L‖g − gN‖2∞

(
n +

n∑
k=1

X2
k

)
+ 2‖gN‖2∞

n∑
k=1

(XN
k − Xk)

2.

Finally as λ2(b2
n/n)‖g − gN‖2∞ can be chosen arbitrary small for large n, we have by Lemma 4.3

1

b2
n

log E exp

(
λ

bn√
n
(GN

n − EGN
n )

)
� LCλ2‖g − gN‖2∞ − n

4b2
n

log

(
1 − 4CLK2λ2 b2

n

n
‖g − gN‖2∞‖g‖2∞

)

− n

4b2
n

log

(
1 − 4CLK2λ2 b2

n

n
‖gN‖2∞‖g − gN‖2∞

)
and the r.h.s. of this last inequality is easily seen to behave as n → ∞ as

‖g − gN‖2∞
(
LCλ2 + 2CLK2λ2‖g‖2∞

)
.

By the famous Fejèr Theorem (Lemma 4.6), under the assumption of continuity of g, we get that

lim
N→∞‖g − gN‖2∞ = 0,

which yields to the desired negligibility.

5.5. Proof of Corollary 2.8

Under assumption (2.2), the crucial inequality (5.3), as a consequence of the LSI, may not be used. However, we
may encompass this difficulty by noting that integrability (2.2) is, by Djellout and al. [13, Theorem 2.3], equivalent to
a Transport inequality in L1-Wasserstein distance which is itself equivalent to the inequality (5.3) with the Lipschitz
norm instead of the gradient in the right hand side, but for this particular linear case, the gradient and Lipschitz norm
are equal so that the same proof works.

5.6. Proof of statistical results in Section 3

5.6.1. Proof of Proposition 3.1
Considering Xn/σ if necessary, we can assume without loss of generality that σ = 1. Let us introduce

rn :=
√

n

bn

(θ̂n − θ) and Rn = 1 − θ2

√
nbn

n∑
(XiXi−1 − θX2

i−1).
i=1
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By Theorem 2.1, Rn satisfies the MDP. Before identifying its rate function let us first show that rn − Rn is negligible
w.r.t. the MDP. To that end, note

rn =
√

n

bn

∑n
i=1(XiXi−1 − θX2

i−1)∑n
i=1 X2

i−1

= 1√
nbn

n∑
i=1

(XiXi−1 − θX2
i−1) × n∑n

i=1 X2
i−1

.

So

rn − Rn = 1√
nbn

n∑
i=1

(XiXi−1 − θX2
i−1) ×

1
n

∑n
i=1 X2

i−1 − (1 − θ2)−1

1
n

∑n
i=1 X2

i−1

× (1 − θ2).

For ε > 0, L > 0 and δ > 0, we have

P
(|rn − Rn| � ε

) = P

(∣∣∣∣∣
√

n

bn

n∑
i=1

(XiXi−1 − θX2
i−1)

∣∣∣∣ � 1

1 − θ2
L

√
δε

)

+ P

(∣∣∣∣∣1

n

n∑
i=1

X2
i−1 − 1

1 − θ2

∣∣∣∣∣ �
√

δε

L

)
+ P

(
1

n

n∑
i=1

X2
i−1 < δ

)
.

For δ, ε sufficiently small but fixed, the two last terms are bounded by (for n large enough)

P

(∣∣∣∣∣ 1√
nbn

n∑
i=1

(
X2

i−1 − 1

1 − θ2

)∣∣∣∣∣ �
√

n

bn

)

which is clearly negligible as n → +∞ by the MDP of

1√
nbn

n∑
i=1

(
X2

i−1 − 1

1 − θ2

)
.

The first one is negligible by the MDP of Rn by letting L → ∞. So rn satisfies the same MDP as Rn. It remains to
identify the rate function governing the MDP of Rn. By Theorem 2.1, the rate function governing the MDP of Rn is
given by

I (x) = x2

2(1 − θ2)2A2
(5.20)

with A2 := θ2Σ2
00 − 2θΣ2

01 + Σ2
11, where

Σ2
00 = 1

2π

∫
T

2f 2(u)du + κ4

(
1

2π

∫
T

f (u)du

)2

,

Σ2
01 = 1

2π

∫
T

2 cos(u)f 2(u)du + κ4

(
1

2π

∫
T

f (u)du

)(
1

2π

∫
T

f (u) cos(u)du

)
,

Σ2
11 = 1

2π

∫
T

(1 + cos 2u)f 2(u)du + κ4

(
1

2π

∫
T

f (u) cos(u)du

)2

.

Hence

A2 = 2θ2r̂0(f
2) − 2θ r̂1(f

2) + r̂0(f
2) + r̂2(f

2) + κ4

(
θ

2π

∫
T

f (u)du − 1

2π

∫
T

f (u) cosudu

)2

where r̂k(f
2) = 1

2π

∫
T

f 2(u) e−iku du = 1
2π

∫
T

f 2(u) cos(ku)du is the kth Fourier coefficient. The last term with co-
efficient κ4 is zero for

θ

2π

∫
f (u)du − 1

2π

∫
f (u) cosudu = θ Var(X0) − Cov(X0,X1) = 0.
T T
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Furthermore (recalling that σ = 1 and EX0Xn = θn(1 − θ2)−1 for n � 0),

f 2(u) = 1

(1 − θ2)2

(∑
n∈Z

θ |n| einu

)2

= 1

(1 − θ2)2

∑
k∈Z

eiku
∑
n∈Z

θ |n|+|k−n|

where it follows that r̂k(f
2) = 1

(1−θ2)2

∑
n∈Z

θ |n|+|k−n|. From this last relation we deduce easily

r̂0(f
2) = 1 + θ2

(1 − θ2)3
, r̂1(f

2) = 2θ

(1 − θ2)3
, r̂2(f

2) = 3θ2 − θ4

(1 − θ2)3
.

Substituting to the expression of A2, we get

A2 = 1

1 − θ2
.

Substituting in (5.20), we obtain the claimed rate function.

5.6.2. Proof of Proposition 3.2
We need the following stronger result in the centered Gaussian case, inspired by [2]

Lemma 5.2. Assume that (ξi) are Gaussian N (0,1). Let X(n) = (X1, . . . ,Xn)
∗ and Mn be a n × n order sym-

metric matrix. Denote by (λn
j )1�j�n the eigenvalues (counting up to the multiplicity) of MnTn(f ). Assume that

supn maxj |λn
j | < +∞ and for some measurable function m on T such that f m ∈ L∞(T),

1

n

n∑
j=1

(λn
j )

2 → 1

2π

∫
T

(
f (θ)m(θ)

)2 dθ. (5.21)

Then for every moderate deviation scale 1 	 bn 	 √
n, we have for all λ,

lim
n→+∞

1

b2
n

log E exp

(
λbn√

n

(〈X(n),MnX
(n)〉 − E〈X(n),MnX

(n)〉)) = λ2

2π

∫
T

f 2(θ)m2(θ)dθ.

Proof. Denote Tn = 1√
nbn

(〈X(n),MnX
(n)〉 − E〈X(n),MnX

(n)〉) we have

log E
(
eb2

nλTn
) = −λ

bn√
n

E〈X(n),MnX
(n)〉 − 1

2

n∑
j=1

log

(
1 − 2λ

bn√
n
λn

j

)
.

Notice that by Taylor’s Theorem for |z| < 1

log(1 − z) = −z − 1

2
z2(1 − tz)−2,

where t = t (z) ∈ [0,1]. This applied here to zn
j = 2λ(bn/

√
n )λn

j , which satisfies sup1�j�n |zn
j | → 0 as n → ∞, and

hence |1 − t (zn
j )z

n
j | → 1 uniformly in 1 � j � n. Since the Gaussian process (Xk) is assumed centered we have

n∑
j=1

λn
j = tr

(
MnTn(f )

) = E〈X(n),MnX
(n)〉.

Thus

lim
n→∞

1

b2
n

log E
(
eb2

nλTn
) = λ2 lim

n→∞
1

n

n∑
j=1

(λn
j )

2.

The conclusion follows by our hypothesis. �
Proof of Proposition 3.2. We have
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√
n

bn

(
Ln − E(Ln)

) = 1

2
√

nbn

(〈
X(n),

[
Tn(f0)

−1 − Tn(f1)
−1]X(n)

〉 − E
(〈
X(n)

[
Tn(f0)

−1 − Tn(f1)
−1]X(n)

〉))
.

We want to apply Lemma 5.2 with f = f0, Mn = 1
2 (Tn(f0)

−1 −Tn(f1)
−1) and m = 1

2 (f −1
0 −f −1). The boundness

of the eigenvalues (λn
j ) of MnTn(f0), n � 1 is given by Lemma 10 in [2], and it is proved in [2, Proof of Proposition 7]

that (1/n)
∑n

j=1 δλn
j

converges weakly to the image measure of the normalized Lebesgue measure dt/(2π) by f m =
1
2 (1 − f0/f1) (the factor 1/2 is missed in [2]). Thus condition (5.21) is satisfied for (λn

j )n,j is bounded. Now the
desired MDP follows by Lemma 5.2 and Ellis–Gärtner’s theorem. �
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