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On certain almost Brownian filtrations
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Que peut-on affirmer, puisque ce qu’on avait cru probable d’abord s’est montré faux ensuite, et se trouve en troisième lieu être
M. Proust,Le côté de Guermantes.

Abstract

A consequence of Vershik’s results on discrete-time filtrations is the existence, in continuous time, of filtrationsF = (Ft )t�0
which are “Brownian after zero” (that is, for eachε > 0,F ε = (Fε+t )t�0 is generated byFε and someF ε-Brownian motion),
but not generated byF0 and any Brownian motion. Among the filtrations that are Brownian after zero, how are the
Brownian ones characterized? An answer is given by the self-coupling criterion (ii) of Theorem 1. This criterion is
satisfied whenF is immersible into the filtration of an infinite-dimensional Brownian motion.
 2005 Elsevier SAS. All rights reserved.

Résumé

Une conséquence de la théorie des filtrations élaborée par Vershik il y a plus de trente ans est l’existence, en temp
de filtrationsF = (Ft )t�0 telles que, pour chaqueε > 0, (Fε+t )t�0 soit engendrée parFε et par un mouvement brownie
(nous les dirons « browniennes après zéro »), mais queF ne soit pas engendrée parF0 et un mouvement brownien. Comme
caractériser les filtrations browniennes parmi les filtrations browniennes après zéro ? Le théorème 1(ii) répond à cette
par un critère d’auto-couplage ; ce critère est toujours satisfait lorsqueF est immersible dans la filtration du mouveme
Brownien à une infinité de dimensions.
 2005 Elsevier SAS. All rights reserved.
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the terrible shock from Strasbourg in late January 2003.

In 1995, L. Dubins, J. Feldman, M. Smorodinsky and B. Tsirelson [4] have shown that it is possible to r
the Wiener measure by an equivalent probability in such a way that the new filtered probability space is n
Brownian (that is, it is not generated by any Brownian motion whatsoever). The filtered probability spac
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have constructed has two further features: first, it is Brownian on the interval[ε,∞[ for eachε > 0 (that is,
F ε = (Fε+t )t�0 is generated byFε and someF ε-Brownian motion); second, it is not immersible (this te
will be defined soon) into “the” filtered probability space generated by an infinite-dimensional Brownian m
The latter property looks stronger than mere non-Brownianness; but we shall see in Corollary 1 that, for a fi
which is Brownian on[ε,∞[ for eachε > 0, this property is in fact equivalent to being non-Brownian. In ot
words, consider a filtrationF which is Brownian on[ε,∞[ for eachε > 0; Corollary 1 says thatF is Brownian
as soon as it is immersible into some infinite-dimensional Brownian filtration.

Most ideas and arguments are borrowed, some almost verbatim, from the theory of standard filtration
crete, negative time, mostly due to Vershik [14]. For instance, condition (iv) of Theorem 1′ is a straightforward
adaptation of his first-level standardness criterion (Condition 2 in Theorem 3.2 of [14]), and our proof of
repeats his surprising argument. Similarly, the self-coupling condition (ii) of Theorem 1 is the continuou
analogue of the discrete-time property called “I-cosiness” in [6], which is equivalent to Vershik’s standa
criterion [14].

But Vershik’s criterion, with its tower of measures on iterated measure spaces, does not lend itself to a
ment in continuous time; so the argument in [6], where Vershik’s criterion is used to show that I-cosiness
standardness, does not adapt to our setting. Fortunately, another proof, bypassing Vershik’s criterion, has b
by S. Laurent [9]. Laurent’s method can be made to work in continuous time, but some adaptation is requ
approach relies on the explicit knowledge of the extremal points of some finite-dimensional set of joint la
continuous time, the set becomes infinite-dimensional, and has too many extremal points. This difficulty
overcome by replacing the extremality argument with a density property (our Proposition 2).

This proposition says that, ifF is a filtration and ifX andY are twoF -Brownian motions, their joint law
L(X,Y ) can be approximated by laws of the formL(X′, Y ′), whereX′ andY ′ are two Brownian motions gen
erating the same filtration. This was unexpected in the case when, for instance,Y = X on [0, T ] and dY = −dX

afterT , whereT is a stopping time independent ofX and ofY .

Conventions, notation and definitions

The words ‘positive’ and ‘increasing’ are always understood in the broad sense: the null function is posit
increasing. An open interval is written]s, t[; similarly [s, t[ and]s, t] denote half-open intervals.

By a probability space, we always mean a triple(Ω,A,P) where theσ -field A is P-complete and essential
separable. By a sub-σ -field of A, we mean an(A,P)-complete sub-σ -field of A; it automatically inherits the
property of being essentially separable. IfC is a class of events, orX a r.v. or a process,σ(C) or σ(X) denotes
theσ -field generated byC or X, and by all negligible events ofA; similarly, the expression ‘generated by’ mea
‘generated by . . . and by the null events’. A random variable is aP-equivalence class of measurable maps; L0 de-
notes the space of all a.s. finite r.v., endowed with the topology of convergence in probability; the elemenp

are also defined up toP-equivalence. IfB andC are two sub-σ -fields ofA, B ∨ C denotes theσ -field σ(B ∪ C).
An isomorphism between two probability spaces(Ω ′,A′,P

′) and(Ω ′′,A′′,P
′′) is a bijection between the quo

tient σ -fieldsA′/P
′ andA′′/P

′′ that preserves theσ -field structures and the probabilities; it extends (uniquely
random variables.

A filtration on (Ω,A,P) is an increasing, right-continuous familyF = (Ft )t�0 of sub-σ -fields ofA; a filtered
probability space is a system(Ω,A,P,F ) whereF is a filtration. If F is a filtration,F∞ denotes theσ -field∨

t Ft . Given two filtrationsF andG on (Ω,A,P), we say thatF is included in G if Ft ⊂ Gt for eacht ; and
we say thatF is immersedin G if furthermore everyF -martingale is aG-martingale. We denote byF ∨ G the
smallest filtration containingF andG; it is given by(F ∨ G)t = ⋂

ε>0(Ft+ε ∨ Gt+ε). We say thatF andG are
jointly immersedif there exists a filtrationH on the same probability space such that each ofF andG is immersed
in H . In that case, one can always chooseH = F ∨ G. [Proof: eachF -martingale is anH -martingale adapted t
the smaller filtrationF ∨ G, hence also anF ∨ G-martingale; similarly forG-martingales.]
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Given two filtered probability spaces(Ω ′,A′,P
′,F ′) and(Ω ′′,A′′,P

′′,F ′′), we say thatF ′ andF ′′ are iso-
morphic if there exists an isomorphismΨ between the probability spaces(Ω ′,F ′∞,P

′) and (Ω ′′,F ′′∞,P
′′) such

that, for eacht , F ′
t andF ′′

t are in correspondence byΨ . And we say thatF ′ is immersibleinto F ′′ if F ′ is
isomorphic to a filtration immersed inF ′′.

By convention, a Brownian motion (or, shortly, a BM) is always started at the origin. It may be one-dimen
or d-dimensional, whered � ∞; the cased = ∞ means that the process consists of countably many indepe
components, each of them a real BM. We shall abbreviate ‘d-dimensional BM’ by BMd . We call Brownian (more
precisely:d-Brownian) any filtration generated by some BM (more precisely: by some BMd ). An F -BM (or F -
BMd ) is a (d-dimensional) Brownian motion for the filtrationF : its increment on[s, t] is independent ofFs

(equivalently, it is a BM and anF -martingale; or it is a BM whose natural filtration is immersed inF ).

A non-Brownian example

To make the kind of situation we have in mind less abstract, we start with an example. It will not be us
referred to in the sequel; skipping it is harmless.

Example 1. Suppose given a one-dimensional Brownian motionB, a finite setA (called the alphabet) with a
least two elements, and a sequenceW = (Wn)n�0 where, for eachn, Wn is a random word of length 2n, that
is, a random element ofA2n

. Each wordWn is uniformly distributed onA2n
, and is independent of the who

processB; but W is far from independent ofB, for we supposeWn to be the first (resp. second) half of the twi
longer wordWn+1 iff B2−n is larger (resp. smaller) thanB2−(n+1) . It is easy to show the existence of such a p
(B,W): first, takingWn independent ofB, construct the law of(B,Wn,Wn−1, . . . ,W0), and verify thatWn−1 too
is uniform and independent ofB; then, take a projective limit.

FromB andW , define a filtrationF by

Ft = σ
(
Bs, s ∈ [0, t]) ∨ σ(Wn, 2−n � t).

It is possible to show thatF is indeed a (right-continuous) filtration, enjoying the following three properties:

(1) for 0< s � t , Ft = Fs ∨ σ(Bu−Bs, u ∈ [s, t]),
(2) F0 (= F0+) is degenerate: everyF0+-measurable r.v. is a.s. constant;
(3) F is not Brownian.

The first property is very easy: at time 2−n the new wordWn is observed; it is a function of the previous
observed wordWn+1 and of the increment ofB between 2−(n+1) and 2−n, so the increments ofB suffice to generate
all information necessary to incrementF . This property is not valid fors = 0, for there is more information inF
than inB only, eachWn being independent ofB.

The second property, right-continuity at 0, is less straightforward, but not difficult. The third one is much d
it can be deduced from Smorodinsky’s study [13] of the processW (in inverse, discrete time), or, slightly les
directly, from Vershik’s Example 3 in his theory of reversed, discrete-time filtrations [14]. We shall not atte
give, or even sketch, the proofs of these properties. This example exhibits a pathological behaviour at time+, the
non-Brownianness ofF being a germ property at time 0+, even thoughF0+ is degenerate.

Definition. Fix 1 � d � ∞. A filtration F is d-Brownian after zeroif there exists anF -BMd B such that, for all
t � s > 0, Ft is generated byFs and by the process(Bu−Bs, u ∈ [s, t]), which is independent ofFs .
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Lemma 1. Let F be a filtration; call F s = (Fs+t )t�0 the filtrationF shifted bys. Suppose that for eachs > 0,
there exists anF s -BMd Bs such that the filtrationF s is generated by its initialσ -fieldFs and by the processBs .
ThenF is d-Brownian after zero.

Proof. Partition]0,∞[ into intervalsIn = ]2n,2n+1] wheren ranges overZ, and define anF -BMd B by Bt −B2n

= B2n

t−2n for t ∈ In (the increments ofB on In are given by the increments ofB2n
on ]0,2n]). By induction onn,

the property byFt = Fs ∨ σ(Bu, u ∈ [0, t]), holds whens = 2m andt = 2n with m � n; it then extends easily t
the general case whens andt are real numbers verifying 0< s � t . �

The (admittedly artificial) example of this section shows that, for a filtrationF which is Brownian after zero, th
degeneracy ofF0 is not sufficient to imply Brownianness. The next theorem bridges this gap and gives a nec
and sufficient condition for Brownianness when the filtration is a priori known to be Brownian after zero.

Main results

Theorem 1.Fix d ∈ N
∗ ∪ {∞} and a filtered probability space(Ω,A,P,F ); suppose thatF is d-Brownian after

zero. The following two statements are equivalent:

(i) F is d-Brownian.
(ii) (Self-coupling condition.)For eachR ∈ L1(F∞) and eachδ > 0, there exists a probability space( �Ω, Ā,�P)

endowed with two filtrationsF ′ andF ′′ verifying the following four conditions:
(a) F ′ andF ′′ are isomorphic toF ; in particular, there are two r.v.R′ ∈ L1(F ′∞) andR′′ ∈ L1(F ′′∞) corre-

sponding toR by these isomorphisms;
(b) F ′ andF ′′ are jointly immersed;
(c) for somes > 0, F ′

s andF ′′
s are�P-independent;

(d) ‖R′ − R′′‖L1( �Ω) < δ.

At first reading, condition (ii) looks awful, with the appearance of another filtered probability space( �Ω, Ā,�P)

where two filtrations are jointly immersed. One way of understanding it is to consider( �Ω, Ā,�P) as an “enlarge
ment” of (Ω,A,P), in the sense of the sentence ‘at the cost of enlarging the space, we may suppose that. . . ’ The
new filtrationF ′ isomorphic toF should then be understood as beingF itself, and the meaning of (ii) become
“After enlargingΩ if necessary, there exists another filtrationF ′′, jointly immersed withF , such that . . . ”

Condition (ii) is the analogue, in our continuous-time setting, of the property called ‘I-cosiness’ in [6]
dubbed ‘self-coupling’ because, ifF is generated by some processX, (ii) means that it is possible, in som
universe�Ω , to run simultaneously two copies ofX, in such a way that they are independent up to some times > 0,
but, at time infinity, the two values taken by some given functionalR of X have become close to each other. T
idea should be compared with the classical coupling method used to establish estimates for Markov proce

The proof of Theorem 1 is rather long; it will be given later. Meanwhile, we shall comment on it, state and
a corollary, and establish Proposition 2, a crucial density property.

Remarks. (1) Let D be a dense subset of L1(F∞). If condition (ii) is satisfied for eachR ∈ D and eachδ > 0, it
holds in full generality. Indeed, forR ∈ L1 andδ > 0, there existsS ∈ D such that‖R − S‖ < δ; (ii) applied toS

gives‖S′ − S′′‖ < δ, and by isomorphism‖R′ − S′‖ = ‖R′′ − S′′‖ = ‖R − S‖ < δ, whence‖R′ − R′′‖ < 3δ, and
(ii) holds forR too.

In particular, taking forD the set of all simple,F∞-measurable random variables, it suffices to verify (ii) forR

taking finitely many values. (I do not know if it suffices to verify it forR taking two values, that is, for indicato
of events; already in Vershik’s theory of filtrations in discrete, negative time, the corresponding question is
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(2) In condition (ii), the space L1 and its norm can equivalently be replaced by Lp for any p ∈ [1,∞[, or
by L0, with the distance d0(X,Y ) = E[1 ∧ |X − Y |] for instance. Indeed, as shown by the preceding remark
may suppose|R| to be bounded by some numberk � 1; so|R′ − R′′| � 2k. It then suffices to use the elementa
inequality�E[|R′ − R′′|p] � (2k)p�E[1∧ |R′ − R′′|].

(3) (Remark due to S. Laurent [9].) If condition (ii) holds for someR and all δ, it holds also for allR1 ∈
L1(σ (R)) and allδ; consequently, it suffices to verify it for oneR that generatesF∞. To see this, suppose (i
to hold for R and consider the setΦ of all bounded, Borel mapsf :R → R such that (ii) holds forf ◦R and
all δ > 0; it suffices to verify thatΦ contains all bounded, Borel functions. The two-step argument is the same
Slutsky’s lemma: First,Φ contains all bounded, Lipschitz functions, for, iff is k-Lipschitz,‖f ◦R′ − f ◦R′′‖L1 �
k‖R′ − R′′‖L1. Second, the setΦ is closed under uniformly bounded pointwise limits: iffn ∈ Φ are uniformly
bounded andfn(x) → f (x) for all x ∈ R, thenf ∈ Φ. To check this, fixδ > 0. The quantityE[|fn◦R − f ◦R|]
tends to 0 whenn → ∞, so it is smaller thanδ for somen (fixed in the sequel). Since (ii) holds forfn◦R andδ,
there areF ′ andF ′′ verifying (ii-a), (ii-b), (ii-c) and�E[|fn◦R′ − fn◦R′′|] < δ. By isomorphism, one has als
�E[|fn◦R′ − f ◦R′|] = �E[|fn◦R′′ − f ◦R′′|] = E[|fn◦R − f ◦R|] < δ; so�E[|f ◦R′ − f ◦R′′|] < 3δ, yieldingf ∈ Φ.
These two properties ofΦ entail thatΦ contains all bounded, Borel functions.

Ford � ∞, callBd “the” filtration of d-dimensional Brownian motion (it is unique up to isomorphism, whe
the quotation marks). The next statement, a corollary of Theorem 1, says that the filtrationB∞ plays in our
continuous-time framework the same rôle as the standard, non-atomic, discrete-time filtration in Vershik’s

Corollary 1. Fix d � ∞. Assume that a filtrationF is d-Brownian after zero. The following three statements
equivalent:

(i) F is d-Brownian;
(ii) the independent productF ⊗ B∞ is equal toB∞;

(iii) F is immersible intoB∞.

The independent productF ⊗ B∞ in (ii) is the filtration (more precisely: the filtered probability space) g
erated by two independent filtrations, respectively isomorphic toF and toB∞; this product is well defined up t
isomorphism only, so ‘equal to’ in (ii) really means ‘isomorphic to’.

Proof (the theorem is admitted). (i) ⇒ (ii) ⇒ (iii) are trivial. To prove (iii)⇒ (i), applying Theorem 1 toB∞, one
sees thatB∞ satisfies the self-coupling property. By immersion, every subfiltration immersed inB∞ also satisfies
the self-coupling property; this transfers toF by isomorphism. Applying now the theorem toF , one sees thatF
is d-Brownian. �

The interest of the theorem and its corollary is more theoretical than practical. In the special case
filtration is Brownian after zero, they answer the following general question (see D. Revuz and M. Yor [12, p
if a filtration has the predictable representation property w.r.t. some BMd , which additional assumption is sufficie
to imply that it is d-Brownian? In view of Corollary 1, this question can be sharpened: If a filtration ha
predictable representation property w.r.t. some BMd and is immersible intoB∞, is it necessarilyd-Brownian?

As observed in the introduction, the corollary also explains why the non-Brownian counterexamples con
in [4] and [5] have the stronger property of not being immersible intoB∞.

Brownian examples

Putting the corollary at work to establish that a given particular filtration is Brownian, is disappointing:
instances I know, exhibiting a generating BM is possible, and more informative than merely asserting its ex
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Nevertheless, in some cases, referring to the corollary is shorter and simpler than the constructive proof.
two examples; in both of them, a constructive proof of Brownianness is already available.

Example 2 (Generalized Goswami–Rao filtrations). Fix an integerd < ∞ and a subgroupG of O(d). Let
(Wd,Bd∞, λd,Bd) denote the canonical filtered probability space of BMd , andB the canonical process onWd .
Each orthogonal transformationg ∈ G acts on the pathsω ∈ Wd by (g·ω)(t) = g·(ω(t)); this action is an isomor
phism from(Wd,Bd∞, λd,Bd) to itself. A r.v.Y is said to be invariant if, for eachg ∈ G, one hasY = Y◦g a.s.;
call I the sub-σ -field of invariant events. As the action ofG commutes with conditional expectation w.r.t.Bd

t , the
subfiltrationF of Bd defined byFt = Bd

t ∩ I is immersed inBd .
Malric has shown in [10] and [11] thatthe filtration F is d-Brownian. SinceF is immersed inBd , this can

also be derived from Corollary 1, provided we showF to bed-Brownian after zero. As we shall now see,in the
particular case whenG is finite, this is straightforward. (But Malric’s proof works for allG, finite or not.)

We suppose from now onG to be finite. There exists a Borel setA ⊂ R
d such thatA ∩ g·A = ∅ for each

g ∈ G\{I }, and thatG·A = ⋃
g∈G g·A has a Lebesgue-negligible complementary set. (One can for instance c

a pointz ∈ R
d such thatg·z �= z for all g ∈ G\ {I }, and takeA = {y ∈ R

d : ∀g ∈ G\ {I }‖y − z‖ < ‖y −g·z‖}.) The
action ofG on G·A is faithful, so for eachx ∈ G·A there exists a uniqueγ x ∈ G such thatγ x ·x ∈ A; moreover,
x �→ γ x is a Borel map onG·A. Clearly,γ g·x = γ xg−1 since each of them maps the pointg·x to an element ofA.

For fixeds > 0, Bs is a.s. inG·A, soγ Bs is a.s. well defined. The processβt = γ Bs ·(Bs+t − Bs) is a BMd for
the filtration(Bd

s+t )t�0. It is also invariant, for

βt◦g = γ g·Bs ·(g·Bs+t − g·Bs) = γ Bs g−1g·(Bs+t − Bs) = βt .

Hence it is adapted to the smaller filtrationF s , and it is anF s -BMd . Using Lemma 1, to establish thatF is
Brownian after zero, it remains to see thatFs andβ generateF s . PuttingV = (Bs+v − Bs, v ∈ [0, t]) andV̂ =
(βv, v ∈ [0, t]), we have to show that, forY ∈ L∞(Bd

s+t ), the conditional expectationE[Y | I] is measurable fo
Fs ∨ σ(V̂ ). We may takeY of the formUφ(V ), whereU is Bd

s -measurable; and it then suffices to write

E[Y | I] = 1

|G|
∑
g∈G

Y◦g = 1

|G|
∑
g∈G

(U◦g)φ(V ◦g)

= 1

|G|
∑
g∈G

(
U◦gγ Bs

)
φ
(
V ◦gγ Bs

) = 1

|G|
∑
g∈G

(
U◦gγ Bs

)
φ(V̂ ◦g)

= 1

|G|
∑
g∈G

(
U◦gγ Bs

)
φ(V̂ ) = φ(V̂ )

1

|G|
∑
g∈G

(U◦g) = φ(V̂ )E[U | I].

Example 3(Stationary Brownian motion on a sphere). Let M be a compact, connected,d-dimensional Riemannia
manifold without boundary, and call(Xt )t∈R the stationary Brownian motion with values inM : for eacht ∈ R,
Xt is distributed onM according to the normalized Riemannian measure. Arnaudon [1] has established t
filtration (Ft )t∈R generated byX is d-Brownian, that is, generated by anR

d -valued Ornstein–Uhlenbeck proce
indexed byR (or, equivalently, by a BMd which is forced to jump to 0 at each integer instantt ∈ Z; equivalently
again, the logarithmically time-changed filtration(Fln t )t�0 is d-Brownian). It may be interesting to observe he
that Arnaudon’s proof relies on a coupling argument. This situation, and other stationary processes indexR,
is a typical instance where Theorem 1 or Corollary 1, or their analogues obtained by a logarithmic time-
can be expected to enter the picture, because the hypothesis that everything goes well on each interval[s,∞[ is
clearly satisfied; the problem is at time−∞ only.
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Corollary 1 gives a new proof of Arnaudon’s result, provided it is established that the processX is immersed
in some, possibly higher-dimensional, Brownian motion. As we shall now see,1 this immersion is quite simply
obtained in the particular case whenM is ad-dimensional sphere.

So we are working in eternal time(t ∈ R), andX takes values in the unit sphereS ⊂ R
d+1. Denote by dBt =

(dB1
t , . . . ,dBd+1

t ) a (d + 1)-dimensional Brownian innovation, and consider the SDE on the sphere

dXt = projX⊥
t
(dBt) − d

2
Xt dt.

The drift term− d
2Xt dt compensates for the extrinsic curvature of the sphere, soX remains onS and is a Brownian

motion onS. This SDE generates a stochastic flow of diffeomorphismsΦst on S. A. Carverhill, M. Chappell and
D. Elworthy have shown in [3] thatΦ has only one characteristic exponent, namely−d/2. Since it is strictly
negative, one has

sup
x,y∈S

E
[
dist

(
Φst (x),Φst (y)

)] → 0 whent − s → ∞. (∗)

(This property can also be obtained directly, by studying the diffusion dist(Φst (x),Φst (y)), which is the solution
of some one-dimensional SDE.) A consequence of(∗) is that, for fixedx ∈ S,

E
[
dist

(
Φrt (x),Φst (x)

)] = E
[
dist

(
Φst

(
Φrs(x)

)
,Φst (x)

)] → 0

whenr ands tend to−∞ with r � s. By Cauchy’s criterion, for fixedx ∈ S, the limit �Xt = lims→−∞ Φst (x) exists
in probability; the flow property then shows that�X is a solution to the SDE, hence a Brownian motion onS. As �Xt

is also measurable w.r.t. the past innovationBd+1
t = σ(Bt − Bs, s ∈ ]−∞, t]), this realizes an immersion ofX in

the(d+1)-dimensional Brownian filtrationBd+1, and Corollary 1(iii) applies.
More generally, the same argument works for any embedded compact manifold such that all chara

exponents of the gradient Brownian flow (or, for that matter, of some Brownian flow) are strictly negative.
We now start proving Theorem 1. We begin with two sections devoted to establishing technical results t

be useful later.

Preliminaries: (1) Substantial families ofσ -fields

If (Ω,A,P) is a probability space andF a finite set, we denote by L(A;F) the set of allF -valued,
A-measurable random variables; L(A;F) is a metric space when endowed with the distance(R,S) �→ P[R �= S].

If (E,d) is a separable metric space, L1(A; (E,d)) (or L1(A;E) for short) denotes the set of allE-valued,
A-measurable random variablesR such thatE[d(R,x)] is finite for some (⇔ for all) x ∈ E. It is endowed with
the distance(R,S) �→ E[d(R,S)]. It is well known that the set Lf(A;E) of all simple,E-valued,A-measurable
r.v., is a dense subset of L1(A; (E,d)).

[Proof: Choose a numbering(xn)n�0 of a countable dense subsetD of E; defineψn :D → D by ψn(xm) = xm

if m � n andψn(xm) = x0 if m > n. ForR ∈ L1(A; (D,d)), E[d(ψn◦R,R)] tends to 0 by dominated convergenc
so Lf(A; (D,d)) is dense in L1(A; (D,d)). To see that the latter is dense in L1(A; (E,d)), defineφδ :E → D by
φδ(x) = first xn such thatd(xn, x) < δ; φδ is measurable and verifiesd(x,φδ(x)) < δ, soE[d(R,φδ◦R)] < δ.]

Definition. Let (Ω,A,P) be a probability space andB a set of sub-σ -fields ofA. We shall say thatB is substantial
in A if

⋃
B∈B L1(Ω,B,P) is dense in L1(Ω,A,P).

For instance, if(An)n∈N is an increasing sequence of sub-σ -fields of A, the set{An, n ∈ N} is substantia
in

∨
n An.

1 This argument is due to S. Watanabe; I thank him for allowing me to publish it here.
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Observe that ifB is substantial inA, the class
⋃

B∈B B generates theσ -field A; but the converse is false: fo
instance, the setB = {σ(A), A ∈ A} is in general not substantial inA.

Lemma 2.Let (Ω,A,P) be a probability space andB a set of sub-σ -fields ofA. The following three condition
are equivalent:

(i) B is substantial inA;
(ii) for each finite setF ,

⋃
B∈B L(B;F) is dense inL(A;F);

(iii) for each separable metric space(E,d),
⋃

B∈B L1(B; (E,d)) is dense inL1(A; (E,d)).

Proof. (iii) ⇒ (i) is trivial: takeE = R.
(i) ⇒ (ii). Fix F finite, R ∈ L(A;F) and δ > 0. Let φ :F → R be a map such that for alle and f in F ,

e �= f ⇒ |φ(e) − φ(f )| � 2. Applying hypothesis (i) toφ◦R, one obtains aB ∈ B and aT ∈ L1(B;R) such that
E[|T − φ◦R|] < δ; soP[|T − φ◦R| � 1] < δ. Defineψ :R → φ(F ) by ψ(x) = the point inφ(F ) closest tox (the
leftmost such point if there are two). On{|T − φ◦R| < 1}, one hasψ◦T = φ◦R by the choice ofφ; hence

P[ψ◦T �= φ◦R] � P
[|T − φ◦R| � 1

]
< δ.

It suffices to setS = φ−1◦ψ◦T to haveS ∈ L(B;F) andP[S �= R] = P[φ◦S �= φ◦R] < δ.
(ii) ⇒ (iii). Fix R ∈ L1(A; (E,d)) andδ > 0. As Lf(A;E) is dense in L1(A;E), there exist some finite subs

F of E and someT ∈ L(A;F) such thatE[d(R,T )] < δ/2. Call a the diameter ofF . Hypothesis (ii) yields
a B ∈ B and aS ∈ L(B;F) such thatP[S �= T ] < δ/(2a). Sinced(S,T ) � a1{S �=T }, one hasE[d(S,T )] �
aP[S �= T ] < δ/2, andE[d(R,S)] � E[d(R,T )] + E[d(S,T )] < δ. �

Lemma 2 will be used only once, in the proof of Lemma 3; what we shall need is only (i)⇒ (iii), in the particular
case when the separable metric spaceE is equal toRk .

Lemma 3.Given(Ω,A,P), let B andC be sub-σ -fields ofA, andD a set of sub-σ -fields ofC, substantial inC.
The set{B ∨ D, D ∈ D} is substantial inB ∨ C.

Proof. We have to show that
⋃

D∈D L1(B ∨ D) is dense in L1(B ∨ C). But the random variables o
the form

∑
i αi1Bi

1Ci
(finite sum, αi ∈ R, Bi ∈ B, Ci ∈ C) are dense in L1(B ∨ C). Fix such a r.v.

α11B11C1 + · · · + αk1Bk
1Ck

. Applying Lemma 2 to the random variable(α11C1, . . . , αk1Ck
) with values in

(E,d) = (Rk,
∑

i |xi − yi |), one gets the existence of someD ∈ D and (D1, . . . ,Dk) ∈ L1(D,E) such that
E[∑i |αi1Ci

− Di |] < δ, and a fortiori E[|∑i (αi1Bi
1Ci

− 1Bi
Di)|] < δ. As the r.v.

∑
i 1Bi

Di belongs to
L1(B ∨ D), the proof is over. �
Lemma 4.Fix s � 0. LetF be a filtration andG a set such that eachG ∈ G is a filtration immersed inF ; suppose
{G∞, G ∈ G} to be substantial inF∞. Then{Gs , G ∈ G} is substantial inFs ; moreover, ifC is aσ -field such that
Fs ∨ C = F∞, then{Gs ∨ C, G ∈ G} is substantial inF∞.

Proof. Since the mapEs :X �→ E[X | Fs] is a contraction from L1(F∞) onto L1(Fs), and since
⋃

G∈G L1(G∞) is

dense in L1(F∞),
⋃

G∈G EsL1(G∞) is dense in L1(Fs). The immersion hypothesis givesEsL1(G∞) = L1(Gs);
so {Gs , G ∈ G} is substantial inFs . The second part of the conclusion follows immediately from this
Lemma 3. �
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Preliminaries: (2) Joint laws of Brownian motions

Throughout this section, the dimensiond is fixed andfinite.
Call COV(d) the set of alld × d real matricesh such that, for all real vectors

v =
 v1

...

vd

 and w =
w1

...

wd

 ,

one has the inequality

t vhw =
∑
i,j

vihijwj � ‖v‖‖w‖

(wheret v denotes the transpose ofv and‖v‖ its Euclidean norm).
The set COV(d) draws its name from ‘covariance’; for ifX andY are two random vectors inRd with unit

variance, their covariancehij = Cov[Xi,Yj ] belongs to COV(d); this stems directly from property (iv) in Propos
tion 1 below. But COV(d) also means ‘covariation’, for ifX andY are two BMd for some filtration, the following
lemma asserts that their covariation(d/dt)〈Xi,Yj 〉t takes its values in COV(d).

Lemma 5. If X and Y are two BMd for some filtrationF , there exists a predictable processH with values
in COV(d) such thatd〈Xi,Yj 〉(t) = Hij (t)dt .

Proof. The Kunita–Watanabe inequality says that there exists a predictable processH , with values ind×d matri-
ces, defined up to a dt × dP negligible set, such that d〈Xi,Yj 〉(t) = Hij (t)dt ; moreover, as

〈v·X,v·X〉t = ‖v‖2t, 〈w·Y,w·Y 〉t = ‖w‖2t and 〈v·X,w·Y 〉t =
t∫

0

∑
ij

viHij (s)wj ds,

one has

1

t − s

t∫
s

∑
ij

viHij (u)wj du � ‖v‖‖w‖

for all s, t , almost allω and all rational vectorsv andw. Hence,

1

t − s

t∫
s

H(u)du ∈ COV(d)

for all s, t and almost allω. In the limit, Ht(ω) belongs to the closed set COV(d) for almost all(t,ω). Replacing
H by 0 wherever necessary makes it possible to choose a version ofH which is identically COV(d)-valued. �
Proposition 1. (1) For a d × d matrixh, the following are equivalent:

(i) the matrixh belongs toCOV(d);
(ii) the transposet h belongs toCOV(d);

(iii) for all vectorsv, ‖hv‖ � ‖v‖;
(iv) the symmetric,2d × 2d matrix

(
I h
t h I

)
is positive;

(v) the symmetric,d × d matrix I − t hh is positive.
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(2) The setCOV(d) is convex and compact. Its extremal points are the orthogonal matricesh ∈ O(d).
(3) Putd ′ = d2 + 1. There existd ′ measurable mapsr1, . . . , rd ′ from COV(d) to O(d) andd ′ measurable map

α1, . . . , αd ′ from COV(d) to [0,1] such that, for eachh ∈ COV(d)

d ′∑
i=1

αi(h) = 1 and
d ′∑

i=1

αi(h)ri(h) = h.

Remark (not used in the sequel). More generally, ifG is any compact group of reald × d matrices, the set o
all extremal points of the convex hull ofG is G itself. Indeed,G is a subgroup of O(d), and every point ofG is
extremal in COV(d) by (2), and a fortiori in the smaller set convG.

Proof of Proposition 1. (1) Equivalence between (i) and (ii) stems trivially fromt vhw = t (t vhw) = twthv. Also,
by homogeneity, (i) is equivalent to

∀w sup
v: ‖v‖=1

t vhw � ‖w‖,

or to (iii) since the left-hand side is‖hw‖. In turn, (iii) amounts tot vthhv � t vv, which says thatI − t hh � 0,
that is, (v). Last, (iv) means thatt vhw � 1

2(‖v‖2+‖w‖2) for all v andw. If h is in COV(d), this inequality holds
because the right-hand side is minorated by‖v‖‖w‖; conversely, if this inequality holds, one hast vhw � ‖v‖‖w‖
for all unit vectors, hence also for all vectors by homogeneity.

(2) Convexity, closedness and boundedness (each entry ofh ∈ COV(d) verifies |hij | � 1) are obvious on the
definition of COV(d). The inclusion O(d) ⊂ COV(d) stems for instance from (v).

It is not difficult to see that the extremal subset of COV(d) is equal to O(d); see [8].2

(3) The last assertion of Proposition 1 comes from Carathéodory’s theorem (ifK is a compact, convex subs
of R

n, every point ofK is a barycentre of at mostn + 1 extremal points ofK), and the measurable sectio
theorem. �

Still for finite d , denote byWd = {w ∈ C(R+,R
d): w(0) = 0} the canonical space ofd-dimensional Brownian

motion, and byλd the Wiener measure onWd .
We shall call JIBd (for “jointly immersed Brownian motions”) the set of probability measures on the pro

Wd × Wd defined as follows: a probabilityµ on Wd × Wd is an element of JIBd if and only if there exist, on
some filtered probability space(Ω,A,P,F ), two F -BMd X andY with joint law L[X,Y ] = µ. Observe that if
µ ∈ JIBd , both marginals ofµ are equal toλd ; but the converse does not hold. For instance, ifX is a BMd and if
Yt = Xt+1 − X1, the law of(X,Y ) does not belong to JIBd , becauseX2 − X1 is not independent ofY1.

Lemma 6.The setJIBd is convex; endowed with the topology of weak convergence( for the bounded, continuou
functions onWd × Wd ), it is compact.

If X and Y are two BMd for some filtrationF , and if C is a sub-σ -field of F0, the conditional joint law
L[X,Y | C] a.s. belongs toJIBd .

If X andY are two processes, and ifF0 is a σ -field such thatL[X,Y | F0] is a.s. inJIBd , thenX andY are
BMd for the smallest filtrationG such thatG0 ⊃ F0 and thatX andY areG-adapted.

2 I thank an anonymous referee for this reference.
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Proof. If X andY areF -BMd , then, for allk � 1, all 0< s1 < · · · < sk < t < u, and allρ,σ1, . . . , σk, τ1, . . . , τk

in the dual ofRd ,

E

[(
eiρ(Xu−Xt ) − e− 1

2‖ρ‖2(u−t)
)
exp i

k∑
j=1

(σjXsj + τjYsj )

]
= 0;

so, putting

χ(x, y) = (
eiρ(xu−xt ) − e− 1

2‖ρ‖2(u−t)
)
exp i

k∑
j=1

(σj xsj + τj ysj ),

everyµ ∈ JIBd verifiesµ(χ) = 0. Similarly,µ(χ̂) = 0, whereχ̂ (x, y) = χ(y, x).
Conversely, ifµ(χ) = µ(χ̂) = 0 for all k and all dyadicsj , t, u,ρ,σj , τj , then, callingF the smallest

µ-complete, right-continuous filtration onWd × Wd to which the canonical process(x, y) is adapted,x andy

are(µ,F )-BMd , and soµ is in JIBd .
Hence, JIBd is characterized as the set of all probabilitiesµ onWd × Wd such thatµ(f ) = 0 for all f belong-

ing to some countable set of bounded, continuous functions. Consequently, JIBd is closed and convex. It is als
relatively compact, because it is tight: tightness follows immediately from both marginals of anyµ ∈ JIBd being
equal toλd .

If X andY are twoF -BMd , and ifC is a sub-σ -field of F0, one hasE[χ(X,Y ) | C] = E[χ̂ (X,Y ) | C] = 0 a.s.
for each dyadicχ , showing thatL[X,Y | C] ∈ JIBd a.s.

Conversely, ifX andY are two processes, and ifL[X,Y | F0] belongs almost surely to JIBd , one hasL[X | F0]
= λd a.s., whenceL[X] = λd , andX is a BMd . Moreover, for everyF0-measurable r.v.F0 and every dyadicχ ,
one hasE[χ(X,Y )exp iF0] = 0. Consequently, for all dyadics < t < u andρ, and allGs -measurable, bounde
r.v. Gs , one has

E
[(

eiρ(Xu−Xt ) − e− 1
2‖ρ‖2(u−t)

)
Gs

] = 0,

showing thatX is aG-BMd . �
Keepingd finite, call MABd (for “mutually adapted Brownian motions”) the set of all probabilitiesµ on

Wd × Wd such that there exist two Brownian motionsX andY which generate the same filtration and have jo
law L[X,Y ] = µ. Clearly, MABd is a subset of JIBd .

Remark (not used in the sequel). It is easy to see that each element of MABd is an extremal point of JIBd , because
it is already extremal in the much bigger set consisting of all probabilities onWd × Wd with first marginλd . The
converse does not hold: there are many extremal points of JIBd that do not belong to MABd . (Consider for instance
if d = 1, the joint law ofX andT X, whereT is the Lévy transform.) It would be interesting to characterize
extremal points of JIBd ; this seems to be a difficult problem. (Already, in two dimensions, call JU (for ‘j
uniform’) the set of all probabilitiesµ on the unit square such that both marginals ofµ are the Lebesgue measu
characterizing the extremal points of JU is, as far as I know, an open question.)

Proposition 2.The setMABd is dense inJIBd . In other words, ifX andY are twoF -BMd , there exist Brownian
motionsξn andηn such that

• for each fixedn, ξn andηn generate the same filtration;
• whenn tends to infinity,(ξn, ηn) converges in law to(X,Y ).

Remark (not used in the sequel). An analogue of Proposition 2 is the following fact: whenT ranges over the se
of all bimeasurable, Lebesgue-measure preserving bijections of[0,1] to itself, the probabilities

∫ 1
δ dx are
0 (x,T x)
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dense in the set JU defined just before Proposition 2. In other, more probabilistic, words, if, on some samp
X andY are two uniform r.v. on[0,1], there existξn, ηn, also with uniform law on[0,1], such that

• for eachn, ξn andηn generate the sameσ -field;
• whenn tends to infinity,(ξn, ηn) converges in law to(X,Y ).

A proof of this remark is given by Gangbo [7].3 Another, more direct, proof is the following. We shall work wi
]0,1] instead of[0,1]; by ‘interval’, we shall always mean an interval of the form]a, b]. Call JU′ the subset of JU
which we claim is dense.

Partition ]0,1] into n subintervalsI1, . . . , In of length 1/n; put Jk = Ik . (The intervalsIk will be used on
the first factor, theJk on the second factor.) The squareS = ]0,1] × ]0,1] is partitioned inton2 smaller square
Sk� = Ik × J�. Given a probabilityµ ∈ JU, it suffices to exhibit a probabilityν ∈ JU′ such thatν(Sk�) = µ(Sk�) for
all k and�; whenn tends to infinity, theseν will converge towardsµ, thus proving the remark.

Put mk� = µ(Sk�). The hypothesisµ ∈ JU implies that the 2n sums
∑n

k=1 mk� and
∑n

�=1 mk� are all equal
to 1/n. This makes it possible to partition the intervalIk (respectivelyJ�) into n subintervalsIk1, . . . , Ikn (re-
spectivelyJ1�, . . . , Jn�) such that Leb(Ik�) = Leb(Jk�) = mk�. (It is not really a partition, because ifmk� = 0 the
corresponding subintervals are empty.) The family{Ik�, 1 � k, � � n} (respectively{Jk�, 1 � k, � � n}) is a “par-
tition” of ]0,1] into n2 subintervals with lengthsmk�. Since Leb(Ik�) = Leb(Jk�), there exists a bi-Borel, measur
preserving bijectionT : ]0,1] → ]0,1] such thatT (Ik�) = Jk� for all k and �; the measureν = ∫ 1

0 δ(x,T x) dx

belongs to JU′. Call G the graph ofT . The subsetGk� of G corresponding to abscissae inIk� and ordinates
in Jk� verifiesGk� ⊂ Ik� × Jk� ⊂ Sk�; as

⋃
k,� Gk� = G and as theSk� are disjoint, one hasGk� = G ∩ Sk�. Thus

ν(Sk�) = ν(Gk�) = Leb(Ik�) = Leb(Jk�), that is,ν(Sk�) = mk� = µ(Sk�). The claim is established.

We now come back to Proposition 2. Before proving it, here is a small lemma, obvious from the point o
of Rohlin’s theory, that will be needed in the proof.

Lemma 7.LetZ andh be two r.v. on some probability space(Ω,A,P). On another probability space(Ω ′,A′,P
′),

let ζ andγ be two independent r.v., such thatζ has the same law asZ andγ has a diffuse law. There exists onΩ ′
a r.v.h′, measurable forσ(ζ, γ ), such that the joint lawL(h′, ζ ) is equal toL(h,Z).

Proof of Lemma 7. By replacing γ with F◦γ , where F(x) = P
′[γ � x], we may supposeγ to be uni-

formly distributed on[0,1]. Call ρz(dj) a regular version of the conditional lawP[h ∈ dj | Z = z], let fz(r) =
inf{j : ρz(]−∞, j ]) > r} denote the inverse of the distribution function ofρz, and seth′ = fζ (γ ). Owing to the
independence ofζ andγ , one hasL[h′ | ζ = z] = L[fz◦γ ] = ρz. Callingµ the law ofZ andζ , this gives

P[h′ ∈ dj, ζ ∈ dz] = µ(dz)ρz(dj) = P[h ∈ dj, Z ∈ dz],
so(h′, ζ ) has the same law as(h,Z). �

We now have all the necessary ingredients to prove Proposition 2. The proof is rather long; it can
understood by keeping in mind two very different particular cases: the case when〈Y, tX〉t = ht , whereh belongs
to COV(d) by Lemma 5 and isF0-measurable; and the case when dYt = (1]0,T ] − 1]T ,∞[)(t)dXt , whereT is a
stopping time, independent ofX and ofY .

Proof of Proposition 2. The goal is to approximate an arbitraryµ ∈ JIBd by elements of MABd . The first steps
of the proof will consist in replacingµ by an element of some suitably chosen sequence tending toµ (that is, in
takingµ in some suitable dense subset of JIBd ).

3 I thank F. Delbaen and S. Laurent who independently pointed out this reference to me.
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So we start with a filtered probability space(Ω,A,P,F ) and twoF -BMd X andY . According to Lemma 5
there exists a COV(d)-valued predictable processH such that

〈Yi,Xj 〉t =
t∫

0

Hij (s)ds,

or, in matrix notation, consideringX andY as column vectors,

d〈Y, tX〉 = H dt.

By (v) and (ii) of Proposition 1,I − HtH � 0.
By an independent enlargement of the filtered probability space, we may suppose without loss of g

ity that there exists anF -BMd β independent of(X,Y ). PutY θ = Y cosθ + β sinθ . For eachθ , Y θ is also an
F -BMd . Whenθ → 0, Y θ → Y and (X,Y θ ) tends in law to(X,Y ). So we may work with(X,Y θ ) in place
of (X,Y ), for someθ ∈ ]0, π

2 [ fixed in the sequel. What we have gained from this replacement is thatH has
been multiplied by cosθ < 1, so we have a stronger inequalityI cos2 θ − HtH � 0. Thus, the predictable proce
K = √

I − HtH (symmetric square root of a symmetric, positive matrix) has a well-defined inverseK−1 which is
bounded (by 1/sinθ).

This makes it possible to define ad-dimensionalF -local martingaleU by

U =
∫

K−1(dY − H dX).

As

d〈U, tU 〉 = K−1(dY − H dX)(tdY − tdXtH)K−1

= K−1(I dt − HtHdt − HtHdt + HItHdt)K−1

= K−1(I − HtH)K−1 dt = I dt,

U is anF -BMd ; and as

d〈U, tX〉 = K−1(dY − H dX)tdX = K−1(H dt − HI dt) = 0,

U is independent ofX. By the very definition ofU , one has

Y =
∫

H dX +
∫

K dU.

Now, for δ = 2−n, define

Hδ
t =

{0 if t ∈ [0, δ],
1
δ

∫ kδ

(k−1)δ
Hs ds if t ∈ ]kδ, (k+1)δ] for k � 1.

By Lemma 5, the processH takes values in the compact, convex set COV(d); so does alsoHδ . Hence we may pu

Kδ
t =

√
I − Hδ

t
tH δ

t and define a newF -local martingale by

Y δ =
∫

Hδ dX +
∫

Kδ dU.

Since d〈Y δ, tY δ〉 = (Hδ tHδ + Kδ 2
)dt = I dt , Y δ is anF -BMd . Whenn → ∞ (andδ = 2−n → 0), Hδ tends to

H in L1([0, t]) for fixed ω and t , and also, by boundedness, in L2([0, t] × Ω) for eacht > 0; similarly for Kδ .
ThusE[sups�t ‖Y δ

s − Ys‖2] → 0, and(X,Y δ) tends in law to(X,Y ). Working with (X,Y δ) instead of(X,Y ),
and consequently withHδ instead ofH , we may henceforth forget about the preceding construction, and si
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suppose that,for n = n0 (and hence also for alln � n0), the processH is constant(with respect to time) on each
interval ]k2−n, (k + 1)2−n].

Let V be a BMd independent ofF∞. Call (Vt )t�0 the filtration generated byV , and, forε = 2−n with n � n0,
define

Xε
t =

{
Vt if t � ε,

Vε + Xt−ε if t � ε; Y ε
t =

{
Vt if t � ε,

Vε + Yt−ε if t � ε; Gε
t =

{
Vt if t < ε,

Vε ∨ Ft−ε if t � ε.

Both Xε andY ε areGε-Brownian motions; whenn → ∞ (andε = 2−n → 0), (Xε,Y ε) tends to(X,Y ) pathwise,
hence also in law. CallZε (resp.Z) the 2d-dimensional process(Xε,Y ε) (resp.(X,Y )).

For fixedε, we shall now construct two Brownian motionsξε andηε, generating the same filtration, and su
that, puttingζ ε = (ξε, ηε), one has

L
[
ζ ε
ε , ζ ε

2ε, . . . , ζ
ε
kε, . . .

] = L
[
Zε

ε,Z
ε
2ε, . . . ,Z

ε
kε, . . .

]
.

The existence of suchζ ε will suffice to prove the proposition. Indeed, lett1, . . . , tp be some dyadic instants. Forε

(= 2−n) small enough, eachti is a multiple ofε, hence, whenn → ∞,

L
[
ζ ε
t1
, . . . , ζ ε

tp

] = L
[
Zε

t1
, . . . ,Zε

tp

] → L[Zt1, . . . ,Ztp ],
that is, the finite-dimensional dyadic marginal laws of the processζ ε converge to those ofZ. By a well-known
criterion for weak convergence (see for instance Billingsley [2]), this impliesL[ζ ε] → L[Z] provided the sequenc
of lawsL[ζ ε] is tight; but tightness is here a direct consequence of both componentsξε andηε of ζ ε having the
same lawλd independent ofε. SoL[ζ ε] → L[Z], establishing the proposition.

It only remains to construct, for fixedε, two mutually adapted Brownian motionsξε and ηε such that the
sequences(ζ ε

kε)k>0 and(Zε
kε)k>0 have the same law.

Let ξε be some BMd (on any probability space) andE the filtration generated byξε. We shall constructηε

stepwise, successively on each interval]kε, (k + 1)ε].
First, on the time-interval[0, ε], setηε = ξε. Since, on[0, ε], Xε = Y ε (= V ), one hasL[ζ ε

ε ] = L[Zε
ε ] (both

are normal, centred, with covarianceε
(

I I
I I

)
). On [0, ε[, ξε andηε generate the same filtration. Fix an independ

sequence(γk)k�0 of Eε-measurable random variables with diffuse laws, starting withγ0 = ξε
ε . (Take for instance

γk = ∫ ε

0 φk(t)dξε
t , whereφk are orthogonal in L2([0, ε]) andφ0 = 1.)

Now suppose that, for somek � 1, the Brownian motionηε has been defined on the interval[0, kε], satisfying
the following three properties:

(a) the random vector(ζ ε
ε , . . . , ζ ε

kε) has the same law as(Zε
ε , . . . ,Z

ε
kε);

(b) on the time interval[0, kε[, ηε generates the same filtrationE asξε;
(c) the process(ζ ε

t , t ∈ [ε, kε]) is independent of the sequence(γk, γk+1, . . .).

We shall further extendηε to ]kε, (k + 1)ε] so that these three properties hold withk + 1 instead ofk. As they
already hold fork = 1, by induction onk this will define the processηε for all t , in such a way that, by (a), th
sequences(ζ ε

kε)k>0 and (Zε
kε)k>0 have the same law, and, by (b),ηε generatesE . The proposition will thus be

proved.
Recall the existence of a COV(d)-valued r.v.hk such that d〈Y, tX〉 = hk dt on ](k −1)ε, kε]. By right-continuity

of the filtrationF , hk is F(k−1)ε-measurable. Thus the conditional lawL[Zkε | F(k−1)ε] is the normal distribution

with meanZ(k−1)ε and covarianceε
( I hk

t hk I

)
. EnlargingF(k−1)ε with theσ -field Vε (which is independent ofF∞)

does not modify this conditional law; so

L
[
Zε

(k+1)ε − Zε
kε | Gε

kε

] = L[Zkε − Z(k−1)ε | F(k−1)ε] = N

(
0, ε

(
I hk

t

))
.

hk I
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Call ρz1,...,zk
(dh) a regular version of the conditional lawP[hk ∈ dh | Zε

ε = z1, . . . ,Z
ε
kε = zk]. Conditioning both

sides of the above equality w.r.t. the sub-σ -field σ(Zε
ε , . . . ,Z

ε
kε) of Gε

kε yields

L[Zε
(k+1)ε | Zε

ε, . . . ,Z
ε
kε] =

∫
h∈COV(d)

N

(
Zε

kε, ε

(
I h
th I

))
ρZε

ε ,...,Zε
kε

(dh). (∗)

By hypothesis (c),γk is independent of(ζ ε
ε , . . . , ζ ε

kε); so Lemma 7 gives the existence of a COV(d)-valued r.v.
h′

k of the form

h′
k = fk

(
γk, ζ

ε
ε , . . . , ζ ε

kε

)
and such thatL[h′

k, ζ
ε
ε , . . . , ζ ε

kε] = L[hk,Z
ε
ε , . . . ,Z

ε
kε]; consequently

L[h′
k | ζ ε

ε = z1, . . . , ζ
ε
kε = zk] = L[hk | Zε

ε = z1, . . . ,Z
ε
kε = zk] = ρz1,...,zk

. (∗∗)

By Proposition 1, there exist random variableso1 = r1(h
′
k), . . . , od ′ = rd ′(h′

k) in O(d) andβ1 = α1(h
′
k), . . . , βd ′ =

αd ′(h′
k) in [0,1] such thatβ1+· · ·+βd ′ = 1 andβ1o1+· · ·+βd ′od ′ = h′

k ; by definition ofh′
k and by hypothesis (b)

all these r.v. areEkε-measurable. This entails that, fori ∈ {0,1, . . . , d ′}, Ti = kε + (β1 +· · ·+βi)ε is anE -stopping
time; observe thatT0 = kε andTd ′ = (k + 1)ε. Define now the Brownian motionηε on the interval]kε, (k + 1)ε]
by

1]kε,(k+1)ε](t)dηε
t =

d ′∑
i=1

1]]Ti−1,Ti ]](t)oi dξε
t .

This formula inverts itself as

1]kε,(k+1)ε](t)dξε
t =

d ′∑
i=1

1]]Ti−1,Ti ]](t)o
−1
i dηε

t ,

showing that the mutual adaptedness ofξε andηε extends to the interval[0, (k+1)ε[; so (b) holds fork + 1.
From the definition ofηε on ]kε, (k+1)ε], the conditional lawL[ζ ε

(k+1)ε − ζ ε
kε | Ekε] is the centred norma

distribution with covariance

d ′∑
i=1

(Ti − Ti−1)

(
I oi

t oi I

)
= ε

d ′∑
i=1

βi

(
I oi

t oi I

)
= ε

(
I h′

k
th′

k I

)
.

Using(∗∗) and further conditioning w.r.t.(ζ ε
ε , . . . , ζ ε

kε) gives

L
[
ζ ε
(k+1)ε | ζ ε

ε , . . . , ζ ε
kε

] =
∫

h∈COV(d)

N

(
ζ ε
kε, ε

(
I h
th I

))
ρζε

ε ,...,ζ ε
kε

(dh).

Comparing with(∗) and recalling that, by induction hypothesis,L[ζ ε
ε , . . . , ζ ε

kε] = L[Zε
ε, . . . ,Z

ε
kε], one obtains

L[ζ ε
ε , . . . , ζ ε

kε, ζ
ε
(k+1)ε] = L[Zε

ε , . . . ,Z
ε
kε,Z

ε
(k+1)ε], showing that (a) holds fork + 1.

Last, there remains to show that (c) holds fork + 1. If Q is any process, denote bydQs,t the process
(Qu − Qs, u ∈ [s, t]), and by Q[s,t] the process(Qu, u ∈ [s, t]). By induction hypothesis, we know th
the sequence(ζ ε[ε,kε], γk, γk+1, . . .) is independent. As this sequence isEkε-measurable, it is also independe
of dξε

kε,(k+1)ε; hence the sequence(dξε
kε,(k+1)ε, ζ

ε[ε,kε], γk, γk+1, . . .) is independent too. So theσ -field C =
σ(dξε

kε,(k+1)ε, ζ
ε[ε,kε], γk) is independent of(γk+1, γk+2, . . .). Now,h′

k is C-measurable by definition, sodηε
kε,(k+1)ε

and consequently alsodζ ε
kε,(k+1)ε are C-measurable, and by concatenation withζ ε[ε,kε], finally ζ ε

[ε,(k+1)ε] is
C-measurable and therefore independent of(γk+1, γk+2, . . .). �
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Restatement of Theorem 1

Theorem 1 asserts the equivalence of two conditions. To prove it, it will be convenient to introduce tw
equivalent conditions, thus splitting up the argument into shorter chunks and making the ideas stand o
clearly. That is why we state it again, with four equivalent conditions instead of two; the first half of the sta
is copied verbatim from Theorem 1.

Theorem 1′. Fix d ∈ N
∗ ∪{∞} and a filtered probability space(Ω,A,P,F ); suppose thatF is d-Brownian after

zero. The following four statements are equivalent:

(i) F is d-Brownian.
(ii) (Self-coupling condition.)For eachR ∈ L1(F∞) and eachδ > 0, there exists a probability space( �Ω, Ā,�P)

endowed with two filtrationsF ′ andF ′′ verifying the following four conditions:
(a) F ′ andF ′′ are isomorphic toF ; in particular, there are two r.v.R′ ∈ L1(F ′∞) andR′′ ∈ L1(F ′′∞) corre-

sponding toR by these isomorphisms;
(b) F ′ andF ′′ are jointly immersed;
(c) for somes > 0, F ′

s andF ′′
s are�P-independent;

(d) ‖R′ − R′′‖L1( �Ω) < δ.

(iii) (Approximation by a Brownian filtration.)For eachR ∈ L1(F∞) and eachδ > 0, there exists a probability
space( �Ω, Ā,�P) with two filtrationsF ′ andB such that
(a) F ′ is isomorphic toF ; in particular, there is a r.v.R′ ∈ L1(F ′∞) corresponding toR by this isomorphism;
(b) B is d-Brownian;
(c) F ′ andB are jointly immersed;
(d) there existsR′′ ∈ L1(B) such that‖R′ − R′′‖L1( �Ω) < δ.

(iv) (Vershik’s first-level criterion.)For eachR ∈ L1(F∞) and eachδ > 0, there exists anF -BMd B such that
(a) ∀s > 0 ∀t � s Ft = Fs ∨ σ(Bu − Bs, u ∈ [s, t]);
(b) there existsR′ ∈ L1(σ (B)) such that‖R − R′‖L1(Ω) < δ.

Remarks (extension to(iii) and(iv) of the remarks following Theorem1). (1) LetD be a dense subset of L1(F∞).
In Remark 1 following Theorem 1, we saw that “∀R ∈ L1(F∞)” in (ii) can be replaced with “∀R ∈ D”. It is also
true in (iii) and (iv), by the same argument.

(2) As in condition (ii), and for the same reason, the space L1 and its norm can equivalently be replaced in (iii)
(iv) by Lp for anyp ∈ [1,∞[, or by L0, with the distanceE[1∧ |X −Y |]. In the case whenp = 2, one can takeR′′
in (iii-d) or R′ in (iv-b) to be the best L2-approximation, that is,R′′ = �E[R′ | B∞] in (iii-d) or R′ = �E[R | σ(B)]
in (iv-b).

(3) S. Laurent’s observation that (ii) needs to be verified for oneR only, provided thisR generatesF∞, also
extends to (iii) and (iv).

Proof of (i) ⇒ (ii) in Theorems 1 and 1′

SupposeF to be generated by some BMd B, and fixR ∈ L1(F∞) andδ > 0. Theσ -fieldsAn = σ(Bt − B1/n,

t ∈ [1/n,∞[) form an increasing sequence with limit
∨

n An = F∞; hence, for a suitable integerm, the r.v.
S = E[R | Am] verifies‖S − R‖L1(Ω) < δ.

Let B ′ andC be two independent BMd on some filtered probability space( �Ω, Ā,�P, �F ); the processB ′′ defined
by B ′′

0 = 0 and

dB ′′
t = 1[0,1/m](t)dCt + 1]1/m,∞[(t)dB ′

t

is also an�F -BMd . Call F ′ andF ′′ the filtrations on�Ω respectively generated byB ′ andB ′′.
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(b) SinceB ′ andB ′′ are �F -Brownian motions,F ′ andF ′′ are immersed in�F .
(a)F ′ andF ′′ are isomorphic toF , by the isomorphismsΨ ′ andΨ ′′ such thatB ′ = Ψ ′(B), B ′′ = Ψ ′′(B). Put

R′ = Ψ ′(R), R′′ = Ψ ′′(R), S′ = Ψ ′(S) andS′′ = Ψ ′′(S).
(c) F ′

1/m = σ(B ′
t , t ∈ [0,1/m]) andF ′′

1/m = σ(Ct , t ∈ [0,1/m]) are independent, becauseB ′ andC are.
(d) As S is Am-measurable, one hasS = h(Bt−B1/m, t ∈ [1/m,∞[) a.s. for some Borelh. By isomorphisms

S′ = h(B ′
t−B ′

1/m, t ∈ [1/m,∞[) a.s. andS′′ = h(B ′′
t −B ′′

1/m, t ∈ [1/m,∞[) a.s. By definition ofB ′′, this implies
S′ = S′′. Now, from‖R − S‖L1(Ω) < δ, one gets by isomorphisms‖R′ − S′‖L1( �Ω) < δ and‖R′′ − S′′‖L1( �Ω) < δ;
consequently‖R′ − R′′‖L1( �Ω) < 2δ.

Proof of (ii) ⇒ (iii) in Theorem 1′

We shall give the proof in the (slightly more complicated) case thatd = ∞, and briefly indicate between bracke
the simplifications to be made whend is finite.

Fix R ∈ L1(F∞) andδ > 0; fix alsoF ′, F ′′ ands verifying conditions (ii-a) to (ii-d). CallF s the filtrationF
shifted bys. As F is d-Brownian after zero, there exists anF s -BMd Xs such thatF s is generated byFs andXs .
Call An theσ -field generated byFs and by the firstn components ofXs ; theseAn form an increasing sequenc
with limit

∨
n An = Fs∨σ(Xs) = F∞. By martingale convergence, there exists an integere < d = ∞ and a r.v.

S ∈ L1(Ae) such that‖S − R‖L1(Ω) < δ. Call X the BMe consisting of the firste components ofXs , so thatS is
measurable forFs∨σ(X). [In the case whend < ∞, theAn and the replacement ofd by e, R by S, Xs by X, are
not needed.] CallingS′ andS′′ the copies ofS in F ′ andF ′′, one has‖S′ −R′‖L1( �Ω) < δ and‖S′′ −R′′‖L1( �Ω) < δ

by isomorphisms; from‖R′ − R′′‖L1( �Ω) < δ, one gets‖S′ − S′′‖L1( �Ω) < 3δ.
Let F denote a r.v. generating theσ -field Fs , andφ the law of F . There exists a measurablef such that

S = f (F,X); transferringF and X from F to F ′ and F ′′ yields F ′, X′, F ′′, X′′ such that�E[|f (F ′,X′) −
f (F ′′,X′′)|] < 3δ.

By (ii-b), F ′ andF ′′ are jointly immersed; so are also(F ′
s+t )t�0 and(F ′′

s+t )t�0; henceX′ andX′′ are �H -BMe,

for some filtration �H on �Ω such thatF ′
s ∨F ′′

s ⊂ �H0. By Lemma 6, the conditional joint lawL[X′,X′′ | F ′
s ∨F ′′

s ]
belongs to JIBe. So, using the independence ofF ′

s andF ′′
s , given by (ii-c), the joint law ofF ′, F ′′, X′, X′′ can be

written

�P[F ′ ∈ dz′, F ′′ ∈ dz′′, X′ ∈ dx′, X′′ ∈ dx′′] = φ(dz′)φ(dz′′)µz′,z′′(dx′,dx′′)

with µz′,z′′ ∈ JIBe for φ-almost allz′ andz′′. The estimate ofS′ − S′′ becomes∫ ∣∣f (z′, x′) − f (z′′, x′′)
∣∣φ(dz′)φ(dz′′)µz′,z′′(dx′,dx′′) < 3δ.

Consequently, the set of allz′′ such that{
µz′,z′′ ∈ JIBe for φ-almost allz′∫ |f (z′, x′) − f (z′′, x′′)|φ(dz′)µz′,z′′(dx′,dx′′) < 3δ

is notφ-negligible and a fortiori non empty. Fix such az′′ and putg(y) = f (z′′, y) andνz = µz,z′′ ; one hasνz ∈ JIBe

for almost allz and∫ ∣∣f (z, x) − g(y)
∣∣φ(dz)νz(dx, dy) < 3δ.

On a suitable(Ω̂, Â, P̂), defineF̂ , X̂, Ŷ , Û , V̂ with joint law φ(dz)νz(dx,dy)λ∞(du)λd(dv). [Whend is finite,
the BM∞ Û is not needed.] Since the first marginal ofνz is the Wiener measureλe, X̂ is a BMe independen
of F̂ , and the infinite-dimensional procesŝXs = (X̂, Û ) is a BM∞ independent of̂F . [Whend is finite, there is
no Û , andX̂s = X̂ is a BMd .] The pair(F̂ , X̂s) has the same law as(F,Xs); this gives an isomorphism betwee
(Ω,F ,P) and(Ω̂, σ (F̂ , X̂s), P̂); call F̂ the filtration onΩ̂ corresponding toF by this isomorphism. Similarly
∞
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using the second marginal ofνz, Ŷ is a BMe, and the infinite-dimensional procesŝY s = (Ŷ , Û ) is a BM∞. [When
d is finite, Ŷ s = Ŷ is a BMd .] So the process

B̂t =
{

V̂t if t � s,

V̂s + Ŷ s
t−s if t � s

is also a BM∞ [a BMd if d is finite]. CallB̂ the filtration it generates. To establish (iii), it suffices to check thaF̂
andB̂ satisfy conditions (iii-a) to (iii-d); (a) and (b) follow from the definitions of̂F andB̂.

(d) Since the law of(F̂ , X̂, Ŷ ) is φ(dz)νz(dx, dy), one haŝE[|f (F̂ , X̂)−g(Ŷ )|] < 3δ. Now,f (F̂ , X̂) is nothing
but Ŝ, corresponding inF̂ to S in F . Hence,‖Ŝ − g(Ŷ )‖L1(Ω̂) < 3δ, and, since‖Ŝ − R̂‖L1(Ω̂) < δ, one has
‖R̂ − g(Ŷ )‖L1(Ω̂) < 4δ. As Ŷ is B̂∞-measurable, this gives (d) with 4δ instead ofδ [with δ if d is finite].

It remains to show (c). Sinceνz ∈ JIBe for almost allz, Lemma 6 says that̂X andŶ are BMe for the filtration
generated bŷX, Ŷ , and the constant procesŝF . Performing the independent enlargement byÛ , one obtains that̂Xs

andŶ s are BM∞ for the filtrationĜs generated bŷXs , Ŷ s andF̂ . Consequently, the filtration(F̂s+t )t�0 generated
by X̂s andF̂ is immersed in̂Gs , andŶ s is aĜs -BMd . DefineĜ by

Ĝt =
{

F̂t if t < s,

Ĝs
t−s if t � s.

F̂ is immersed in̂G: this is trivial on[0, s[, and holds on[s,∞[ because(F̂s+t )t�0 is immersed in̂Gs . Similarly,
Ŷ s

(t−s)+ is a(Ĝt )-martingale (null on[0, s], Brownian afters). The independent enlargement ofĜ with the process

V̂ gives a filtrationĤ such thatF̂ is immersed inĤ , andŶ s
(t−s)+ is anĤ -martingale. SincêV is anĤ -BMd , B̂

is anĤ -BMd too, and this means that̂B is immersed inĤ . SoF̂ andB̂ are jointly immersed.

Proof of (iii) ⇒ (iv) in Theorem 1′

Fix R ∈ L1(F∞) andδ > 0. Assumption (iii) provides us withF ′ andB; by isomorphism, instead of provin
property (iv) for the r.v.R in the filtrationF , it suffices to prove it forR′ in F ′. So, without loss of generality, w
shall suppose that the isomorphism in (iii-a) is identity,F ′ = F andR′ = R. Hypothesis (iii) provides us with
filtration H such thatF is immersed inH , and anH -BMd Y such thatR is δ-close in L1 to a functional ofY .

Approximatingσ(Y ) with σ(Y 1
t − Y 1

r , . . . , Y e′
t −Y e′

r , t ∈ [r,∞[) for a suitablee′ < ∞ [equal tod if d is finite]
and a suitabler > 0, we obtain that∥∥R − g

(
Ŷ 1, . . . , Ŷ e′)∥∥

L1 < δ

whereŶt = Yr+t − Yr . Call F a r.v. generatingFr , andφ the law ofF . SinceF is d-Brownian after zero, ther
exists anF r -BMd X generating the increments ofF afterr ; by the same argument as above, one has also∥∥R − f

(
F,X1, . . . ,Xe

)∥∥
L1 < δ

for a suitable finitee � e′ [equal toe′ andd if d is finite]. Adding if necessary some unused arguments to
functionalg, we henceforth supposee′ = e; so both processes�X = (X1, . . . ,Xe) and�Y = (Ŷ 1, . . . , Ŷ e) are BMe

for the filtration(Hr+t )t�0.
Now, f (F, �X) can be L1-approximated byf c(F, �X) with f c bounded and continuous onR × We; similarly,

g(�Y ) is approximated bygc(�Y ) with gc bounded and continuous onWe. So we have‖R − f c(F, �X)‖ < δ and
‖R − gc(�Y )‖ < δ, whence

E
[∣∣f c(F, �X) − gc(�Y )

∣∣] < 2δ.

The functionh (x, y) = |f c(z, x) − gc(y)| is bounded and continuous in(z, x, y).
z
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As F generatesFr which is included inHr , and as�X and �Y are (Hr+t )t�0-BMe, Lemma 6 says that th
conditional joint law

µz = L[�X, �Y | F = z]
belongs to JIBe for φ-almost allz.

The set MABe, with the topology inherited from JIBe, is separable (because JIBe is separable and metrizable
Let (mk)k∈N be a dense sequence in MABe; by Proposition 2, this sequence is also dense in JIBe. Consequently,

n(z) = inf
{
k:

∣∣mk(hz) − µz(hz)
∣∣ < δ

}
is finite forφ-almost allz. Since the map

z �→ µz(hz) = E
[∣∣f c(z, �X) − gc(�Y )

∣∣ | F = z
]

is measurable andz �→ mk(hz) is continuous,z �→ n(z) is measurable too. Integratingz out of the inequality
mn(z)(hz) < µz(hz) + δ, one gets∫

hz(x, y)φ(dz)mn(z)(dx,dy) <

∫
hz(x, y)φ(dz)µz(dx,dy) + δ = E

[
hF (�X, �Y )

] + δ < 3δ.

Eachmk is the joint law of two BMe ξ andη that generate the same filtration; to eachmk is associated a trans
formationTk :We → We which is invertible, bi-measurable,λe-preserving,4 filtration-preserving, and such th
η = Tkξ a.s. and one hasmk(dx,dy) = λe(dx)εTkx(y), whereεx denotes the unit mass atx. Putting�U = Tn(F)

�X,
the 3δ-estimate becomes

3δ >

∫
hz(x, y)φ(dz)mn(z)(dx,dy) =

∫
hz(x,Tn(z)x)φ(dz)λe(dx)

= E
[
hF (�X,Tn(F)

�X)
] = E

[∣∣f c(F, �X) − gc(�U)
∣∣].

The eventsAk = {n(F ) = k} form a countable,Fr -measurable partition ofΩ . As Tk is invertible and filtration-
preserving, the filtrations

�Xt = Fr ∨ σ
(�Xs, s ∈ [0, t]) and �Ut = Fr ∨ σ

(�Us, s ∈ [0, t])
agree on eachAk ; as Ak belongs to both�X0 and �U0, the filtrations �X and �U are equal. OnAk , �U is equal
to Tk

�X, which is an�X-BMe; so �U is an �X-BMe. The independent enlargement with the components ofX which
do not appear in�X shows that the processU = (�U1, . . . , �Ue,Xe+1,Xe+2, . . .) [take U = �U if d is finite] is an
(Fr+t )t�0-BMd such that the filtrations

Xt = Fr ∨ σ
(
Xs, s ∈ [0, t]) and Ut = Fr ∨ σ

(
Us, s ∈ [0, t])

are equal; asXt = Fr+t , one also hasUt = Fr+t .
Recall thatFt = Fs ∨ σ(Xu − Xs, u ∈ [s, t]) for all 0< s � t . As Ut = Fr+t , the process

Bt =
{

Xt if t � r,

Xr + Ut−r if t � r

is also anF -BMd with the same generating property; in other words, it satisfies (iv-a).
From ‖R − f c(F, �X)‖ < δ and‖f c(F, �X) − gc(�U)‖ < 3δ, one derives‖R − gc(�U)‖ < 4δ. As �U is σ(B)-

measurable,R′ = gc(�U) verifies (iv-b) (with 4δ instead ofδ).

4 Recall thatλe denotes thee-dimensional Wiener measure.
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Proof of (iv) ⇒ (i) in Theorem 1′

Fix a r.v. R ∈ L1(F∞) such thatR generates theσ -field F∞. By induction, we shall construct a sequence
numberssn > 0 and a sequence of processesXn such that

(1) sn � sn−1/2;
(2) Xn = 0 on[0, sn];
(3) (Xn

sn+t )t�0 is a BMd for the filtration(Fsn+t )t�0;
(4) dXn = dXn−1 on ]sn−1,∞[;
(5) Fsn ∨ σ(Xn) = F∞;
(6) for someUn ∈ L1(σ (Xn)), ‖R − Un‖L1 < 1/n.

Assuming this has been done, theF -BMd Y defined by

dY =
∑
n>0

1]sn,sn−1](t)dXn
t + 1]s0,∞[(t)dX0

t

verifiesXn = ∫
1]sn,∞[ dY and in particularσ(Xn) ⊂ σ(Y ); consequently eachUn is σ(Y )-measurable, and s

is R = L1-lim Un too. The filtrationY generated byY is immersed inF (becauseY is anF -BM) and verifies
Y∞ = F∞ (becauseR generatesF∞ and isY∞-measurable). So, ifA ∈ F∞, the martingaleP[A | Yt ] is the
F -martingale with terminal value1A; in particular, forA ∈ Ft , P[A | Yt ] = P[A | Ft ] = 1A, showingYt = Ft ; and
F is generated byY , proving (i).

It remains to perform the induction. CallB the set of allF -BMd B such that, for all 0< s � t , Ft = Fs ∨
σ(Bu − Bs, u ∈ [s, t]). By (iv) we know that the set{σ(B), B ∈ B} is substantial inF∞. For B ∈ B, put B[s

t =
Bt −Bt∧s = ∫ t

0 1{u>s} dBu. Start the induction by choosing somes0 > 0 and someZ ∈ B, and by settingX0 = Z[s0;
s0 andX0 verify properties (2), (3) and (5) withn = 0.

Now, for some fixedn � 0, supposesn andXn have been constructed, verifying (2), (3) and (5); we shall s
the existence ofsn+1 andXn+1 verifying the six properties (1)–(6).

Define a setGn by G ∈ Gn iff G is the natural filtration of someB[s , with B ∈ B ands ∈ ]0, sn/2]. For fixed
B ∈ B, whens ↓ 0, the increasing limit ofσ(B[s) is σ(B); hence, the set{

G∞, G ∈ Gn
} = {

σ(B[s), B ∈ B, s ∈ ]0, sn/2]}
is substantial inF∞. As everyB ∈ B is anF -BMd , eachG ∈ Gn is immersed inF . SinceFsn ∨ σ(Xn) = F∞ by
induction hypothesis,{Gsn ∨ σ(Xn), G ∈ Gn} is substantial inF∞ by Lemma 4. Consequently, there existC ∈ B
andsn+1 ∈ ]0, sn/2] such that‖R − Un+1‖ < 1/(n + 1) for someUn+1 ∈ L1(σ (C

[sn+1·∧sn ,Xn)). DefineXn+1 by

dXn+1
t = 1]sn+1,sn](t)dCt + 1]sn,∞](t)dXn

t .

Properties (1)–(4) hold forsn+1 andXn+1 by the very choice of these objects; (6) holds becauseσ(C
[sn+1·∧sn ,Xn) =

σ(Xn+1); last, (5) holds since, asC ∈ B, one has

Fsn+1 ∨ σ(Xn+1) = Fsn ∨ σ(C
[sn+1·∧sn ) ∨ σ(Xn) = Fsn ∨ σ(Xn) = F∞.
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