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Abstract

This paper is concerned with the numerical approximation of the expected valueE(g(Xt )), whereg is a suitable test function
andX is the solution of a stochastic differential equation driven by a Lévy processY . More precisely we consider an Eul
scheme or an “approximate” Euler scheme with stepsize 1/n, giving rise to a simulable variableXn

t , and we study the erro
δn(g) = E(g(Xn

t )) − E(g(Xt )).
For a genuine Euler scheme we typically get thatδn(g) is of order 1/n, and we even have an expansion of this error in s

cessive powers of 1/n, and the assumptions are some integrability condition on the driving process and appropriate smo
of the coefficient of the equation and of the test functiong.

For an approximate Euler scheme, that is we replace the non-simulable increments ofX by a simulable variable close enoug
to the desired increment, the order of magnitude ofδn(g) is the supremum of 1/N and a kind of “distance” between th
increments ofY and the actually simulated variable. In this situation, a second order expansion is also available.
 2005 Elsevier SAS. All rights reserved.

Résumé

Cet article est consacré à l’approximation numérique de l’espéranceE(g(Xt )), où g est une fonction test convenable etX

est la solution d’une équation différentielle stochastique dirigée par un processus de LévyY . Plus précisément, on considère

* Corresponding author.
E-mail address:jj@ccr.jussieu.fr (J. Jacod).

1 Supported in part by the U. S. Army Research Laboratory and the U. S. Army Research Office under contract number DAAD19-0
and by NSF grant DMS 02-05034.

2 Supported in part by NSF grant DMS-0202958 and NSA grant MDA-904-00-1-0035.
0246-0203/$ – see front matter 2005 Elsevier SAS. All rights reserved.
doi:10.1016/j.anihpb.2004.01.007



524 J. Jacod et al. / Ann. I. H. Poincaré – PR 41 (2005) 523–558

r

tte

les

lement

ry to
etimes
rential
proach,

om

s for

hain in
e take
g
ias will
schéma d’Euler ou un schéma d’Euler « approximatif » de pas 1/n, produisant une variableXn
t simulable, et on étudie l’erreu

δn(g) = E(g(Xn
t )) − E(g(Xt )).

Pour le schéma d’Euler classique on obtient typiquement queδn(g) est d’ordre 1/n, et on exhibe un développement de ce
erreur en puissances successives de 1/n ; les hypothèses sont d’une part une régularité suffisante de la fonction testg et des
coefficients de l’équation différentielle, d’autre part l’existence de momemnts appropriés pour le processus directeur.

Pour le schéma d’Euler approximatif, on remplace les accroissements deY , en général non simulables, par des variab
simulables assez proches de ces accroissements. L’ordre de grandeur deδn(g) devient ainsi le maximum de 1/N et d’une sorte
de « distance » entre les accroissements deY et les variables effectivement simulées. Dans ce cadre, nous donnons éga
un développement à l’ordre 2.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction

1) Approximating Markov process expectations.In applications of Markov processes, it is frequently necessa
computeE(g(Xt )), whereX is the process modelling the system of interest. While this expectation can som
be obtained by direct numerical computation, for example, by applying numerical schemes for partial diffe
equations, Monte Carlo methods may provide the only effective approach. In the simplest Monte Carlo ap
the desired expectation is approximated as

E
(
g(Xt )
)≈ 1

N

N∑
i=1

g(X̂i
t ),

where thêXi
t are simulated, independent copies ofXt . In practice, it may not be possible to simulate draws fr

the distribution ofXt exactly, so the Monte Carlo approximation may introduce a bias

�g = Eg(X̂t ) − Eg(Xt ),

whereX̂ is a simulatable approximation ofX. We are interested in developing methods for estimating this bia
a large class of Markov processes and corresponding approximations.

The simulated process used in the Monte Carlo approximation will typically be a discrete time Markov c
which the discrete time-step is identified with a small interval on the real-time axis. To simplify notation, w
the length of this interval to be 1/n for some integern and assume thatt = 1. We will denote the approximatin
process byXn to emphasize the dependence on the time-step in the simulation. We also note that the b
depend on the initial statex, particularly ifg is unbounded, so we want to estimate the bias

�ng(x) = Eg(Xn
1) − Eg(X1) (1.1)

as a function ofx andn.
Let (Pt )t�0 denote the transition semigroup for the processX, and also(P n

t )t�0 be defined as

P n
t = P n[nt]/n, where, forj an integer, P n

j/nh(x) = E
[
h(Xn

j/n)|Xn
0 = x
]

([nt] is the integer part of the numbernt). Then we can write the bias as
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�ng(x) = P n
1 g(x) − P1g(x) =

n∑
j=1

P n
1−j/n(P

n
1/n − P1/n)P(j−1)/ng(x)

=
1∫

0

P n
1−ηn(s)−1/nE

nPηn(s)g(x)ds, (1.2)

whereηn(s) = [ns]/n and

Enh(x) = n(Qn
1/n − P1/n)h(x).

If Xn is a good approximation ofX, then the operatorP n
t is “close” to the operatorPt . Hence the identity (1.2

suggests that the rate of convergence of�ng(x) to 0 is governed by the rate at which the error operatorEn goes
to 0. More precisely, one might expect to obtain estimates of the form∣∣Enh(x)

∣∣� εnρ(x)‖h‖E,

for some sequenceεn → 0 and functionρ � 0 and forh in some collection of functionsDE with ‖ · ‖E a norm
on DE . If further Pt mapsDE into itself (a requirement which, for diffusion processes, is sometimes implie
regularity results for partial differential equations but, as we shall show, can also be obtained by direct prob
calculations), then we may expect a bound of the form

∣∣�ng(x)
∣∣� εn

1∫
0

P n
1−ηn(s)ρ(x)‖Pηn(s)g‖E ds.

This analysis suggests the possibility of an exact asymptotic limit of the form

Γ (1)g(x) ≡ lim
n→∞ ε−1

n �ng(x) =
1∫

0

P1−sEPsg(x)ds,

where

Eh(x) = lim
n→∞ ε−1

n Enh(x),

for h ∈ DE . One can also consider the rate of convergence in this limit or attempt to derive higher order expa

2) Euler approximations for solutions of stochastic differential equations.We develop the desired estimates
solutions of a stochastic differential equation

Xt = x +
t∫

0

f (Xs−)dYs (1.3)

driven by a Lévy processY . The processX is d-dimensional, whileY is d ′-dimensional, sof takes its values in
R

d ⊗ R
d ′

, and we systematically use (column) vector and matrix notation. The initial value is some givenx ∈ R
d .

The precise assumptions are stated later.
The processXn will be given by an Euler approximation with stepsize 1/n defined recursively at timesi/n by

Xn
0 = x, Xn

(i+1)/n = Xn
i/n + f (Xn

i/n)(Y(i+1)/n − Yi/n), (1.4)

or since the true incrementY(i+1)/n − Y1/n may be difficult to simulate, in practice, we may substitute the i
random variablesζ n

i which are close enough to the true increments, and are exactly simulatable. That is, ins
thegenuine Euler schemegiven by (1.4), we consider theapproximate Euler scheme, still denoted byXn, given by

Xn = x, Xn = Xn + f (Xn )ζ n . (1.5)
0 (i+1)/n i/n i/n i+1
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In this approximation, we have two sources of error, the discretization error and the error due to the approx
of the increment. The latter error does not have a natural generic characterization, so we will simply assu
we have estimates for

δn(h) = E
(
h(ζ n

1 )
)− E
(
h(Y1/n)

)
(1.6)

of the form∣∣δn(h)
∣∣= ∣∣E(h(ζ n

1 )
)− E
(
h(Y1/n)

)∣∣� Kun

n
‖h‖E,

for h in a sufficiently large spaceDE with an appropriate norm and a sequenceun going to 0. For higher orde
results, we need an expansion ofδn(h) around 0.

The spaceDE will be of the formCk
α(Rd) for some integerk � 0 and some functionα � 1, whereCk

α(Rd) is
the space ofk-times continuously differentiable functions onR

d with norm

‖h‖α,k = inf
{
a > 0:

∣∣∇ ih(x)
∣∣� aα(x) for i = 0, . . . , k

}
.

For allp � 0 we introduce the function

αp(x) =
{

1+ |x|p if p > 0,

1 if p = 0,
(1.7)

and we writeCk
p(Rd) and‖h‖p,k instead ofCk

αp
(Rd) and‖h‖αp,k .

3) The basic problems.We are interested in results of the following types:

(A) An estimate of the bias: for example, iff is in C4
0(Rd) andYt has finite moments up to order 8 and

h ∈ C4
0(Rd ′

) �⇒ ∣∣δn(h)
∣∣� Kun

n
‖h‖0,4 (1.8)

for some constantK and some sequence(un) of positive numbers, then we have

g ∈ C4
0(Rd) �⇒ ∣∣�n(g)

∣∣� K ′
(

un ∨ 1

n

)
‖g‖0,4 (1.9)

for another constantK ′. More general results are provided in Theorem 2.1 below.
(B) A first order expansion: assume for example thatf is in C10

0 (Rd), thatYt has finite moments up to order 2
that (1.8) withun = 1

n
holds, and that

h ∈ C6
0(Rd ′

) �⇒
∣∣∣∣δn(h) − 1

n2
β(h)

∣∣∣∣� Ku′
n

n
‖h‖0,6 (1.10)

for some constantK , some linear mapβ on C6
0(Rd ′

) and some sequence(u′
n) with nu′

n → 0. Then there is a
linear mapγx onC6

0(Rd) (wherex is the starting point), such that

g ∈ C6
0(Rd) �⇒

∣∣∣∣�n(g) − 1

n
γx(g)

∣∣∣∣� K ′
(

u′
n ∨ 1

n2

)
‖g‖0,6 (1.11)

for another constantK ′. Here again, see Theorem 2.2 below for more general results.
(C) Higher order expansions, that is, the existence of operatorsΓ (k) for k = 1, . . . ,m, such that∣∣∣∣�ng(x) −

m∑
k=1

1

nk
Γ (k)g(x)

∣∣∣∣� Cm(g, x)

nm+1
. (1.12)
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Remark 1.1. For the genuine Euler schemeζ n
1 = Y1/n, (1.9) and (1.10) withun = u′

n = 0 are obviously satisfied
hence we recover the results of Protter and Talay [12]: the assumptions made above are a bit strong
Theorems 2.1 and 2.2 they will be (unsignificantly) weaker.

Remark 1.2. The comparison between the rate 1/n due to the Euler scheme and the rateun due to the approx
imation of Y1/n by ζ n

1 (in law) is instructive: since the time needed for the simulation is proportional ton and
is also usually an increasing function ofun, from a practical point of view it is best (asymptotically) to choo
un = 1/n. This is why we assumeun = 1/n in the problem (B) above, which allows for a Romberg-type met
of simulation.

It is noteworthy to observe that, except for genuine Euler schemes, we have in general (1.10) withn2u′
n → ∞,

unfortunately, as we will see in the examples below.

4) Relationship to other work. The results above, starting with (A), are in deep contrast with “pathwise”
of convergence obtained for example in [9,5,6], or [14], where one looks for sequencesvn increasing to infinity
and such thatvn(X

n − X) is tight (as processes, or at some timet) with non-zero limits. The ratevn depends
on the characteristics of the Lévy processY , ranging fromvn = √

n whenY has a non-vanishing Wiener pa
to vn = (n/ logn)α whenY is a symmetric stable process with indexα, and even to “vn = ∞” (that is Xn ≡ X

for n big enough, depending onω of course) whenY is a compound Poisson process. The mathematical re
for this discrepancy is a lack of uniform integrability which prevents exchanging limits of random variable
expectations. It is interesting to observe that�ng(x) is alwaysof order 1/n, irrespective of the characteristics ofY ,
providedY has some integrability. The reason for that is quite clear whenY is a compound Poisson process, a
we will devote some space to that special case (although from a practical point of view there is a way to s
X “exactly” in that case and one should not use an Euler scheme).

The identity (1.2) has been used by a number of authors to estimate the error in Markov process approx
See for example [11,3], and Section 1.6 of [4].

The first expansions of type (B) or (C) are due to Talay and Tubaro [16] for diffusions, while Bally and Ta
have considerably weakened the smoothness assumptions on the test functiong (using Malliavin calculus, and
under non-degeneracy assumptions on the diffusion coefficient). The discontinuous case has been studi
Protter and Talay [12], and more recently by Kurtz and Protter [10] and Kohatsu-Higa and Yoshida [8]
equation driven by a Poisson random measure instead of a Lévy process.

5) Implications for simulation. The main motivations for these types of results are practical: we want to est
E(g(X1)). We run the Euler schemeN times, giving rise to the simulated numbersX

n,1
1 , . . . ,X

n,N
1 , and we take

the estimateGN,n = 1
N

∑N
i=1 g(X

n,i
1 ). This is where approximate Euler schemes come into the picture, be

usually one does not know how to exactly simulate the increments of our Lévy process. Section 3 below is
devoted to these practical problems, and in particular to the evaluation of the time necessary to perform sim

The expansion (C) is mathematically interesting, but its practical relevance is more dubious: in principle
the foundation for studying higher order Romberg schemes, but these are probably quite unstable, ev
diffusion case.

6) Organization of the paper. In Section 2 we state the main results in full generality, and “practical” exam
are expounded in Section 3. In Section 4 we state and prove a version of the first order expansion when th
processY is a compound Poisson process and for the genuine Euler scheme: this is easy to prove and
a good introduction to the general case. Section 5 is devoted to recalling some more or less known re
Eq. (1.3). In Section 6 we prove various technical lemmas, and the last three sections are devoted to the
the main results.
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2. The main results

1) Some notation. We suppose that the time interval is bounded, and without loss of generality that it is[0,1]. The
starting pointx plays a role in the results, and a crucial role in the proofs. So, instead ofXt we writeXx

t in (1.3).
Similarly, we writeX

n,x
i/n for the solution (1.5) to the approximate Euler scheme. For more coherent notatio

also defineXn,x
t for all t ∈ [0, t], by settingXn,x

t = X
n,x
i/n wheni � nt < i + 1.

We consider also the processes

Yn
t =

[nt]∑
i=1

ζ n
i , (2.1)

where[s] denotes the integer part ofs. For a genuine Euler scheme, we have of courseYn
t = Y[nt]/n. In general,

Yn is a non-homogeneous process with independent increments, however its increments over intervals o
multiple of 1/n are stationary. If we use the notationϕn(t) = i

n
wheni < nt � i + 1, then we can rewrite (1.5) a

X
n,x
t = x +

t∫
0

f
(
X

n,x
ϕn(s)

)
dYn

s . (2.2)

Therefore, by well known results on the stability of stochastic differential equations (plus the fact that a se
of processes with independent increments converging in law to a Lévy process is “predictably uniformly
(PUT): see Słominski [15], or also Theorem IX.6.9 of [7]), we readily obtain that:

Yn L−→ Y ⇒ Xn,x L−→ Xx,

Y n
t = Y[nt]/n ⇒ supt∈[0,1] |Xn,x

t − Xx
t | P−→ 0

 (2.3)

(the second case corresponds to the genuine Euler scheme).
From time to time we need a filtration. For the genuine Euler scheme we take for(Ft ) the filtration generated

by Y . Otherwise, we have convergence in law only (see (2.3)), so it is no restriction to assume that all pr
are defined on the same probability space and that theYn’s are mutually independent and independent ofY , and
(Ft ) is the filtration generated by all processesY andYn for n � 1.

2) Assumptions onf andY . We now state our assumptions, starting with those on the coefficientf :

Assumption H(l,N). The coefficientf is N times continuously differentiable and all partial derivatives of ord
l, l + 1, . . . ,N are bounded.

Here N is an integer, andl will be either 0 or 1. We usually assumeH(1,1) at least, except whenY is a
compound Poisson. ClearlyH(l,N + 1) ⇒ H(l,N).

Next, we denote by(b, c,F ) the characteristics of the Lévy processY , in the sense that

E(ei〈u,Yt 〉) = expt

(
i〈u,b〉 − 〈u, cu〉

2
+
∫

F(dy)
(
ei〈u,y〉 − 1− i

〈
u, τ(y)

〉))
,

whereτ is a truncation function onRd ′
, that is a map fromR

d ′
into itself, which is bounded and coincides wi

the identity near 0, and whose components can be assumed to be inC∞
0 (Rd ′

) without loss of generality. Then w
need the following integrability assumption, wherep is some nonnegative real:

Assumption F(p). We have
∫
{|y|>1} |y|pF (dy) < ∞ (equivalently,Yt ∈ L

p for all t).
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3) Assumptions on the variablesζ n
i . As said before, for eachn the sequence ofd ′-dimensional variablesζ n

i for
i = 1, . . . , n is i.i.d., and some concrete ways of constructing appropriateζ n

i ’s are given in the next section. Th
discrepancy betweenζ n

1 andY1/n is measured by the quantitiesδn(g) of (1.6), and we make different assumptio
according to the kind of result (of type (A), (B) or (C)) which we want to prove. Below,p ∈ R+ andN ∈ N

�

are arbitrary, and(un)n�1 and (u′
n)n�1 are arbitrary sequences of positive numbers tending to 0 and suc

u′
n/un → 0:

Assumption G({un},p). We haveF(p), and there is a constantK such that

h ∈ C4
p(Rd ′

) �⇒ ∣∣δn(h)
∣∣� Kun

n
‖h‖p,4. (2.4)

Observe that we putun/n and notun on the right: this is because the variableY1/n is close to 0, and indeed “o
order 1/n” already asn → ∞ in the sense thatE(h(Y1/n)) = O(1/n) for anyh ∈ C0

p(Rd ′
) underF(p). We will see

later that this assumption is enough to ensure the first convergence in law in (2.3).

Assumption G′({un}, {u′
n},p). We haveG({un},p), and there are a constantK and a linear mapφ on the space

C6
p(Rd ′

) such that

h ∈ C6
p(Rd ′

) �⇒
∣∣∣∣δn(h) − un

n
φ(h)

∣∣∣∣� Ku′
n

n
‖h‖p,6. (2.5)

Assumption G′′(N,p). We haveF(p) and there are a constantK and linear mapsφk on the spacesC2k+4
p (Rd ′

)

for k = 1, . . . ,N , such that(with an empty sum set equal to0):

k = 0, . . . ,N, h ∈ C2k+4
p (Rd ′

) �⇒
∣∣∣∣δn(h) −

k∑
i=1

1

ni+1
φi(h)

∣∣∣∣� K

nk+2
‖h‖p,2k+4. (2.6)

Clearly G′′(N,p) ⇒ G′′(N − 1,p), and G′′(1,p) = G′({1/n}, {1/n2},p), and alsoG′({un}, {u′
n},p) ⇒

G({un},p).
Finally, observe that for the genuine Euler scheme we haveδn(h) = 0 for all h, hence all the above assumptio

are trivially fulfilled in this case.

4) The main results. Our aim is to evaluate the “error” involved by the – approximate or genuine – Euler sch
and measured through the quantity

�n,tg(x) = E
(
g(X

n,x
[nt]/n)
)− E
(
g(Xx[nt]/n)

)
(2.7)

for suitable test functionsg.
Our first result is an estimate on�n,tg(x), that is, it solves problem (A) for approximate Euler schemes:

Theorem 2.1. Let p � 0 and l = 0 or l = 1. AssumeH(l,4) and G({un},4 + 4 ∨ p) for some sequenceun de-
creasing to0. Then there is a constantK depending onp, f , Y only, such that for anyg ∈ C4

p(Rd) we have, for

all t ∈ [0,1], n � 1, x ∈ R
d :∣∣�n,tg(x)

∣∣� Kt

(
un ∨ 1

n

)
‖g‖p,4

(
1+ |x|p+4l

)
. (2.8)

As said before, for the genuine Euler schemeF(p) impliesG({un},p) with un = 0, so we recover the estimat
of Protter and Talay in [12]. For the approximate Euler scheme this result allows us to single out the contr
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of the error of the Euler scheme on the one side (that is, 1/n), and of the simulation discrepancy on the other s
(which isun).

The second main result is a first order expansion for�n,tg(x). The result goes as follows, and we see t
there are in facttwo “first order terms” corresponding respectively to the Euler scheme error and to the simu
discrepancy.

Theorem 2.2. Let l = 0 or l = 1. AssumeH(l,10) and G′({un}, {u′
n},10+ 10∨ p) for somep � 0 and some

sequencesun andu′
n with un → 0 andu′

n/un → 0. Then there is a constantK depending onp, f , Y only, and
linear operatorsUt and Vt on C10

p (Rd), such that for anyg ∈ C10
p (Rd) the functionsUtg and Vtg belong to

C4
p+6l (R

d), and also that for allt ∈ [0,1], n � 1, x ∈ R
d :

‖Utg‖p+6l,4 � Kt‖g‖p,10, ‖Vtg‖p+6l,4 � Kt‖g‖p,10. (2.9)∣∣∣∣�n,tg(x) − unUtg(x) − 1

n
Vtg(x)

∣∣∣∣� Kt

(
u′

n ∨ u2
n ∨ 1

n2

)
‖g‖p,10

(
1+ |x|p+8l

)
. (2.10)

For the genuine Euler scheme and underF(10+ 10∨ p) we have the previous hypotheses withun = u′
n = 0, so

the first order term is1
n
Vtg(x) and the remainder is of order 1/n2.

Finally we state the result about problem (C), that is expansions of arbitrary order, of the form:

�n,tg(x) =
N∑

k=1

1

nk
Γ

(k)
[nt]/ng(x) + 1

nN+1
RN,n,t g(x). (2.11)

Theorem 2.3. Let p � 0 and l = 0 or l = 1 and N � 1, and assumeH(l,6N + 4) and G′′(N,6N + 4 +
(6N + 4) ∨ p). Then there is a constantK depending only onp, f , Y and N , and linear operatorsΓ (k)

t on
C6k

p (Rd) for k = 1, . . . ,N , such that ifr = 6k,6k + 1, . . . ,6N + 4 we have

g ∈ Cr
p(Rd) ⇒ Γ

(k)
t g ∈ Cr−6k

p+6lk(R
d), ‖Γ (k)

t g‖p+6lk,r−6k � Kt‖g‖p,r , (2.12)

and moreover ifg ∈ C6N+4
p (Rd) we have the expansion(2.11) with a remainder satisfying∣∣RN,n,t g(x)

∣∣� Kt‖g‖p,6N+4
(
1+ |x|p+4(N+1)l

)
. (2.13)

Remark 2.4. In a sense (2.11) is not a true expansion because the “coefficients”Γ
(k)
[nt]/ng(x) depend onn, except

whent = 1 of course. But, except fort = 1 again,�n,tg(x) is not really a function oft but rather of the discretize
time [nt]/n, so having an expansion which depends on time through[nt]/n is also natural.

For the genuine Euler scheme, one could also useY instead ofYn in (2.2) (the two Euler approximation
coincide at all timesi/n). Instead of (2.7) one naturally takes�n,tg(x) = E(g(X

n,x
t )) − E(g(Xx

t )). Then we
have (2.8), but not (2.10), essentially becausent − [nt] oscillates (whent �= 1) between 0 and 1 asn varies.

Remark 2.5. For the genuine Euler scheme one can slightly improve the result of Theorem 2.3: we onl
H(l,4N + 2) andF(4N + 2 + (4N + 2) ∨ p), andg ∈ C4N+2

p (Rd), and thenΓ (k)
t g ∈ C4N+2−4k

p+4lk (Rd). Similarly,

Theorem 2.2 holds underH(l,6) andF(6 + 6 ∨ p) and forg ∈ C6
p(Rd) (and of courseUtg does not show up in

that case).

Remark 2.6. Whenun = 1/n in Theorem 2.2, the sumUt + Vt is equal to the operatorΓ (1)
t of Theorem 2.3.

Remark 2.7. At the end of the paper (Remark 9.1) we give an “explicit” form forΓ (1) in the 1-dimensional case
This operator is well defined underF(2) only, so it is likely that we cannot drop integrability assumptions, e
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wheng is bounded (but the assumption thatYt has finite moments of order 20 (or 12 in the genuine Euler case
Remark 2.5) is obviously too strong!).

Remark 2.8. From a practical point of view, only the first two theorems are interesting: the first one for the
(approximate) Euler scheme, and the second one if one wishes to use the Romberg method. And, in the la
this method can be applied only when the two “first order” terms are comparable, that is whenun = 1/n. This is
not a true practical restriction since the probabilist or statistician can indeed choose the accuracyun (at the price of
a more or less long time for the simulation of a single variableζ n

1 ): we explain in Section 3 below how this work
on a particular example.

5) Let us end this section with another set of assumptions, in a particular case. Actually, checking Assu
G({un},p) or G′({un}, {u′

n},p) if we have a procedure to approximateY1/n by variablesζ n
1 when we know only

the laws of the latter may be quite difficult (not to mentionG′′(N,p)).
However there is a situation which occurs often in practice and for which we have simpler conditions: w

say that we have arestricted approximate Euler schemeif eachζ n
1 is (in law) the value at time 1/n of a Lévy process

Y ′n (equivalently, the law ofζ n
1 is infinitely divisible). That is, for eachn we have a Lévy processY ′n, and we take

ζ n
i = Y ′n

i/n − Y ′n
(i−1)/n. Then of course the processYn of (2.1) is the discretization ofY ′n, that isYn

t = Y ′n[nt]/n.
In this situation it is usually the case that the characteristics ofY ′n are known, and they are denoted

(b′
n, c

′
n,F

′
n) (w.r.t. the same truncation functionτ thanY ). We also consider the second modified characteristic

Y andY ′n, given by

c̃ = c + F(ττ�), c̃′
n = c′

n + F ′
n(ττ �) (2.14)

(here and below, we writeF(g) instead of
∫

g(y)F (dy)). With this notation, and if we further denote byC′k
p (Rd ′

)

(for k � 2) the set of allh ∈ Ck
p(Rd ′

) such that∇ ih(0) = 0 for i = 0,1,2, we can introduce the following tw
assumptions (we suppose, as above, thatun → 0 andu′

n/un → 0):

Assumption Ĝ({un},p). We haveF(p), and there is a constantK such that

|b′
n − b| � Kun, |c̃′

n − c̃| � Kun,

h ∈ C′4
p (Rd ′

) ⇒ ∣∣F ′
n(h) − F(h)

∣∣� Kun‖h‖p,4.

}
(2.15)

Assumption Ĝ′({un}, {u′
n},p). We haveF(p), and there are a vectorβ ∈ R

d ′
and ad ′ × d ′ matrixσ and a linear

mapΦ onC′6
p (Rd ′

) and a constantK such that

|b′
n − b − unβ| � Ku′

n, |c̃′
n − c̃ − unσ | � Ku′

n,

h ∈ C′4
p (Rd ′

) ⇒ ∣∣F ′
n(h) − F(h)

∣∣� Kun‖h‖p,4,

h ∈ C′6
p (Rd ′

) ⇒ ∣∣F ′
n(h) − F(h) − unΦ(h)

∣∣� Ku′
n‖h‖p,6.

 (2.16)

Proposition 2.9. In the case of a restricted approximate Euler scheme, that isζ n
i = Y ′n

i/n − Y ′n
(i−1)/n for some Lévy

processY ′n with characteristics and second modified characteristic(b′
n, c

′
n,F

′
n) and c̃′

n, we have for anyp � 2:

(a) Ĝ({un},p) impliesG({un ∨ 1
n
},p).

(b) If un � 1/n, thenĜ′({un}, {u′
n},p) impliesG′({un}, {u′

n ∨ un

n
},p).

The proof of this proposition is given in Subsection 6.1.
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3. Some examples

In this section we consider some practical examples and compute the time necessary to achieve a given
in the computation ofE(g(X1)) via a Monte Carlo method, as explained in the Introduction (and especially §

We drawN independent copies of the approximationXn
1 of X1 and take the estimateGN,n = 1

N

∑N
i=1 g(X

n,i
1 ).

If we use a “Romberg technique”, we drawN copies of Xn
1 and of X2n

1 and take the estimateGN,n =
1
N

∑N
i=1(2g(X

2n,i
1 )) − g(X

n,i
1 ))). Assumingg bounded, the expected errore(N,n) = E(|GN,n − E(g(X1))|) is

the sum of the statistical error, of order 1/
√

N , plus the bias�ng(x) (or 2�2ng(x) − �ng(x) for the Romberg
method). Therefore if Theorem 2.1 applies we get

e(N,n) = O

(
1√
N

+ 1

n
∨ un

)
, (3.1)

while for the Romberg method and if we can apply Theorem 2.2, we get

e(N,n) = O

(
1√
N

+ 1

n2
∨ u′

n

)
. (3.2)

In both cases the time needed isT (N,n) = O(Nnαn), whereαn is the time necessary to calculate a single ti
step.

1) Genuine Euler scheme.If we can simulate exactly the increments ofY , the timeαn is αn = O(1), and we
have (2.4) and (2.5) withun = u′

n = 0. Optimizing the choices ofn and N in (3.1), subject to the conditio
e(N,n) � ε, leads to takeN = O(n2) andn = O(1/ε), and injecting intoT (N,n) = O(Nn) gives us a timeTε

necessary to achieve a precisionε which satisfies:

Tε = O(ε−3). (3.3)

If we use the Romberg method, we apply (3.2) instead of (3.1): this leads to takeN = O(n4) andn = O(1/
√

ε),
and injecting intoT (N,n) = O(Nn) gives us

Tε = O(ε−5/2). (3.4)

Observe that if we knew how to exactly simulateg(X1) without any bias, we would obtain a timeTε = O(ε−2), to
be compared with (3.3) or (3.4).

2) Restricted approximate Euler scheme.We can exactly simulate the drift (of course!) and the Wiener part oY ,
but not the jump part (except when this jump part is compound Poisson, or is a stable process, but in the la
the integrability assumptions of this paper are not fulfilled). Otherwise, we cannot exactly simulate the incr
of Y . To approximate them, most methods resort to deleting in some way or another the “small jumps” ofY , so for
the discontinuous part we are left with a compound Poisson process, which can usually be simulated. Th
can look at the papers [13] of Rosiński or [1] of Asmussen and Rosiński for various possibilities. Below we use th
most simple-minded one, with a view towards minimizing the time needed. This method works if we can s
a variable whose law is the (normalized) restriction ofF to the complement of any neighborhood of 0: sinceF is
often explicitly known, this is in general feasible.

So we truncate the jumps at some cut-off sizevn (going to 0 asn → ∞). This amounts to a restricted approx
mate Euler scheme, the characteristics(b′

n, c
′
n,F

′
n) andc̃′

n being chosen such that̂G({un},p) or Ĝ′({un}, {u′
n},p)

holds for suitable sequencesun and/oru′
n, and withF ′

n(dx) = 1{|x|>vn}F(dx). Then we can of course choo
b′
n = bn, andcn in such a way that̃c′

n = c̃, so only the last parts of (2.15) or (2.16) have to be checked.
Observe thatY ′n is the sum of a drift, a Wiener process, and a compound Poisson process. So we can s

exactlyζ n = Y ′n by using a Gaussian variable, plus a Poisson variableZ (the number of jumps on the interv
1 1/n
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(0,1/n]), plusZ variables according to the lawF ′
n (normalized)). The time necessary to do that is random,

expectation

αn = O
(
1+ E(Z)

)= O

(
1+ 1

n
F ′

n(R
d ′

)

)
. (3.5)

Now we introduce the assumptions. First, we supposeF(p) for all the values ofp necessary to apply ou
theorems. Next, we setβ(t) = F({y: |y| > t}) for t > 0, and we assume that

t � 1 ⇒ β(t) � C

tα
(3.6)

for some constantsC > 0 andα ∈ [0,2]: this assumption is always satisfied ifα = 2, becauseF integratesx �→ |x|2
near 0, and if it holds forα0 it also holds for anyα > α0. If this holds withα = 0, thenβ(0) < ∞ and the purely
discontinuous part ofY is compound Poisson. Note also that it holds for someα ∈ (0,2) as soon as the Lév
measureF in a neighborhood of 0 is dominated by the Lévy measure of anα-stable process.

Forq � 2 we also introduce the functions

β̃q(t) =
∫

{|y|�t}
|y|qF (dy) = q

t∫
0

sq−1(β(s) − β(t)
)
ds � Cq

q − α
tq−α, (3.7)

where the last inequality holds under (3.6).
We say that we are in thepseudo-symmetrical caseif

∫
{|y|�t} yiyj ykF (dy) = 0 for all i, j, k when t is small

enough (hereyi is theith coordinate ofy ∈ R
d ′

; this holds e.g. whenF is invariant by all rotations inRd ′
).

Note that, in view of (3.5), we haveαn = O(1+ 1/nvα
n ) under (3.6). Therefore the expected time necessa

perform the computation, namelyT (N,n) = O(Nnαn), is

T (N,n) = O

(
Nn + N

vα
n

)
. (3.8)

Now we wantĜ({un},p). As said before, only the last part of (2.15) has to be checked. For any functionh on
R

d ′
we haveF ′

n(h)−F(h) = − ∫ h(y)1{|y|�vn}F(dy). If h ∈ C′4
p (Rd ′

), by using a Taylor expansion ofh around 0,
up to order 4, we obtain∣∣F ′

n(h) − F(h)
∣∣� {Kβ̃4(vn)‖h‖p,4 in the pseudo-symmetrical case,

Kβ̃3(vn)‖h‖p,4 otherwise
(3.9)

for some constantK . Hence (3.7) yieldŝG({un},p) with un = v4−α
n in the pseudo-symmetrical case, andun =

v3−α
n otherwise. Then Theorem 2.2 and Proposition 2.9 yielde(N,n) = O(1/

√
N + un ∨ (1/n)). So in view of

minimizing (3.8 ) it is best to takeun = O(1/n) andN = O(n2). This leads to an expected timeTε necessary to
achieve an error smaller thanε which is

Tε =
{

O(ε−3) in the pseudo-symmetrical case, or ifα � 3
2,

O(ε−(6−α)/(3−α)) otherwise.
(3.10)

Moreover, it is noteworthy to observe that the expected number of jumps to simulate in a single interval is
smaller than 1 in the first case above.

If we want to use the Romberg method, based upon Theorem 2.2, we need the last two parts of (2.
un = 1/n, and for this an assumption like (3.6) is not enough, and we need an equivalent toβ(t) (or β±(t)) as
t → 0. To keep things simple, we consider the very particular case whered ′ = 1 and the Lévy measureF satisfies

F(dx)1[−v,v] = A+ 1(0,v)(x) + A− 1(−v,0)(x), (3.11)

x1+α (−x)1+α
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whereα ∈ (0,2) andA+,A− � 0 and for some numberv > 0. This of course implies (3.6) with the sameα. We
already know that (2.15) holds withun = v4−α

n in the pseudo-symmetrical case (corresponding toA+ = A− here),
and withun = v3−α

n otherwise. Hence we takevn = n−1/(4−α) if A+ = A− andvn = n−1/(3−α) otherwise. Then a
simple calculation shows that the last assertion in (2.16) holds ifh ∈ C′6

p (Rd ′
), with

Φ(h) = A+ + A−
24(4− α)

h(4)(0), u′
n = n−(6−α)/(4−α)

if A+ = A−, and otherwise

Φ(h) = A+ − A−
6(3− α)

h(3)(0), u′
n = n−(4−α)/(3−α).

Then we can apply Theorem 2.2 and (3.2) to get thate(N,n) = O(1/
√

N + 1/n(6−α)/(4−α)) if A+ = A−, and
e(N,n) = O(1/

√
N + 1/n(4−α)/(3−α)) otherwise. Then we takeN = O(n(12−2α)/(4−α)) in the first case, andN =

O(n(8−2α)/(3−α)) in the second case. This leads to an expected timeTε necessary to achieve an error smaller th
ε which is

Tε =


O(ε−(16−3α)/(6−α)) if A+ = A−,

O(ε−(11−3α)/(4−α)) if A+ �= A− andα � 3/2,

O(ε−(8−α)/(4−α)) if A+ �= A− andα > 3/2.

(3.12)

In all cases we haveTε = ε−ρ(α), and the smallerρ(α) is, the better is the result. We can summarize all
results by stating the behavior ofρ(α) as a function ofα, as follows:

α: 0 3/2 2

genuine simple 3 −→ 3 −→ 3

genuine Romberg 2.5 −→ 2.5 −→ 2.5

approximate simple, symm. 3 −→ 3 −→ 3

approximate simple, non-symm. 3 −→ 3 ↗ 4

approximate Romberg, A+ = A− 2.66 ↘ 2.55 ↘ 2.5

approximate Romberg, A+ �= A− 2.75 ↘ 2.6 ↗ 3

The reader will observe that the rates of convergence are quite reasonable for the approximate scheme,
with those for the genuine scheme. Also, the improvement of the Romberg method is not really significant

4. The compound Poisson case

In this section we suppose thatY is a compound Poisson process. This can be expressed through its cha
istics as follows:c = 0 andF(Rd ′

) < ∞ andb = ∫ τ(y)F (dy). We only consider the genuine Euler scheme, si
we can simulateY exactly in this situation. Actually, we can even simulateXx exactly, so the result below is give
only for the sake of comparison with the general result and because of the simplicity of its proof, and we
ourselves to the first order expansion.

In this situation, Eq. (1.3) has a unique solutionXx , with no assumption at all on the coefficientf . This is why
we assume nothing likeH(l,N) below. Observe also that there is no integrability assumption on the jumpsY

like F(p) below.

Theorem 4.1. If Y is a compound Poisson process with Lévy measureF , and if Yn
t = Y[nt]/n (the genuine Eule

scheme), for any bounded measurable functiong onR
d we have the expansion(2.11) for N = 1 with the operator

Γ
(1) given by
t
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f

y

Γ
(1)
t g(x) = 1

2

t∫
0

PsHt−sg(x)ds, (4.1)

Hsg(y) =
∫

F(du)F (dv)
(
Psg
(
y + f (y)(u + v)

)− Psg
(
y + f (y)u + f

(
y + f (y)u

)
v
))

, (4.2)

where(Pt )t�0 is the transition semi-group of the processXx , and for some constantK depending onF andf we
have(below‖g‖∞ denotes the sup-norm).∣∣R1,n,t g(x)

∣∣� tK‖g‖∞,
∣∣Γ (1)

t g(x)
∣∣� tK‖g‖∞. (4.3)

The reason such a result holds is simple enough: recall that in this case, we haveXn,x ≡ Xx on the setAn where
there is at most one jump ofY on each intervalIn

i = ( i−1
n

, i
n
] andP(An) → 1. The setBn on which there is exactly

one intervalIn
i on which two jumps ofY occur andY jumps at most once on all other intervalsIn

j has a probability

of order 1/n, and the complement ofAn ∪ Bn has a probability of order 1/n2. On Bn the values ofXn,x
1 and of

Xx
1 are possibly far apart, soE((g(X

n,x
1 ) − g(Xx

1))1Cn) is 0 whenCn = An and of order 1/n whenCn = Bn, and
of course of order 1/n2 if Cn is the complement ofAn ∪ Bn (wheng is bounded).

Proof. We setλ = F(Rd ′
) andG = F/λ (a probability measure, which is the law of all jumps ofY ). We denote

by Nn
i the number of jumps ofY within the interval((i − 1)/n, i/n], and we set for 1� i � k � n:

Cn,i =
i⋂

j=1

{Nn
j � 1}, Dn,i,k =

( ⋂
j : j �=i,1�j�k

{Nn
j � 1}

)
∩ {Nn

i = 2}.

The setsDn,i,k for i = 1, . . . , k are pairwise disjoint, with a union denoted byDn,k . By well-known properties o
Poisson processes,P(Dn,i,k) does not depend oni, and we have

P(Cn,n) = 1− λ2

2n
+ O

(
1

n2

)
, P
(
(Cn,n ∪ Dn,k)

c
)
� K

n2
, P(Dn,i,k) = λ2

2n2
+ O

(
1

n3

)
. (4.4)

SetQn
jg(x) = E(g(Xx

j/n)1Cn,j
) and

Hn
j g(y) =

∫
F(du)F (dv)

(
Qn

jg
(
y + f (y)(u + v)

)− Qn
jg
(
y + f (y)u + f

(
y + f (y)u

)
v
))

for j = 0,1, . . . , n. We deduce from the first part of (4.4) that∣∣Pj/ng(x) − Qn
jg(x)
∣∣� K

n
‖g‖∞, (4.5)

hence ifHs is defined by (4.2) we get∣∣Hn
j g(x) − Hj/ng(x)

∣∣� K

n
‖g‖∞. (4.6)

Observe thatXn,x
s = Xx

s for all s � i on the setCn,i , so the second part of (4.4) gives:∣∣∣∣�n,tg(x) −
[nt]∑
i=1

E
((

g(X
n,x
[nt]/n) − g(Xx[nt]/n)

)
1Dn,i,[nt]

)∣∣∣∣� K

n2
‖g‖∞. (4.7)

Now, if we denote byW1 andW2 the sizes of the two jumps ofY on the interval( i−1
n

, i
n
], when there are exactl

two of them, we have on the setD for anyk � i:
n,i,k
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s

d: so

f
mewhat

arame-
Xx
i/n = Xx

(i−1)/n + f (Xx
(i−1)/n)W1 + f

(
Xx

(i−1)/n + f (Xx
(i−1)/n)W1

)
W2,

X
n,x
i/n = Xx

(i−1)/n + f (Xx
(i−1)/n)(W1 + W2).

Moreover, it is obvious that ifi < j , then

E
(
g(Xx[nt]/n)1Dn,i,[nt] |Fi/n

)= Qn
[nt]−ig(Xx

i/n)1Dn,i,i
,

E
(
g(X

n,x
[nt]/n)1Dn,i,[nt] |Fi/n

)= Qn
[nt]−ig(X

n,x
i/n)1Dn,i,i

.

Therefore, taking into account the fact that conditionally onDn,i,[nt] the two variablesW1 andW2 are i.i.d. with
law G = F/λ, we get fori � [nt]:

E
(
g(Xx[nt]/n)1Dn,i

)= e−λ/n

2n2

∫
Qn

i−1(x,dy)F (du)F (dv)Qn
[nt]−ig

(
y + f (y)u + f

(
y + f (y)u

)
v
)
,

E
(
g(X

n,x
[nt]/n)1Dn,i

)= e−λ/n

2n2

∫
Qn

i−1(x,dy)F (du)F (dv)Qn
[nt]−ig

(
y + f (y)u + f (y)v

)
.

Hence we have

E
((

g(X
n,x
[nt]/n) − g(Xx[nt]/n)

)
1Dn,i

)= e−λ/n

2n2
Qn

i−1H
n
[nt]−ig(x). (4.8)

Since|e−λ/n − 1| � K/n, the previous equality and (4.5), (4.6) and (4.7) yield∣∣∣∣�n,tg(x) − 1

2n2

[nt∑
i=1

P(i−1)/nH([nt]−i)/ng(x)

∣∣∣∣� K

n2
‖g‖∞.

Furthermore it is obvious that fors � r � t we have|Psg(x) − Prg(x)| � K‖g‖∞(r − s), hence we also have

i − 1

n
� s � i

n
�⇒ ∣∣P(i−1)/nH([nt]−i)/ng(x) − PsH[nt]/n−sg(x)

∣∣� K

n
.

Then the sum showing up in (4.7) is in fact equal, up to a term smaller thanK‖g‖∞/n2, to the integral
1
2n

∫ [nt]/n

0 PsH[nt]/n−sg(x)ds, and the result follows. �
As said before, there is no assumption here on the size of jumps, nor onf . On the other hand, as soon asY is

not a compound Poisson, and even if it is a “compound Poisson processwith drift”, the previous result become
wrong, and one needs at leastF(1), because

∫
(y − τ(y))F (dy) comes in the explicit form of the operatorΓ

(1)
t (see

Remark 9.1), and alsoH(1,1) of course in order to have a solution to the equation. Evidently, the operatorΓ
(1)
t of

Theorem 2.3 formally takes the expression (4.1) whenc = 0 andF(Rd ′
) < ∞ andb = ∫ τ(y)F (dy).

On the other hand ifg is unbounded then the two terms on the right of (2.7) might be infinite or not define
if we want the previous result to hold for, say,g ∈ C0

p(Rd) (or g ∈ Ck
p(Rd) for somek; the smoothness ofg makes

no difference here), that is if we want (2.8) or (2.11) forN = 1 to hold in the situation of Theorem 4.1, thenF(p)

is required.

5. Lévy driven stochastic differential equations

In this section we gather some results on Eq. (1.3), whose solution is denoted byXx . These results are part o
the folklore of the subject, and closely related versions of them can be found in [12]. However we need so
more precise estimates than in that paper and we thus give quick proofs.

Below,Kα (or K(α)) denotes a constant which may change from line to line, and depends only on the p
terα and on the dimensionsd and/ord ′.
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1) First we need estimates on stochastic integrals w.r.t.Y . The forthcoming result is taken from [12], but we gi
here a simpler proof.

Lemma 5.1. For any predictable(matrix-valued) processH and anyp � 2, and if βp = ∫ |y|pF (dy), we have
(recall that time belongs to[0,1]):

E

(
sup
s�t

∣∣∣∣∣
s∫

0

Hs dYs

∣∣∣∣∣
p )

� Kp

(|b|p + |c|p/2 + (β2)
p/2 + βp

) t∫
0

E
(|Hs |p

)
ds.

Proof. It is enough to prove the result whenβp < ∞. In this case,b′ = b + ∫ (y − τ(y))F (dy) exists and satisfie
|b′| � |b| + K

√
β2 for a constantK depending on the functionh only, andYt = b′t + Y c

t + Mt whereM is a
purely discontinuous martingale. Then it is enough to prove our inequality separately whenYt = b′t , andY = Y c,
andY = M . In the first two cases the result is well known (and easy), so we assume thatY = M . It is also clearly
enough to consider the case whereY andH are 1-dimensional. By a Burkholder–Davis–Gundy inequality
left side of the inequality is smaller thanKpE(Z

p/2
t ), whereZt =∑s�t H

2
s �Y 2

s . So it remains to prove tha

E(Z
p/2
t ) � Kp(β

p/2
2 + βp)at , whereat = ∫ t

0 E(|Hs |p)ds.
Set q = p/2 � 1. For all x, z � 0 we have first(x + z)q − xq � 2q−1(xq−1z + zq), and secondxq−1z �

εxq + zq/εq−1 for all ε > 0. Hence for allε > 0 andx,u, v � 0 we have

(x + uv)q − xq � 2q−1
(

εxqu + 1

εq−1
uvq + uqvq

)
.

Then ifTm = inf(t : Zt � m), and sinceZ is non-decreasing and purely discontinuous,

Z
q
t∧Tm

=
∑

s�t∧Tm

(
(Zs− + �Zs)

q − Z
q
s−
)= t∧Tm∫

0

(
(Zs− + H 2

s y2)q − Z
q
s−
)
µ(ds,dy),

whereµ is the jump measure ofY . The predictable compensator ofµ is ν(ds,dy) = ds ⊗ F(dy), so we get

E(Z
q
t∧Tm

) � 2q−1
E

( t∧Tm∫
0

∫ (
εZ

q
s−y2 + 1

εq−1
|Hs |2qy2 + |Hs |2q |y|2q

)
F(dy)ds

)

� 2q−1
(

εβ2E(mq ∧ Z
q
t∧Tm

) +
(

1

εq−1
β2 + βp

)
at

)
,

becauseZ is increasing andZs− � m if s � Tm. The right side above is finite, hence the left side as well. T
it remains to takeε = 1/(2qβ2) and letm → ∞ and apply the monotone convergence theorem: we get the r
with Kp = 2q2

. �
For further reference, we set

ηp = |b| + |c| +
∫ (|y|21{|y|�1} + |y|p1{|y|>1}

)
F(dy) (5.1)

soF(p) amounts to saying thatηp < ∞. With this notation, it follows from the previous lemma that for anyp � 2
and any predictable processH we have

2� p′ � p ⇒ E

(
sup
s�t

∣∣∣∣∣
s∫

0

Hs dYs

∣∣∣∣∣
p′)

� K(p,ηp)

t∫
0

E
(|Hs |p′)

ds, (5.2)

whereK(p,η ) denotes a constant which depend only onp andη , and on the dimensions ofY andH .
p p
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2) Now we turn to estimates on the solutionXx of (1.3). We know that it is a Markov process, whose semigr
is denoted by(Pt ). The following estimates onPt are crucial (when we write‖g‖p,k < ∞ for a functiong on R

d ,
this automatically implies thatg ∈ Ck

p(Rd):

Proposition 5.2. (a) UnderH(1,1) andF(2∨ p) for somep � 0, we have for some constantK = K(p,f,η2∨p)

(recall (1.7)):

E
(
sups |Xx

s |p )� Kαp(x),

g ∈ C0
p(Rd) ⇒ ‖Ptg‖p,0 � K‖g‖p,0.

}
(5.3)

(b) Under H(1,N) and F(N + N ∨ p) for somep � 0 and N � 1, we have for some constantK =
K(p,f,ηN+N∨p)

g ∈ CN
p (Rd) ⇒ ‖Ptg‖p,N � K‖g‖p,N . (5.4)

The first property in (5.3) is then a consequence of (5.2) and of Gronwall’s inequality (recall thatF(p) ⇔
ηp < ∞). The second property in (5.3) is a trivial consequence of the first one.

For (b) above we need first some facts about the differentiability ofx �→ Xx . We say that it iscontinuously
differentiable inL

p if there ared × d-dimensional processesXx,(1) which satisfyE(sups |Xx,(1)
s |p) < ∞ and also

E(sups |Xy
s − Xx

s − X
x,(1)
s · (y − x)|p) = o(|y − x|p), andE(sups |Xy,(1)

s − X
x,(1)
s |p) → 0 asy → x. By induction,

it is N times continuously differentiable inLp if the (N −1) derivative processXx,(N−1) exists and is continuousl
differentiable inL

p. Observe thatXx,N is dN -dimensional.
It is well known, using Gronwall’s Lemma and (5.2), that underH(1,1) andF(p) for somep � 2, thenXx is

once continuously differentiable inLp andXx,(1) is the unique solution of the following linear equation (withId

being thed × d identity matrix):

X
x,(1)
t = Id +

t∫
0

∇f (Xx
s−)X

x,(1)
s− dYs (5.5)

and furtherx �→ E(sups |Xx,(1)
s |p) is bounded. More generally, we have:

Lemma 5.3. Under H(1,N) for someN � 1 and F(Np) for somep � 2, thenx �→ Xx is N times continuously
differentiable inL

p, and we have for some constantK = K(N,p,f,ηNp):

E

(
sup

s
|Xx,(N)

s |p
)

� K. (5.6)

Proof. Not only do we get (5.6), but we also have that theN th derivative is the unique solution of the followin
linear equation (when theXx,(j) for j = 1, . . . ,N − 1 are supposed to be known):

X
x,(N)
t =

t∫
0

∇f (Xx
s−)X

x,(N)
s− dYs +

N∑
i=2

t∫
0

∇ if (Xx
s−)FN,i

(
X

x,(1)
s− , . . . ,X

x,(N−i+1)
s−

)
dYs, (5.7)

if N � 2 (and (5.5) ifN = 1). Here, the components ofFN,i(x
(1), . . . , x(N−i+1)) are sums of terms of the form

N−i+1∏
j=1

αj∏
r=1

x(j),lr , where
∑
j

jαj = N, (5.8)

and wherex(j),l is thelth component ofx(j) ∈ R
dj

, and an “empty” product equals 1.
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The proof is by induction onN , using Gronwall’s Lemma and Lemma 5.1, and as it is well known it boils d
to proving first that by formal differentiation of (5.7) forN − 1 we get Eq. (5.7) forN , and to proving secondl
that the solution of (5.7) satisfies the estimate (5.6).

Hence we assume the result for allN ′ < N . By formally differentiatingx �→ Xn,x,(N−1) in Eq. (5.7) written for
N − 1 we readily get (5.7) forN , with (using matrix notation, andFN−1,1(x

(1), . . . , x(N−1)) = x(N−1)):

FN,i(x
(1), . . . , x(N−i+1)) = x(1)FN−1,i−1

(
x(1), . . . , x(N−i+1)

)+ N−i∑
j=1

∂

∂x(j)
FN−1,i

(
x(1), . . . , x(N−i)

)
x(j+1).

Then if allFN ′,i for N ′ < N are sums of terms like in (5.8), the same is true ofFN,i .
Next, we prove that the solution of (5.7) satisfies (5.6) (assuming again this is true for allN ′ < N ). By Gron-

wall’s Lemma and the fact that∇f is bounded, the only thing to prove is that

E

(
sup

t

∣∣∣∣∣
t∫

0

(∇ if (X
,x
s−)
)
FN,i

(
X

x,(1)
s− , . . . ,X

x,(N−i+1)
s−

)
dYs

∣∣∣∣∣
p )

� K

for all i = 2, . . . ,N and for some constantK = K(N,p,f,ηNp) (in the remainder of the proofK =
K(N,p,f,ηNp) varies from line to line). And of course, it is enough to prove that ifG is any monomial like
in (5.8), then

E

(
sup

t

∣∣∣∣∣
t∫

0

(∇ if (Xx
s−)
)
G
(
X

x,(1)
s− , . . . ,X

x,(N−i+1)
s−

)
dYs

∣∣∣∣∣
p )

� K. (5.9)

For this we use Lemma 5.1 and the fact that∇if is bounded. By (5.2) the left side of (5.9) is smaller than

K E

(
N+1−i∏

j=1

sup
s

∣∣Xx,(j)
s

∣∣pαj

)
� K

N+1−i∏
j=1

(
E

(
sup

s

∣∣X,x,(j)
s

∣∣Np/j
))jαj /N

by Hölder inequality, since
∑

j jαj = N . The recurrence assumption yields that each expectation above is s
than some constantK(p,N,f,ηNp), so we obtain (5.9). �
Proof of Proposition 5.2(b). Let g ∈ CN

p (Rd). By Lemma 5.3, for anyk = 1, . . . ,N thenx �→ Xx is k times

continuously differentiable inLrk , whererk = N+N∨p
k

; further if Xx,(0) = Xn,x andX̃x,(j) = supt |Xx,(j)
t |, then

with K = K(N,p,f,ηNp):

E
(∣∣X̃x,(j)

∣∣r)� {K
(
1+ |x|r) if j = 0 andr ∈ [0, r1],

K if j = 1, . . . ,N andr ∈ [0, rj ]. (5.10)

Then anykth partial derivative (fork = 1, . . . ,N ) of x �→ g(Xx
t ) exists (in probability), and is continuous

probability and is smaller than a sum of terms of the form

Zx,p,k,{αj } = a
(
1+ ∣∣X̃x,(0)

∣∣p ) k∏
j=1

∣∣X̃x,(j)
∣∣αj , where

k∑
j=1

jαj = k, αj ∈ N,

with an empty product equal to 1. Then it is enough to prove that under our assumptions, eachZx,p,k,{αj } as above

hasE(Zx,p,k,{αj }) � aK(1+ |x|p). But Hölder’s inequality and
∑k

j=1 jαj = k � r1 − p yield

E(Zx,p,k,{αj }) � a

[
k∏

j=1

(
E
(∣∣X̃x,(j)

∣∣k/j ))jαj /k + (E(∣∣X̃x,(0)
∣∣r1p/(r1−k)))(r1−k)/r1

k∏
j=1

(
E
(∣∣X̃x,(j)

∣∣rj ))jαj /r1

]
.

Then the result readily follows from (5.10).�
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3) The generator ofXx . As is well known, the “extended generator” of the Markov process(Xx
t ) is the operator

A acting onC2 functionsg on R
d as follows (where∇g is a row vector;τ is the truncation function):

Ag(x) = ∇g(x)f (x)b + 1

2

d∑
i,j=1

∂2g

∂xi∂xj
(x)
(
f (x)cf (x)�

)ij
+
∫

F(dy)
(
g
(
x + f (x)y

)− g(x) − ∇g(x)f (x)τ (y)
)
. (5.11)

In the next lemma, we denote byCN,1
p (Rd × [0,1]) the set of all families(gt )t∈[0,1] of functions onR

d such
thatg′

t (x) = ∂
∂t

gt (x) exists and is continuous for allx, and that the functionsgt andg′
t all belong toCN

p (Rd) with
supt (‖gt‖p,N + ‖g′

t‖p,N) < ∞.

Lemma 5.4. Let l = 0 or l = 1 andp � 0 andN ∈ N.

(a) UnderH(l,1∨ N) andF(p + N) there is a constantK = K(p,N,f,ηp+N) such that

g ∈ CN+2
p (Rd) ⇒ ‖Ag‖p+2l,N � K‖g‖p,N+2.

(b) Under H(l,1) and F(p), for any(gt ) ∈ C
2,1
p (Rd × [0,1]), the functiont �→ Agt (x) is continuously differen

tiable and its derivative isAg′
t (x).

Proof. We prove (b) first. Observe that under our assumptions on(gt ) the partial derivatives of order 1 and
w.r.t. x commute with the partial derivative w.r.t.t , hence the claim readily follows from (5.11) and the domina
convergence theorem. It is even simpler to check that‖Ag‖p+2l,0 � K‖g‖p,2 for someK = K(p,f,ηp) when
g ∈ C2

p(Rd).
It remains to prove (a) whenN � 1, and this is proved by induction onN . For example ifN = 1 and if we

denote by∂k the derivative w.r.t. thekth coordinate ofx, we have∂kAg = A∂kg + A′
kg (by applying (b) and again

the dominated convergence theorem, and usingH(l,1)), where

A′
kg(x) = ∇g(x)∂kf (x)b + 1

2

d∑
i,j=1

∂2g

∂xi∂xj
(x)∂k

(
f (x)cf (x)�

)ij
+
∫

F(dy)
(∇g
(
x + f (x)y

)
∂kf (x)y − ∇g(x)∂kf (x)τ (y)

)
. (5.12)

We have seen already that‖A∂kg‖p+2l,0 � K‖g‖p,N+2, and the same argument shows that‖A′
kg‖p+2l,0 �

K‖g‖p,N+2 as well: hence the result forN = 1. We can obviously iterate the procedure and get the resu
N arbitrary; details are left to the reader.�

We denote byAk the kth iterate ofA (andA0 is the identity). A straightforward iteration of the above res
yields the

Lemma 5.5. Let l = 0 or l = 1 andp � 0 andk � 1, and assumeH(l,1∨ (N + 2k − 2)) andF(p + N + 2k − 2)

for someN ∈ N.

(a) There is a constantK = K(p,N,k, ηp+N+2k−2) such that

g ∈ CN+2k
p (Rd) ⇒ ‖Akg‖p+2lk,N � K‖g‖p,N+2k.
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(b) If (gt ) ∈ C
2k,1
p (Rd × [0,1]), then the functiont �→ Akgt (x) is continuously differentiable and its derivativ

is Akg′
t (x).

Another very important property for us is the next one, well known in general but perhaps not unde
hypotheses:

Lemma 5.6. Let l = 0 or l = 1 andp � 0.

(a) AssumeH(l,1) andF(2∨ (p + 2l)). For anyg ∈ C2
p(Rd) we have

Ptg(x) = g(x) +
t∫

0

PsAg(x)ds. (5.13)

In particular, the mapt �→ Ptg(x) is differentiable and

d

dt
Ptg(x) = PtAg(x) = APtg(x). (5.14)

(b) LetN,N ′ � 0 and assumeH(l,1∨ (2N + N ′)) andF(2∨ (p + 2l) ∨ (p + 2N + N ′)). If g ∈ C2N+2+N ′
p (Rd)

we have

Ptg(x) =
N∑

k=0

tk

k!A
kg(x) + 1

(N)!
t∫

0

(t − s)NPsA
N+1g(x)ds. (5.15)

Proof. (a) An application of Itô’s formula yields that the process

Mt = g(Xx
t ) − g(x) −

t∫
0

Ag(Xx
s−)ds

is a local martingale. Further Lemma 5.4 yields thatAg ∈ C0
p+2l (R

d), hence supt |Mt | � K(1 + |x|p +
supt |Xx

t |p+2l ) for some constantK , and this quantity is integrable by (5.3). HenceM is a martingale, and takin
expectations above yields (5.13). This gives that the mapt �→ Ptg(x) is first continuous, and second differe
tiable with derivativePtAg(x). For any givens the functiong′ = Psg is also inC2

p(Rd) and the derivative o
t �→ Pt+sg(x) = Ptg

′(x) at t = 0 isPsAg(x) and alsoAg′(x) = APsg(x), so that (5.14) holds.
(b) Observe that (5.15) forN = 0 is indeed (5.13), and the proof forN arbitrary is by induction. In fact, it is

clearly enough to prove

t∫
0

(t − s)N−1PsA
Ng(x)ds = 1

N
ANg(x) + 1

N

t∫
0

(t − s)NPsA
N+1g(x)ds.

But this follows from (5.14) applied toANg, which is inC2
p+2lN (Rd) by Lemma 5.5. �

4) The generator ofY . All the previous results hold of course whend ′ = d andf (x) is equal to the identity
matrix for all x: we then getX0 = Y : so (Pt ) is the semigroup ofY , andA is replaced by the generatorB of Y

which acts onC2 functionsh on R
d ′

as follows:

Bh(x) = ∇h(x)b + 1

2

d ′∑ ∂2h

∂yi∂yj
(x)cij +

∫
F(dy)

(
h(x + y) − h(x) − ∇h(x)τ(y)

)
. (5.16)
i,j=1
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In this case, observe that in Lemma 5.4(a) we need onlyF(p): indeedH(0,N) is trivially fulfilled for all N ;
and we haveA′

kg = 0 in (5.12) so∂kAg = A∂kg, hence in order to haveAg = Bg ∈ C1
p(Rd ′

) we need onlyF(p)

andg ∈ C3
p(Rd ′

), and our claim follows by a trivial induction. Therefore, withBk denoting thekth iterate ofB,
Lemma 5.5 reads as follows:

Lemma 5.7. Letp � 0 andk,N ∈ N with k � 1, and assumeF(p).

(a) There is a constantK = K(p,N,k, ηp) such that

h ∈ CN+2k
p (Rd ′

) ⇒ ‖Bkh‖p,N � ‖h‖p,N+2k.

(b) If (ht ) ∈ C
2k,1
p (Rd ′ × [0,1]), then the functiont �→ Bkht (y) is continuously differentiable and its derivativ

is Bkh′
t (y).

Similarly, Lemma 5.6 is true withF(2∨ p) as the only assumption, and for allN . Therefore, using the previou
lemma, we readily obtain:

Lemma 5.8. UnderF(2∨ p), for anyk ∈ N there is a constantK = K(p,k, ηp) such that ifh ∈ C2k+4
p (Rd ′

), then∣∣∣∣n(E(h(Y1/n)
)− h(0)

)− k∑
i=0

1

(i + 1)!ni
Bi+1h(0)

∣∣∣∣� K

nk+1
‖h‖p,2k+4. (5.17)

6. Some technical lemmas

6.1. Some consequences of the assumptions onζ n
1

Let us associate withζ n
1 its “normalized” distributionFn, and also the vectorbn and the matrix̃cn, as follows:

Fn(A) = nP(ζ n
1 ∈ A), bn = Fn(τ), c̃n = Fn(ττ �). (6.1)

By results in [7] (see Theorem VII-3-4), the convergenceYn L→ Y is equivalent to having

bn → b, c̃n → c̃, h bounded continuous null around 0⇒ Fn(h) → F(h). (6.2)

We also introduce an operatorBn acting onC1 functionsh on R
d ′

as follows:

Bn(h) = ∇h(0)bn +
∫

Fn(dy)
(
h(y) − h(0) − ∇h(0)τ (y)

)= nE
(
h(ζ n

1 ) − h(0)
)
. (6.3)

Let us also recall thatC′k
p (Rd ′

) is the set of all functions inCk
p(Rd ′

) which vanish at 0, as well as their first an
second derivatives. The next lemma shows in particular thatG({un},p) for anyp � 2 and any sequenceun → 0
implies (6.2).

Lemma 6.1. If un is a sequence satisfyingun � 1
n

and if p � 2, then AssumptionG({un},p) is equivalent to each
one of the following two properties:

(a) We haveF(p) and there is a constantK such that

h ∈ C4
p(Rd ′

) ⇒ ∣∣Bn(h) − Bh(0)
∣∣� Kun‖h‖p,4. (6.4)
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a.
(b) We haveF(p) and there is a constantK such that(recall (2.14) for c̃):

|bn − b| � Kun, |c̃n − c̃| � Kun,

h ∈ C′4
p (Rd ′

) ⇒ ∣∣Fn(h) − F(h)
∣∣� Kun‖h‖p,4.

}
(6.5)

Proof. First, we have

Bτ(0) = b, Bn(τ) = bn,

B(ττ �)(0) = c̃, Bn(ττ �) = c̃n,

h ∈ C′4
p (Rd ′

) ⇒ Bh(0) = F(h), Bn(h) = Fn(h).

Since the components ofτ andττ � belong toC4
p(Rd ′

) for all p � 0, we get (a)⇒ (b).
Next, we can rewriteBh(0) andBn(h) as follows:

Bh(0) = ∇h(0)b + 1

2

d ′∑
i,j=1

∂2h

∂yi∂yj
(0)c̃ij + F(h̃),

Bn(h) = ∇h(0)bn + 1

2

d ′∑
i,j=1

∂2h

∂yi∂yj
(0)c̃

ij
n + Fn(h̃), (6.6)

where

h̃(y) = h(y) − h(0) − ∇h(0)τ (y) − 1

2

d ′∑
i,j=1

∂2h

∂yi∂yj
(0)τ i(y)τ j (y). (6.7)

Observe that there is a constantC such that‖h̃‖p,4 � C‖h‖p,4 and∇ i h̃(0) = 0 for i = 0,1,2 (recallτ is C∞ with
compact support andτ(y) = y for |y| small). Thus (b)⇒ (a).

Third, (1.6) and (6.3) yield

Bn(h) = n
(
E
(
h(ζ n

1 )
)− h(0)

)= nδn(h) + n
(
E
(
h(Y1/n)

)− h(0)
)
. (6.8)

Combining this with (5.17) fork = 0 immediately yields the equivalence ofG({un},p) with (a), since
un � 1/n. �

In the next corollary we use the notation (to be compared with (5.1)):

η′
p = sup

n

(
|bn| +

∫
Fn(dy)

(|y|21{|y|�1} + |y|p1{|y|>1}
))

. (6.9)

Corollary 6.2. Suppose thatG({un},p) holds for some sequenceun → 0 and somep � 2. Thenη′
p < ∞.

Proof. It is of course no restriction here to assume thatun � 1/n. Hence we have (6.5) by the previous lemm
Since we can find a functionh ∈ C′4

p (Rd ′
) such that

|y|21{|y|�1} + |y|p1{|y|>1} �
∣∣τ(y)
∣∣2 + h(y),

the result readily follows from (6.5) andF(p). �
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ll

his is

of

uction

n
,

We have seen thatG({un},p) gives us an estimate on the differenceBn(h)−Bh(0). Our other assumptions wi
give us expansions ofBn(h) aroundBh(0):

Lemma 6.3. (a) UnderG′({un}, {u′
n},p ∨ 2) for somep � 0 we have a constantK such that for allh ∈ C6

p(Rd ′
)

(recall (2.5) for φ):∣∣φ(g)
∣∣+ ∣∣B2h(0)

∣∣� K‖h‖p,6,∣∣∣∣Bn(h) − Bh(0) − unφ(h) − 1

2n
B2h(0)

∣∣∣∣� K

(
u′

n ∨ 1

n2

)
‖h‖p,6.

 (6.10)

(b) UnderG′′(N,p∨2) for somep � 0 and someN � 1 we have a constantK such that for allk = 0, . . . ,N +1
andg ∈ C2k+2

p (Rd ′
):∣∣B(k)(h)

∣∣� K‖h‖p,2k+2,∣∣∣∣Bn(h) −
k∑

i=1

1

ni−1i!B
(i)(h)

∣∣∣∣� K

nk
‖h‖p,2k+2,

 (6.11)

whereB(1)(h) = Bh(0) andB(k)(h) = Bkh(0) + k!φk−1(h) for k � 2.

Proof. (a) The first inequality follows from combining (2.4) and (2.5) plus the fact thatu′
n/un → 0, and from

Lemma 5.7. The second inequality follows from combining (6.8) with (2.5) and (5.17) fork = 1.
(b) The second inequality follows from combining (6.8) with (2.6) fork − 1 and (5.17) fork. For the first

inequality, in view of Lemma 5.7 it suffices to prove that|φk−1(h)| � K‖h‖p,2k+2 for k � 2. We setΦn,k =
δn −∑k−1

i=1
1

ni+1 φi . We know that|Φn,k(h)| � K‖h‖p,2k+2/nk+1 and also|Φn,k−1(h)| � K‖h‖p,2k+2/nk . Since

φk−1 = nk(Φn,k−1 − Φn,k), the result is then obvious.�
The operatorsB(k) andφ above are linear, and we need to check that they commute with differentiation. T

obvious forB(1) by Lemma 5.7, but otherwise it needs a proof.

Lemma 6.4. Letp � 0 andk � 2 and(ht ) ∈ C
2k+2,1
p (Rd ′ × [0,1]).

(a) Under G′({un}, {u′
n},p ∨ 2) and if k = 2, the functiont �→ φ(h′

t ) is continuous and is the derivative
t �→ φ(ht ).

(b) UnderG′′(k − 1,p ∨ 2) the functiont �→ B(k)(h′
t ) is continuous and is the derivative oft �→ B(k)(ht ).

Proof. We prove only (b), since for (a) the proof is similar (simpler in fact because we do not need the ind
step).

In view of Lemma 5.7, it is enough to prove the result withφk−1 instead ofB(k), and for this we use a
induction: we suppose that the result holds for allk′ � k − 1. We consider the operatorsΦn,k of the previous proof
with Φn,1 = 0.

We haveF(p) and (2.4), thus|Y1/n|p and |ζ n
1 |p are integrable. It follows from Lebesgue’s theorem thatt �→

δn(h
′
t ) is continuous and is the derivative oft �→ δn(ht ). Then the induction hypothesis yields that

t �→ Φn,k−1(h
′
t ) is continuous, and

Φn,k−1(ht+s) − Φn,k−1(ht ) − ∫ s

0 Φn,k−1(h
′
t+u)du = 0.

}
(6.12)

Next, (2.6) fork − 1 yields for allt , and for some constantK :∣∣Φ (h )
∣∣+ ∣∣Φ (h′ )

∣∣� K
. (6.13)
n,k t n,k t nk+1
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ce
Moreover,φk−1 = nk(Φn,k−1 − Φn,k). Hence we first deduce from (6.13) andt ∈ [0,1] that∣∣φk−1(h
′
t ) − φk−1(h

′
s)
∣∣� nk
∣∣Φn,k−1(h

′
t ) − Φn,k−1(h

′
s)
∣∣+ 2K

n
.

If we use the first part of (6.12) and let firsts → t and nextn → ∞, we deduce thatφk−1(h
′
s) → φk−1(h

′
t ) as

s → t . Second, taking account of the second part of (6.12), we see that

φk−1(ht+s) − φk−1(ht ) −
s∫

0

φk−1(h
′
t+u)du = −nk

(
Φn,k(ht+s) − Φn,k(ht ) −

s∫
0

Φn,k(h
′
t+u)du

)
.

By (6.13), the right side above is smaller than a constant times 1/n. This being true for alln, we getφk−1(ht+s) −
φk−1(ht ) − ∫ s

0 φk−1(h
′
t+u)du = 0: this finishes the proof. �

6.2. Proof of Proposition 2.9

In Case (a) we assumêG({un},p) andun → 0; in Case (b) we assumêG′({un}, {u′
n},p) with un � 1/n and

un → 0 andu′
n/un → 0; and in both cases we supposep � 2.

1) Set

η′′
p = sup

n

(
|b′

n| + |c′
n| +
∫

F ′
n(dy)
(|y|21{|y|�1} + |y|p1{|y|>1}

))
.

Exactly as in Corollary 6.2 we see that in both cases we haveη′′
p < ∞. In the remainder of the proofK denotes a

constant which changes from line to line and depends onp andηp andη′′
p only.

We denote byB ′
n the generator of the Lévy processY ′n. Lemmas 5.7 and 5.8 and the fact thatY ′

1/n = ζ n
1 , hence

Bn(h) = n(E(h(Y ′n
1/n)) − h(0)), yield for k = 0 andk = 1:

h ∈ C6
p(Rd ′

) ⇒ ‖B ′
nh‖p,4 � K‖h‖p,6, (6.14)

h ∈ C4+2k
p (Rd ′

) ⇒
∣∣∣∣Bn(h) −

k∑
i=0

1

(i + 1)!ni
B ′i+1

n h(0)

∣∣∣∣� K

nk+1
‖h‖p,4+2k. (6.15)

On the other hand, similar to (6.6), we have

(B ′
n − B)h(x) = ∇hx(0)(b′

n − b) + 1

2

d ′∑
i,j=1

∂2hx

∂yi∂yj
(0)(c̃

′ ij
n − c̃ij ) + (F ′

n − F)(h̃x), (6.16)

wherehx(y) = h(x + y) andh̃x is the transform ofhx given by (6.7). Then, comparing this with (6.6), and sin
h ∈ Ck

p(Rd ′
) yields‖h̃‖p,k � C‖h‖p,k for some constantC, we immediately deduce from (6.16) withx = 0 that

h ∈ C4
p(Rd ′

) ⇒ ∣∣B ′
nh(0) − Bh(0)

∣∣� Kun‖h‖p,4 (6.17)

in Case (a). In Case (b) we have the same, and also

h ∈ C6
p(Rd ′

) ⇒ ∣∣B ′
nh(0) − Bh(0) − unφ(h)

∣∣� Ku′
n‖h‖p,6, (6.18)

provided we have set (recall (2.16) forβ, σ andΦ)

φ(h) = ∇h(0)β + 1

2

d ′∑ ∂2h

∂yi∂yj
(0)σ ij + Φ(h̃).
i,j=1
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(2) above

n

at

)

to
2) In Case (a), the result is then a trivial consequence of (6.17) and (5.17) withk = 0 and (6.15) withk = 0 as
well, applied to the equality (6.8).

3) Now we assume that we are in Case (b). The assumptions of this case imply those of Case (a), so
yieldsG({un},p) (recall that nowun � 1/n), so it remains to prove (2.5) withu′

n ∨ (un/n) instead ofu′
n.

Let us consider (6.16) with someh ∈ C6
p(Rd ′

). Exactly as in Lemma 5.7, we can differentiate up to 2 times ix,
and any partial derivative of the left side is given by the right side applied to the same partial derivatives ofx �→ hx

or x �→ h̃x , andh̃x belongs toC′4
p (Rd ′

) and satisfies‖h̃x‖p,4 � (1+ |x|p)‖h‖p,6. Then we deduce from (6.17) th∥∥(B ′
n − B)h

∥∥
p,2 � Kun‖h‖p,6.

Next, Lemma 5.7 yields∣∣B(B ′
n − B)h(0)

∣∣� Kun‖h‖p,6.

On the other hand combining (6.14) and (6.17) gives us∣∣(B ′
n − B)B ′

nh(0)
∣∣� Kun‖h‖p,6

as well, and sinceB ′2
n − B2 = (B ′

n − B)B ′
n + B(B ′

n − B) we finally get:

h ∈ C6
p(Rd ′

) ⇒ ∣∣B ′2
n h(0) − B2h(0)

∣∣� Kun‖h‖p,6. (6.19)

At this point we can inject (5.17) fork = 1 and (6.15) fork = 1 as well into (6.8); in view of (6.18) and (6.19
we obtain:∣∣∣∣δn(h) − un

n
φ(h)

∣∣∣∣� K

(
u′

n

n
+ un

n2
+ 1

n3

)
‖h‖p,6,

and sinceun � 1/n the result readily follows.

6.3. Estimates forXn,x

Next we turn to studying the solutionXn,x of Eq. (2.2), withYn given by (2.1). We first give a result similar
Lemma 5.1:

Lemma 6.5. For any adapted(matrix-valued) processH and anyp � 2, and ifβn
p = ∫ |y|pFn(dx), we have

E

(
sup
s�t

∣∣∣∣∣
s∫

0

Hϕn(s) dYn
s

∣∣∣∣∣
p )

� Kp

(|bn|p + (βn
2 )p/2 + βn

p

) t∫
0

E
(|Hϕn(s)|p

)
ds.

Proof. It is enough to prove the result whenβn
p < ∞, and in the 1-dimensional case. Thenb′

n = bn + ∫ (y −
τ(y))Fn(dy) exists and satisfies|b′

n| � |bn| +K
√

βn
2 for a constantK depending on the functionh only, andYn

t =
b′
n

[nt]
n

+Mn
t , whereMn

t =∑[nt]
i=1 ξn

i andξn
i = ζ n

i −E(ζ n
i ). As in Lemma 5.1, the result is obvious whenYn

t = b′
n

[nt]
n

,
hence we can assumeYn = Mn. Note thatMn is a martingale w.r.t. the filtration(F[nt]/n)t�0. So we reproduce

the proof of Lemma 5.1 withZt =∑[nt]
i=1 H 2

(i−1)/n
ξn
i andat = 1

n

∑[nt]
i=1 E(|H(i−1)/n|p) �

∫ t

0 E(|Hϕn(s)|p)ds, and

we have to prove again thatE(Z
p/2
t ) � Kp((βn

2 )p/2 + βn
p)at . With Tm as in Lemma 5.1, we get

E(Z
q
t∧Tm

) = E

( [nt]∑
i=1

(
(Z(i−1)/n + H 2

(i−1)/n(ξ
n
i )2)q − (Z(i−1)/n)

q)1{nTm�i}

)

= 1

n

∫
Fn(dy)E

( [nt]∑(
(Z(i−1)/n + H 2

(i−1)/ny
2)q − (Z(i−1)/n)

q
)
1{nTm�i}

)
,

i=1
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because the set{nTm � i} = {nTm > i − 1} is F(i−1)/n-measurable. Then we finish as in Lemma 5.1 again.�
As a consequence we get, using the notation (6.9), and similarly to (5.2):

2� p′ � p ⇒ E

(
sup
s�t

∣∣∣∣∣
s∫

0

Hϕn(s) dYn
s

∣∣∣∣∣
p′)

� K(p,η′
p)

t∫
0

E
(|Hϕn(s)|′p

)
ds. (6.20)

At this point we can do forXn,x exactly what we have done forXx in the previous section. First, althoughXn,x

is not a Markov process, we introduce the analogue of its semigroup by putting

P n
t g(x) = E

[
g(X

n,x
t )
]
. (6.21)

Observe thatP n
t g(x) = P n

i/ng(x) wheneveri � nt < i + 1. Then the analogue of Proposition 5.2 reads as:

Proposition 6.6. (a) UnderH(1,1) andη′
2∨p < ∞ for somep � 0, we have for some constantK = K(p,f,η′

2∨p):

E
(
sups |Xn,x

s |p )� Kαp(x),

g ∈ C0
p(Rd) ⇒ ‖P n

t g‖p,0 � K‖g‖p,0.

}
(6.22)

(b) Under H(1,N) and η′
N+N∨p < ∞ for somep � 0 and N � 1, we have for some constantK =

K(p,f,η′
N+N∨p):

g ∈ CN
p (Rd) ⇒ ‖P n

t g‖p,N � K‖g‖p,N . (6.23)

Let us define the following operatorsAn acting onC1 functions:

Ang(x) = nE
(
g(x + f (x)ζ n

1 ) − g(x)
)

= ∇g(x)f (x)bn +
∫

Fn(dy)
(
g
(
x + f (x)y

)− g(x) − ∇g(x)f (x)τ (y)
)
. (6.24)

This operator obviously satisfies (by (2.2) and (6.24)):

P n
(i+1)/ng(x) = P n

i/ng(x) + 1

n
P n

i/nAng(x). (6.25)

So it plays the role of the generator for the processXn,x . The proof of Lemma 5.4 holds (“uniformly” inn) in that
case as well, and we can state the

Lemma 6.7. Let l = 0 or l = 1 andp � 0 andN ∈ N.

(a) UnderH(l,1∨ N) andη′
(p+N)∨2 < ∞ there is a constantK = K(p,N,f,η′

(p+N)∨2) such that

g ∈ CN+2
p (Rd) ⇒ ‖Ang‖p+2l,N � K‖g‖p,N+2.

(b) Under H(l,1) and η′
p∨2 < ∞, for any (gt ) ∈ C

2,1
p (Rd × [0,1]) the functiont �→ Angt (x) is continuously

differentiable and its derivative isAng
′
t (x).

6.4. Expansion of the generators

Observe that we can writeAn in a different form. For anyC2 functiong we put

L g(y) = g
(
x + f (x)y

)
. (6.26)
x
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n

.11)

.t.

lds
Then we have forn � 1 (recall (6.3)):

Ang(x) = Bn(Lxg). (6.27)

Note that we also haveAg(x) = BLxg(0) (see (5.11) and (5.16)). Then underG′′(N,p), and similarly to (6.27) it
is natural to set fork = 1, . . . ,N + 1:

A(k)g(x) = B(k)(Lxg), (6.28)

while underG′({un}, {u′
n},p) we set

Ug(x) = φ(Lxg), Vg(x) = B2Lxg(0). (6.29)

SinceB(1)(g) = Bg(0), we see that

A(1) = A. (6.30)

Lemma 6.8. Let l = 0 or l = 1 andp � 0 andN ∈ N andk � 2. AssumeH(l,N ∨ 1) andG′′(k − 1, (p + N) ∨ 2).

(a) There is a constantK such that

g ∈ CN+2k+2
p (Rd) ⇒ ‖A(k)g‖p+2(k+1)l,N � K‖g‖p,N+2k+2.

(b) If (gt ) ∈ C
2k+2,1
p (Rd ×[0,1]), thent �→ A(k)gt (x) is continuously differentiable and its derivative isA(k)g′

t (x).

Proof. We denote by∇r
x (resp.∇r

y ) the r th iterate of the gradient w.r.t.x (resp.y). Let g ∈ CN+2k+2
p (Rd). We

clearly have for 0� i + r � N + 2k + 2 andr � N and some constantK (which varies from line to line in this
proof):∣∣∇r

x∇ i
yLxg(y)

∣∣� Kαp+il(x)
(
1+ |y|p+r

)‖g‖p,N+2k+2.

Therefore

r = 0, . . . ,N ⇒ ‖∇r
xLxg‖p+N,2k+2 � Kαp+2l(k+1)(x)‖g‖p,N+2k+2. (6.31)

Then applying Lemma 6.4r times, witht replaced by the component ofx w.r.t. which we differentiate, we obtai
that

∇r
xB

(k)(Lxg) = B(k)(∇r
xLxg) (6.32)

as soon asr � N and G′′(k − 1,p + N) holds. In view of (6.28), the properties (6.31) and (6.32) and (6
imply (a).

If further g = gt depends ont ∈ [0,1] in a continuously differentiable way, we can add a derivation w.rt

above, and this derivation again commutes withB(k), hence withA(k): so we have (b). �
Remark 6.9. For the genuine Euler schemeA(k)(g) = BkLxg(0). Hence by Lemma 5.7 the above result ho
with g ∈ CN+2k

p (Rd) instead ofg ∈ CN+2k+2
p (Rd), and then‖A(k)g‖p+2kl,N � K‖g‖p,N+2k .

The same proof, based on (a) of Lemmas 5.7 and 6.4, yields also the following:

Lemma 6.10. Let l = 0 or l = 1 andp � 0 andN ∈ N. AssumeH(l,N ∨ 1) andG′({un}, {u′
n}, (p + N) ∨ 2).

(a) There is a constantK such that

g ∈ CN+6
p (Rd) ⇒ ‖Ug‖p+6l,N � K‖g‖p,N+6, ‖Vg‖p+6l,N � K‖g‖p,N+6.
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v-

t

y

).

as
(b) If (gt ) ∈ C
6,1
p (Rd × [0,1]), thent �→ Ugt (x) and t �→ Vgt (x) are continuously differentiable and their deri

atives areUg′
t (x) andVg′

t (x).

Lemma 6.11. Let l = 0 or l = 1, andp � 0, andN ∈ N, and assumeH(l,N ∨ 1).

(a) UnderG({un}, (p + N) ∨ 2) there is a constantK such that

g ∈ CN+4
p (Rd) ⇒ ‖Ang − Ag‖p+4l,N � Kun‖g‖p,N+4.

(b) UnderG′({un}, {u′
n}, (p + N) ∨ 2) there is a constantK such that

g ∈ CN+6
p (Rd) ⇒

∥∥∥∥Ang − Ag − unUg − 1

2n
Vg

∥∥∥∥
p+6l,N

� K

(
u′

n ∨ 1

n2

)
‖g‖p,N+6.

(c) UnderG′′(k − 1, (p + N) ∨ 2) for somek � 2 there is a constantK such that

g ∈ CN+2k+2
p (Rd) ⇒

∥∥∥∥Ang −
k∑

i=1

1

ni−1i!A
(i)g

∥∥∥∥
p+2l(k+1),N

� K

nk
‖g‖p,N+2k+2.

Proof. (a) Letg ∈ CN+4
p (Rd). SinceBn andB commute with derivations we have (as in (6.32)) forr = 0, . . . ,N :

∇r
x

(
Bn(Lxg) − BLxg(0)

)= Bn(∇r
xLxg) − B∇r

xLxg(0).

We also have (6.31) withk = 1, hence‖∇r
xLxg‖p+N,4 � Kαp+4l (x)‖g‖p,N+4 for r = 0, . . . ,N . Then the resul

readily follows from (6.4).
(b) Letg ∈ CN+6

p (Rd). Exactly as above (and using Lemma 6.10) we get

∇r
x

(
Bn(Lxg) − BLxg(0) − unφ(Lxg) − 1

2n
B2Lxg(0)

)
= Bn(∇r

xLxg) − B∇r
xLxg(0) − unφ(∇r

xLxg) − 1

2n
B2∇r

xLxg(0).

By (6.31) fork = 2, we have‖∇r
xLxg‖p+N,6 � Kαp+6l (x)‖g‖p,N+6 for r = 0, . . . ,N . Hence the result readil

follows from (6.10).
(c) Letg ∈ CN+2k+2

p (Rd). Using now Lemma 6.8, we get

∇r
x

(
Bn −

k∑
i=1

1

ni−1i′!B
(i)

)
(Lxg) =

(
Bn −

k∑
i=1

1

ni−1i!B
(i)

)
(∇r

xLxg)

and also‖∇r
xLxg‖p+N,2k+2 � Kαp+2l(k+1)(x)‖g‖p,N+2k+2 for r = 0, . . . ,N . Then the result follows from (6.11�

Now we define the operators which come in the definition ofΓ
(k)
t in the expansion (2.11). We set, as soon

A(k) is well defined:

Dk = 1

k! (A
(k) − Ak). (6.33)

Observe thatD1 = 0. By combining Lemmas 5.5 and 6.8, we readily get:

Lemma 6.12. Let l = 0 or l = 1, andp � 0, andN ∈ N, and assumeH(l,N + 2k − 2) andG′′(k,p +N + 2k − 2)

for somek � 2.
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(a) There is a constantK such that

g ∈ CN+2k+2
p (Rd) ⇒ ‖Dkg‖p+2(k+1)l,N � K‖g‖p,N+2k+2.

(b) If (gt ) ∈ C
2k+2,1
p (Rd × [0,1]), thent �→ Dkgt is continuously differentiable and its derivative isDkg

′
t .

6.5. The operatorsUt , Vt andΓ
(k)
t

At this point we can define the operatorsUt , Vt andΓ
(k)
t coming in (2.10) and (2.11). First,Ut andVt are

defined as follows:

Utg(x) =
t∫

0

PsUPt−sg(x)ds, Vtg(x) =
t∫

0

Ps(V − A2)Pt−sg(x)ds. (6.34)

ForΓ (k)
t we start by defining a sequence of numbers by induction onn:

d0 = 1, dn+1 = −
n+1∑
k=1

dn+1−k

(k + 1)! . (6.35)

ThenΓ
(q)
t is defined by induction onq, starting withΓ

(0)
t = Pt , and setting forq � 1:

Γ
(q)
t g(x) =

∑
k�1, u,r�0: k+u+r�q

(−1)r
dq−k−r−u

r!
t∫

0

∂q−k−r−u

∂sq−k−r−u

(
Γ (u)

s Dk+1Pt−sA
rg(x)
)
ds. (6.36)

Of course one has to prove that this makes sense. Forq = 1, the previous equation takes a simpler form:

Γ
(1)
t g(x) =

t∫
0

PsD2Pt−sg(x)ds, (6.37)

More generally, the right side of (6.36) involves the operatorsΓ
(i)
u for i = 0, . . . , q − 1, so this formula is indee

an induction formula.
In order to give a precise meaning to the previous formulas, we need some prerequisites. Letj � 1 andn,q � 2.

We say that an operatorQu1,...,um acting on functions overRd , whereui ∈ [0,1] andm � 1, is “of type Aq(n, j)”
if it is the composition (in an arbitrary order) of the operatorsPui−ui′ , andj operatorsDki

with 2� ki � q, andj ′
times the operatorA, with j ′ + k1 + · · · + kj = n.

Lemma 6.13. Let l = 0 or l = 1, andp � 0, andj � 1 andn,q � 2. LetQu1,...,um be an operator of type Aq(n, j).
AssumeH(l,N) andG′′(q,N + N ∨ p) for someN .

(a) If N � 2n + 2j there is a constantK such that

g ∈ CN
p (Rd) ⇒ ‖Qu1,...,umg‖p+2l(n+j),N−2n−2j � K‖g‖p,N .

(b) If N � 2n + 2j + 2, then (u1, . . . , um) �→ Qu1,...,umg(x) is continuously differentiable, and any one of t
partial derivatives is the action overg and at pointx of a linear combination of operators of type Aq(n+1, j),
containing exactly the sameDk ’s asQu1,...,um does.

Proof. Qu1,...,um is a productRsBsRs−1Bs−1 . . .R1B1R0, where eachRk is eitherPu1 or Pui−ui−1 or the identity,
and eachB is either someD (we then setk′ = k + 1), or A (we then setk = k′ = 1), with k + · · · + k = n
i ki i i i i 1 s
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and 2� ki � q if Bi = Dki
. We writeTk = BkRk−1Bk−1 . . .R1B1R0, and alsori = k′

1 + · · · + k′
i . Observe tha

n + j = rs . Below, the constantK will change from line to line.
Then apply repeatedly Lemmas 5.2(b), 5.4(a) and 6.12(a): first,R0 sendsCN

p (Rd) continuously intoCN
p (Rd);

thenT1 = B1R0 sendsCN
p (Rd) continuously intoCN−2r1

p+2lr1
(Rd) becauseN + N ∨ p � p + (N − 2r1).

Suppose thatTi sendsCN
p (Rd) continuously intoCN−2ri

p+2lri
(Rd). If i � s, thenRsTs sendsCN

p (Rd) continuously

into C
N−2ri
p+2lri

(Rd) as well by (5.4), because 2∨ (N −2ri + (N −2ri))∨ (p +2lri)) � N +N ∨p; and if i < s, then

Ti+1 = Bi+1RiTi sendsCN
p (Rd) continuously intoCN−2ri+1

p+2lri+1
(Rd) by Lemmas 6.12 or 5.4. SinceQu1,...,un = RsTs

andn + j = r ′
s , we finally get‖Qu1,...,umg‖p+2l(n+j),N−2n−2j � K‖g‖p,N .

For (b) we can apply repeatedly (5.14): with the notation above, only the operatorsRi have to be differentiate
w.r.t. some givenuj . Assume thatRi = Puj −uj−1 (resp.= Puj+1−uj

). Then we differentiateRi applied toTig,

which is in C
N−2ri
p+2lri

(Rd), so we needF(p + 2lri + 2l), which holds because 2rs + 2 = 2n + 2j � N , and the

differential isARiTig (resp.−ARiTig), which belongs toCN−2ri−2
p+2lri+2l (R

d); then we have to check that this d
ferentiation commutes with the action ofRsBs . . .Bi+1: for this we use Lemmas 5.4(b) or 6.12(b) and we n
N � 2n + 2j + 2. Hence the partial derivative ofQu1,...,umg(x) w.r.t. uj is the sum, over alli such thatRi is as
above, of the same operator except that we introduce an additional operatorA or −A at thei′th place. �

In a similar way, but with the help of Lemma 6.10, we get:

Lemma 6.14. Let l = 0 or l = 1, andp � 0, andN � 6. LetQs,t = PsUPt−s or Qs,t = Ps(V − A2)Pt−s . Assume
H(l,N) andG′({un}, {u′

n},N + N ∨ p) for someN .

(a) We have a constantK such that

g ∈ CN
p (Rd) ⇒ ‖Qs,tg‖p+6l,N−6 � K‖g‖p,N .

(b) If N � 8, thens �→ Qs,tg(x) is continuously differentiable, and its derivative is the action overg and at a
pointx of an operator which sendsCN

p (Rd) into CN−8
p+8l(R

d).

Lemma 6.15. LetN � 6 and l = 0 or l = 1 andp � 0, and assumeH(l,N).

(a) UnderG′({un}, {u′
n},N + N ∨ p) there is a constantK such that

g ∈ CN
p (Rd) ⇒ ‖Utg‖p+6l,N−6 � Kt‖g‖p,N , ‖Vtg‖p+6l,N−6 � Kt‖g‖p,N .

(b) Under G′′(q,N + N ∨ p) for someq � 1 andN � 6q the formula(6.36) defines an operatorΓ (q)
t on CN

p ,
and there is a constantK such that

g ∈ CN
p (Rd) ⇒ ‖Γ (q)

t g‖p+6lq,N−6q � Kt‖g‖p,N .

Proof. (a) is obvious (because of the previous lemma), so we concentrate on (b). In all the proof we
H(l,N) andG′′(q +1,N +N ∨p) with N � 6q, andr ranges through{2, . . . , q +1}. Here againK changes from
line to line.

(1) An operatorRt,v is said to be “of type Br (n, j)” if its action overg is a linear combination of terms of th
form

t∫
du1 . . .

um−1∫
dum Qu1,...,um,t,vg(x) (6.38)
0 0
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(whenm = 0 this is justRt = Qt ), where eachQu1,...,um,t,v is of type Ar (n
′, j ′) for somen′ � n andj ′ � j . Of

course, the second argumentv may be lacking, and then we just writeRt .
If Rt,v is of type Bq(n, j), the previous lemma readily gives, for anyt > 0:

N � 2n + 2j, g ∈ CN
p (Rd) ⇒ ‖Rt,vg‖p+2l(n+j),N−2n−2j � Kt‖g‖p,N . (6.39)

Next, if we formally differentiate the expression (6.38), sayΠt,vg(x), we get

∂

∂v
Πt,vg(x) =

t∫
0

du1 · · ·
um−1∫
0

dum

∂

∂v
Qu1,...,um,t,vg(x),

∂

∂t
Πt,vg(x) =

t∫
0

du1 · · ·
um−1∫
0

dum

∂

∂t
Qu1,...,um,t,vg(x) +

t∫
0

du2 · · ·
um−1∫
0

dum Qt,u2,...,um,t,vg(x).

Therefore the second part of the previous lemma gives us for any operatorRt,v of type Br (n, j):

N � 2n + 2j + 2, g ∈ CN
p (Rd) ⇒ (t, v) �→ Rt,vg(x) is continuously

differentiable, and its partial derivatives are the action overg

and at pointx of another operator of type Br (n + 1, j).

 (6.40)

Two other trivial facts are as follows:

Rt,v is of typeBr(n, j) ⇒ R′
t =

t∫
0

Rs,t ds is of typeBr(n, j). (6.41)

Rt is of typeBr(n, j) andQt,v is of typeAr(n
′, j ′) �⇒ RtQt,v is of typeBr(n + n′, j + j ′). (6.42)

(2) Now we prove by induction onm that

Γ
(m)
t is of typeBm+1(2m,m) (6.43)

for all m = 1, . . . , q. Observe that this is true form = 1, in an obvious way, by (6.37).
Let us assume that (6.43) holds for allm′ � m − 1, for somem between 2 andq. In order to prove (6.43) form,

and in view of (6.36), it is enough to prove that for anyk � 1 andi,w, r � 0 with i + k + r + w = m, then the
operator

Rt =
t∫

0

∂i

∂sj
(Γ (w)

s Dk+1Pt−sA
r)ds is of typeBm+1(2m,m) (6.44)

(recall thatΓ (0)
s = Ps ). For w � 1 our induction hypothesis yields thatΓ

(w)
s is of type Bw+1(2w,w), hence

Γ
(w)
s Dk+1Pt−sA

r is of type B1+k∨w(2w + k + r + 1,w + 1) by (6.42); and the same is obviously true wh
w = 0. Therefore (6.40) applied repeatedly and (6.41) imply that, providedN � 6w + 2k + 2r + 2i + 2, thenRt

is of type B1+k∨w(2w + k + r + i + 1,w + 1). Since the maxima ofw (resp. 2w + k + r + i + 1 = m + w + 1,
resp. 6w + 2k + 2r + 2i + 2) over our possible choices of(w, k, i, r) are achieved simultaneously and are equa
m − 1 (resp. 2m, resp. 6m− 2), and sincek ∨w � m, we deduce fromN � 6m− 2 that indeed (6.44) holds: henc
we get (6.43) wheneverm � q.

At this stage, (6.43) withm = q and (6.39) gives the result.�
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7. Proof of Theorem 2.1

Let us set forn � 1 andj = 1, . . . , n andi = 0, . . . , j :

βn,i,j g(x) = P n
i/nP(j−i)/ng(x),

and also fori = 1, . . . , j :

γn,i,j g(x) = βn,i,j g(x) − βn,i−1,j g(x).

Observe that:

�n,tg(x) = βn,[nt],[nt]g(x) − βn,[nt],0g(x) =
[nt]∑
i=1

γn,i,[nt]g(x). (7.1)

Below, we assumeH(l,4) for l = 0 or l = 1, and alsoG({un},4+4∨p) for somep � 0 and for some sequenc
(un) decreasing to 0. By Corollary 6.2 we haveη′

4+4∨p < ∞. We also takeg ∈ C4
p(Rd). In view of (5.15) for

N = 0 and of (6.25), a simple computation shows that

γn,i,j g(x) = 1

n
P n

(i−1)/nAnP(j−i)/ng(x) −
1/n∫
0

P n
(i−1)/nPsAP(j−i)/ng(x)ds. (7.2)

Proposition 5.2 and Lemma 6.11 forN = 0 andN ′ = 1 and (6.30) yield that‖(An − A)Ptg‖p+2l,0 � K‖g‖p,4
for all t and some constantK . Hence if

γ ′
n,i,j g(x) = 1

n
P n

(i−1)/nAP(j−i)/ng(x) −
1/n∫
0

P n
(i−1)/nPsAP(j−i)/ng(x)ds

=
1/n∫
0

P n
(i−1)/n(I − Ps)AP(j−i)/ng(x)ds, (7.3)

whereI denotes the identity operator, then by virtue of (6.23) and (7.1), we clearly have∣∣∣∣�n,tg(x) −
[nt]∑
i=1

γ ′
n,i,[nt]g(x)

∣∣∣∣� Ktunαp+2l (x)‖g‖p,4. (7.4)

Next we apply (5.15) forN = 0 again and to the functiong′ = AP(j−i)/ng, which satisfies‖g′‖p+2l,2 �
K‖g‖p,4 by Proposition 5.2 and Lemma 5.4, to get that‖Psg

′ − g′‖p+4l,0 � K‖g‖p,4 (uniformly in i and j ).
Using also (6.23), we readily deduce that∣∣γ ′

n,i,j g(x)
∣∣� K

n2
αp+4l(x)‖g‖p,4,

and the estimate (2.8) thus follows from (7.4).

8. Proof of Theorem 2.2

Let us state first a (probably) well known lemma, which shows in particular how the constantsdn of (6.35) come
into the picture through expansions of some integrals. This lemma is a simple variation on Taylor’s formula
proof is left to the reader.
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Lemma 8.1. Let M ∈ N, andh be anM + 1 times differentiable function over[0,1], whose derivatives of orde
0,1, . . . ,M + 1 are all bounded by a constantρ. Then we have for allt ∈ [0,1]:∣∣∣∣∣1n

[nt]∑
i=1

h

(
i − 1

n

)
−

M∑
r=0

dr

nr

[nt]/n∫
0

h(r)(s)ds

∣∣∣∣∣� 2Mtρ

nM+1
. (8.1)

Now we assumeH(l,10) andG′({un}, {u′
n},10+ 10∨ p) for somep � 0. Recall thatun andu′

n/un go to 0.
Take a functiong ∈ C10

p (Rd). For simplicity we also writeu′′
n = u′

n ∨ u2
n ∨ 1

n2 .
We still have (7.1) and (7.2). By Proposition 5.2 and Lemma 6.11(b) we have for some constantK (which below

will change from to line) that‖(An −A−unU − 1
2n
V)Ptg‖p+6l,0 � Ku′′

n‖g‖p,10. Hence, if instead of (7.3) we se

γ ′
n,i,j g(x) =

1/n∫
0

P n
(i−1)/n

(
(I − Ps)A + unU + 1

2n
V
)

P(j−i)/ng(x)ds,

by virtue of (6.23) and (7.1), we get∣∣γn,i,[nt]g(x) − γ ′
n,i,[nt]g(x)

∣∣� Ku′′
n

n
αp+6l(x)‖g‖p,10. (8.2)

Next we apply (5.15) withN ′ = 0 andN = 1, and Lemma 5.5(b) withk = 2 andN = 0, to the function
AP(j−i)/ng, which satisfies‖AP(j−i)/ng‖p+2l,4 � K‖g‖p,10 (by Proposition 5.2 and Lemma 5.4), to get th
‖(Ps − I − sA)AP(j−i)/ng‖p+6l,0 � K‖g‖p,10. Using also (6.23), we readily deduce that if

γ ′′
n,i,j g(x) =

1/n∫
0

P n
(i−1)/n

(
unU + 1

2n
V − sA2

)
P(j−i)/ng(x)ds

= 1

n
P n

(i−1)/n

(
unU + V − A2

2n

)
P(j−i)/ng(x),

then ∣∣γ ′
n,i,[nt]g(x) − γ ′′

n,i,[nt]g(x)
∣∣� K

n3
αp+6l(x)‖g‖p,10. (8.3)

Next we apply (5.15) again withN = 0, and Lemma 5.5(b) withk = 1, to get that

‖P(j−i)/ng − P(j−i+1)/ng‖p+2l,6 � K

n
‖g‖p,10.

Since by Lemmas 5.5 and 6.8 the operatorsU andV − A2 sendC6
p+2l (R

d) continuously intoC0
p+8l (R

d), and
by (6.23), we obtain∣∣∣∣γ ′′

n,i,j g(x) − 1

n
P n

(i−1)/n

(
unU + V − A2

2n

)
P(j−i+1)/ng(x)

∣∣∣∣� Ku′′
n

n
αp+8l (x)‖g‖p,10. (8.4)

Next we observe once more that the‖ · ‖p+4l,4 norms of the functionsUPsg and(V − A2)Psg are smaller than
K‖g‖p,10: we can apply Theorem 2.1 to these functions and, sinceu2

n and 1/n2 are smaller thanu′′
n, we get∣∣∣∣P n

(i−1)/n

(
unU + V − A2

2n

)
P(j−i+1)/ng(x) − P(i−1)/n

(
unU + V − A2

2n

)
P(j−i+1)/ng(x)

∣∣∣∣
� Ku′′α (x)‖g‖ .
n p+8l p,10
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Then putting this together with (7.1), (8.2), (8.3) and (8.4) gives us, with the notationGx;t (s) = PsUPt−sg(x) and
Hx;t (s) = Ps(V − A2)Pt−sg(x):∣∣∣∣�n,tg(x) − un

n

[nt]∑
i=1

Gx;[nt]/n

(
i − 1

n

)
− 1

2n2

[nt]∑
i=1

Hx;[nt]/n

(
i − 1

n

)∣∣∣∣� tKu′′
nαp+8l(x)‖g‖p,10. (8.5)

It remains to observe that the two functionsGx;t andHx;t (on the interval[0, t]) satisfy the assumptions o
Lemma 8.1 withM = 0 and for some constantρ, by virtue of Lemma 6.14(b). Then with the notation (6.34)
readily deduce (2.10) from the previous inequality and the fact thatun/n � u′′

n.

9. Proof of Theorem 2.3

The proof of this theorem is similar to the proof of the previous one, except that here we need an induc
N , after observing that the result forN = 0 is nothing else than Theorem 2.1.

So below we assume thatN � 1 and thatH(l,6N + 4) andG(N,6N + 4 + (6N + 4) ∨ p) hold, and we take
g ∈ C6N+4

p (Rd). We also assume that the expansion (2.11) with a remainder satisfying (2.13) holds for all in

from 0 up toN − 1. The claims concerning the operatorsΓ
(k)
t are in Lemma 6.15, so we concentrate on

expansion.
We still have (7.1) and (7.2). By Proposition 5.2 and Lemma 6.11(b), and since 3+ N � 6N + 4, we have∥∥∥∥∥
(

An −
N+1∑
k=1

1

nk−1 k!A
(k)

)
Ptg

∥∥∥∥∥
p+2l(N+2),0

� K

nN+1
‖g‖p,6N+4

for all t , for some constantK (which again changes from line to line). Hence, recalling thatA(1) = A, and if instead
of (7.3) we set

γ ′
n,i,j g(x) =

1/n∫
0

P n
(i−1)/n

(
(I − Ps)A +

N+1∑
k=2

1

nk−1 k! A(k)

)
P(j−i)/ng(x)ds,

by virtue of (6.23) and (7.1), we get∣∣γn,i,[nt]g(x) − γ ′
n,i,[nt]g(x)

∣∣� K

nN+2
αp+2l(N+2)(x)‖g‖p,6N+4. (9.1)

Next we apply (5.15) withN ′ = 0, to the functionAP(j−i)/ng: taking advantage of Proposition 5.2 a
Lemma 5.4, we get that∥∥∥∥∥

(
Ps − I −

N∑
k=1

sk

k! Ak

)
AP(j−i)/ng

∥∥∥∥∥
p+2l(N+2),0

� KsN+1‖g‖p,6N+4.

Using also (6.23) and the notationDk of (6.33), we readily deduce that if

γ ′′
n,i,j g(x) =

1/n∫
0

P n
(i−1)/n

(
N+1∑
k=2

1

nk−1 k!A
(k) −

N∑
k=1

sk

k! Ak+1

)
P(j−i)/ng(x)ds

= 1

n
P n

(i−1)/n

(
N∑ 1

nk
Dk+1

)
P(j−i)/ng(x),
k=1
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then ∣∣γ ′
n,i,[nt]g(x) − γ ′′

n,i,[nt]g(x)
∣∣� K

nN+2
αp+2l(N+2)(x)‖g‖p,6N+4. (9.2)

We easily deduce from (5.15) that, under the same assumptions than in Lemma 5.6(b), we have

g(x) =
N∑

k=0

(−1)k
tk

k! PtA
kg(x) − 1

(N)!
t∫

0

(2t − s)NAN+1Psg(x)ds. (9.3)

(For checking this, we usePtA
k = AkPt and we can replacePtg in the kth summand above by the right sid

of (5.15) written forN − k instead ofN and then compute the right side of (6.21); a repeated use of the bin
formula gives us that this right side equalsg(x).)

Coming back to our problem, we deduce from (9.3) that the functionψn,N−k = g −∑N−k
r=0 (−1)k 1

nr r!P1/nA
rg,

for anyk � N , satisfies

‖ψn,N−k‖p+2l(N−k+1),4N+2k+2 � K

nN−k+1
‖g‖p,6N+4,

and so does the functionφi,j,n,N−k = P(j−i)/nψn,N−k . Hence

‖P n
(i−1)/nDk+1φi,j,n,N−k‖p+2l(N+2),4N−2 � K

nN−k+1
‖g‖p,6N+4

by Lemmas 6.6 and 6.12, and if

γ ′′′
n,i,j g(x) = 1

n

N∑
k=1

N−k∑
r=0

(−1)r

nk+r r!P
n
(i−1)/nDk+1P(j−i+1)/nA

rg(x)

we get∣∣γ ′′
n,i,[nt]g(x) − γ ′′′

n,i,[nt]g(x)
∣∣� K

nN+2
αp+2l(N+2)(x)‖g‖p,6N+4. (9.4)

Now we apply the induction hypothesis. Observe that ifk + r � N the functiong′ = Dk+1PtA
rg satisfies

‖g′‖p+2l(k+r+1),6N−2k−2r � K‖g‖p,6N+4 by Lemma 6.12. So our assumptions and the fact that 6(N −k−r)+4�
6N − 2k − 2r (remember thatk + r � 1) allow us to apply the expansion (2.11) to this function at the o
N − k − r , which gives∣∣∣∣(P n

(i−1)/n − P(i−1)/n −
N−k−r∑

u=1

1

nu
Γ

(u)
(i−1)/n

)
Dk+1P(j−i+1)/nA

rg(x)

∣∣∣∣
� K

nN−k−r+1
αp+2l(2N+3−k−r)(x)‖g‖p,6N+4.

Henceforth, if we setΓ (0)
t = Pt and

ξ
k,r,u
n,i,j g(x) = Γ

(u)
(i−1)/nDk+1P(j−i+1)/nA

rg(x)

for 1� k � N and 0� r � N − k and 0� u � N − k − r , then∣∣∣∣γ ′′′
n,i,[nt]g(x) − 1

n

N∑
k=1

N−k∑
r=0

N−r−k∑
u=0

(−1)r

nk+r+ur! ξ
k,r,u
n,i,[nt]g(x)

∣∣∣∣� K

nN+2
αp+4l(N+1)(x)‖g‖p,6N+4. (9.5)

In other words, if we fixt and introduce the functions

g (s) = Γ (u)D P Arg(x),
x;k,r,u,t s k+1 t−s
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r

.11)

n

by putting together (7.1), (9.1), (9.2), (9.4) and (9.5), we obtain∣∣∣∣�n,tg(x) −
N∑

k=1

N−k∑
r=0

N−r−k∑
u=0

(−1)r

nk+r+ur!
1

n

[nt]∑
i=1

gx;k,r,u,t

(
i − 1

n

)∣∣∣∣� Kt

nN+1
αp+4l(N+1)(x)‖g‖p,6N+4. (9.6)

Now, by (6.43)gx;k,r,u,t (s) is the action overg and at pointx of an operator of type B1+u∨k(2u + k + r + 1,

u + 1). Hence (6.40) applied repeatedly and the fact that 6N + 4 � 2(2u + k + r + 1) + 2(u + 1) + 2(N − k −
r − u) for all u, k, r with k � 1 andk + r + u � N show that the functiongx;k,r,u,t is differentiable up to orde
N − k − r −u+ 1, with all partial derivatives up to that order being bounded byKαp+4l(N+1)(x)‖g‖p,6N+4. Then
Lemma 8.1 applied toM = N − k − r − u gives:∣∣∣∣∣1n

[nt]∑
i=1

gx;k,r,u,t

(
i − 1

n

)
−

N−k−r−u∑
v=0

dv

nv

[nt]/n∫
0

g
(v)
x;k,r,u,t

(s)ds

∣∣∣∣� Kαp+4l(N+1)(x)

nN+1−k−r−u
‖g‖p,6N+4.

Injecting this into (9.6) gives∣∣∣∣∣�n,tg(x) −
N∑

k=1

N−k∑
r=0

N−r−k∑
u=0

N−k−r−u∑
v=0

(−1)rdv

nk+r+u+vr!
1

n

[nt]/n∫
0

g
(v)
x;k,r,u,t

(s)ds

∣∣∣∣∣
� Kt

nN+1
αp+4l(N+1)(x)‖g‖p,6N+4.

At this point, it suffices to use the definition (6.36) ofΓ
(q)
t and to reorder the sums above: we readily get (2

and (2.13), and we are done.

Remark 9.1. We can compute “explicitly” the operatorsΓ (k)
t , although this becomes incredibly tedious whek

grows. For example, in the 1-dimensional case (r = d = 1), and using (6.37) and the fact that

Γ
(1)
t g(x) = 1

2

t∫
0

PsD2Pt−sg(x)ds,

whereΠ is the following operator:

D2g(x) = −b2(g′ff ′)(x) − bc

2
(4g′′f 2f ′ + g′f 2f ′′)(x) − c2

2
(2g′′′f 3f ′ + g′′f 3f ′′ + g′′f 2f ′2)(x)

− bf (x)f ′(x)

∫
F(dy)

(
g′(x + f (x)y

)
y − g′(x)τ (y)

)
− b

∫
F(dy)

(
g′(x + f (x)y

)(
f
(
x + f (x)y

)− f (x)
)− g′(x)f (x)f ′(x)τ (y)

)
− cf 2(x)f ′(x)

∫
F(dy)

(
g′′(x + f (x)y

)
y − g′′(x)τ (y)

)
− c

2
f 2(x)f ′′(x)

∫
F(dy)

(
g′(x + f (x)y

)
y − g′(x)τ (y)

)
− c

2
f 2(x)f ′(x)2

∫
F(dy)g′′(x + f (x)y

)
y2

− c
∫

F(dy)
(
g′′(x + f (x)y

)(
f
(
x + f (x)y

)2 − f (x)2))− 2g′′(x)f (x)2f ′(x)τ (y)
)

2



558 J. Jacod et al. / Ann. I. H. Poincaré – PR 41 (2005) 523–558

that

(2001)

nction,

74 (11)

6 (1998)

erzbach,

(1974)

osch, S.I.

Process.

l. Appl. 8
−
∫

F(dy)

∫
F(dy′)

(
g
(
x + f (x)y′ + f

(
x + f (x)y′)y)− g

(
x + f (x)y′ + f (x)y

)
− g′(x + f (x)y′)(f (x + f (x)y′)− f (x)

)
τ(y)

− (g′(x + f (x)y
)
y − g′(x)τ (y)

)
f (x)f ′(x)τ (y′)

)
.

If we are in the compound Poisson case (i.e.c = 0 andF(R) < ∞ andb = ∫ τ(y)F (dy)), we see thatD2Psg =
Hsg whereHs is defined by (4.2), as it should be.

On the other hand, as soon asb �= ∫ τ(y)F (dy), and even ifF(R) < ∞, thenD2g is well defined only un-
der F(1), and we even needF(2) if further c �= 0. So, although this is no true proof, it seems quite unlikely
Theorems 2.2 and 2.3 stay true when we drop all integrability assumption on the jumps ofY , even wheng is
bounded.
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