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Abstract

LetH1, H2 be finite dimensional complex Hilbert spaces describing the states of two finite level quantum systems. S
ρi is a state inHi , i = 1,2. LetC(ρ1, ρ2) be the convex set of all statesρ in H = H1 ⊗H2 whose marginal states inH1 and
H2 areρ1 andρ2 respectively. Here we present a necessary and sufficient criterion for aρ in C(ρ1, ρ2) to be an extreme poin
Such a condition implies, in particular, that for a stateρ to be an extreme point ofC(ρ1, ρ2) it is necessary that the rank ofρ

does not exceed(d2
1 + d2

2 − 1)1/2, wheredi = dimHi , i = 1,2. WhenH1 andH2 coincide with the 1-qubit Hilbert spaceC2

with its standard orthonormal basis{|0〉, |1〉} andρ1 = ρ2 = 1
2I it turns out that a stateρ ∈ C(1

2I, 1
2I ) is extremal if and only

if ρ is of the form|Ω〉〈Ω| where|Ω〉 = 1√
2
(|0〉|ψ0〉 + |1〉|ψ1〉), {|ψ0〉, |ψ1〉} being an arbitrary orthonormal basis ofC

2. In

particular, the extremal states are the maximally entangled states. Using the Weyl commutation relations in the spaceL2(A) of
a finite Abelian group we exhibit a mixed extremal state inC( 1

n In, 1
n2 In2).

 2005 Elsevier SAS. All rights reserved.

Résumé

SoientH1 etH2 des espaces de Hilbert complexes de dimension finies décrivant les états de deux systm̀es quantiques. Soien
ρ1, ρ2 deux états surH1 et H2. Soit (ρ1, ρ2) le convexe formé par les états surH1 ⊗ H2 induisantρ1 et ρ2. L’objet de ce
travail est de donner un critère nécessaire et suffisant pour qu’un pointρ de ce convexe soit extrémal. Une condition nécess
est que le rang deρ n’excède pas(d2

1 + d2
2 − 1)1/2 ; oudi = dimHi . LorsqueH1 etH2 sont l’espaceC2 avec sa base standa

{|0〉|1〉} et queρ1 = ρ2 = −I , les états extrémaux sont caractérisés. Une exemple d’état extrémal mélangé est don
C( 1

n In, 1
n2 In2).

 2005 Elsevier SAS. All rights reserved.
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1. Introduction

One of the well-known problems of classical probability theory is the determination of the set of all ex
points in the convex set of all probability distributions in a product Borel space(X ×Y,F ×G) with fixed marginal
distributionsµ and ν on (X,F) and (Y,G) respectively. Denote this convex set byC(µ,ν). WhenX = Y =
{1,2, . . . , n}, F = G is the field of all subsets ofX andµ = ν is the uniform distribution then the problem
answered by the famous theorem of Birkhoff and von Neumann [1,2] that the set of extreme points of the
set of all doubly stochastic matrices of ordern is the set of all permutation matrices of ordern. Problems of this
kind have a natural analogue in quantum probability. SupposeH1 andH2 are finite dimensional complex Hilbe
spaces describing the states of two finite level quantum systemsS1 andS2 respectively. Then the Hilbert space
the coupled systemS12 is H1 ⊗H2. Supposeρi is a state ofSi in Hi , i = 1,2. Any stateρ in S12 yields marginal
states TrH2 ρ in H1 and TrH1 ρ in H2 where TrHi

is the relative trace overHi . Denote byC(ρ1, ρ2) the convex se
of all statesρ of the coupled systemS12 whose marginal states inH1 andH2 areρ1 andρ2 respectively. One would
like to have a complete description of the set of all extreme points ofC(ρ1, ρ2). In this paper we shall present
necessary and sufficient criterion for an elementρ in C(ρ1, ρ2) to be an extreme point. This leads to an interes
(and perhaps surprising) upper bound on the rank of such an extremal stateρ. Indeed, ifρ is an extreme point o
C(ρ1, ρ2) then the rank ofρ cannot exceed(d2

1 + d2
2 − 1)1/2 wheredi = dimHi . Note that the rank of an arbitrar

state inH1 ⊗ H2 can vary from 1 tod1d2. WhenH1 = H2 = C
2, {|0〉, |1〉} is the standard (computational) ba

of C
2 andρ1 = ρ2 = 1

2I it turns out that a stateρ in C(1
2I, 1

2I ) is extremal if and only ifρ has the form|Ω〉〈Ω|
where|Ω〉 = 1√

2
(|0〉|ψ0〉 + |1〉|ψ1〉), {|ψ0〉, |ψ1〉} being any orthonormal basis ofC

2. These are the well-know
maximally entangled states.

A major part of this work was done by the author during his visit to the University of Greifswald during 17
16 July under a DST (India)–DAAD (Germany) project between the Indian Statistical Institute and the mathe
department of the University of Greifswald. The author is grateful to these organisations for their generous
The hospitality extended by the colleagues of the Quantum Probability group in the University of Greifswa
particularly, Michael Schurmann is gratefully acknowledged. The example of Section 4 was constructed
the author’s visit to the University of Nottingham during 13–25 August, 2003 when he enjoyed the hospit
R.L. Hudson and J.M. Lindsay. Finally, the author expresses his thanks to Mr. Anil Shukla for his help in
the manuscript.

2. Extreme points of the convex set C(ρ1,ρ2)

In the analysis of extreme points in a compact convex set of positive definite matrices the following prop
plays an important role [7]. See also [3,4] and [6].

Proposition 2.1. Let ρ be any positive definite matrix of ordern and rankk < n. Then there exists a permutatio
matrixσ of ordern, a k × (n − k) matrixA and a strictly positive definite matrixK of orderk such that

σρσ−1 =
[

K KA

A†K A†KA

]
. (2.1)

If, in addition,ρ = 1
2(ρ′ + ρ′′) whereρ′ andρ′′ are also positive definite matrices then there exist positive defi

matricesK ′, K ′′ of orderk such that

σρ#σ−1 =
[

K# K#A

A†K# A†K#A

]
, (2.2)

where# indicates′ and ′′.
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Proof. Choose vectorsui ∈ C
n, i = 1,2, . . . , n, such that

ρ = ((〈ui |uj 〉
))

, i, j ∈ {1,2, . . . , n}.
Since rankρ = k, the linear span of all theui ’s has dimensionk. Hence modulo a permutationσ of {1,2, . . . , n}
we may assume thatu1,u2, . . . ,uk are linearly independent and

uk+j = a1ju1 + a2ju2 + · · · + akjuk, 1� j � n − k. (2.3)

Putting

K = ((〈ui |uj 〉
))

, i, j ∈ 1,2, . . . , k,

A = ((aij )), i = 1,2, . . . , k; j = 1,2, . . . , n − k,

and denoting by the same letterσ , the permutation unitary matrix of ordern corresponding toσ we obtain the
relation (2.1). To prove the second part we express

σρσ−1 =
[

K KA

A†K A†KA

]
= 1

2

[
K ′ B1

B
†
1 C1

]
+ 1

2

[
K ′′ B2

B
†
2 C2

]

where the two partitioned matrices on the right-hand side are the matricesσρ′σ−1 andσρ′′σ−1. Now construct
vectorsvi , wi , i = 1,2, . . . , n, such that

σρ′σ−1 = ((〈vi |vj 〉
))

, i, j ∈ {1,2, . . . , n}, (2.4)

σρ′′σ−1 = ((〈wi |wj 〉
))

, i, j ∈ {1,2, . . . , n}. (2.5)

Let |0〉, |1〉 be the standard orthonormal basis ofC
2. Define

|ϕi〉 = 1√
2

(|vi〉|0〉 + |wi〉|1〉), 1� i � n. (2.6)

Then we have

〈ϕi |ϕj 〉 = 1

2

(〈vi |vj 〉 + 〈wi |wj 〉
) = 〈ui |uj 〉 for all i, j ∈ {1,2, . . . , n}.

Thus the correspondenceui → ϕi is an isometry. Hence by (2.3) we have

ϕk+j = a1jϕ1 + a2jϕ2 + · · · + akjϕk, 1� j � n − k.

Substituting for theϕi ’s from (2.6) and using the orthogonality of|0〉 and|1〉 we conclude that

|vk+j 〉 =
k∑

i=1

aij |vi〉, (2.7)

|wk+j 〉 =
k∑

i=1

aij |wi〉. (2.8)

Putting

K ′ = ((〈vi |vj 〉
))

, i, j ∈ {1,2, . . . , k},
K ′′ = ((〈wi |wj 〉

))
, i, j ∈= {1,2, . . . , k},

and substituting (2.7) and (2.8) in (2.4) and (2.5) we obtainB1 = K ′A, C1 = A†K ′A, B2 = K ′′A, C2 = A†K ′′A.
Thus we have (2.2). �
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Let H1,H2 be two complex Hilbert spaces of finite dimensiond1, d2 and equipped with orthonormal bas
{e1, e2, . . . , ed1}, {f 1,f 2, . . . ,f d2

} respectively. Consider the tensor productH = H1 ⊗ H2 equipped with the
orthonormal basisgij = ei ⊗ f j with the ordered pairsij in the lexicographic order. For any operatorX onH we
associate its marginal operatorsXi in Hi by putting

X1 = TrH2 X, X2 = TrH1 X

where TrHi
stands for the relative trace overHi . If ρ is a state onH, i.e., a positive operator of unit trace, th

its marginal operators are states inH1 andH2. Now we fix two statesρ1 andρ2 in H1 andH2 respectively and
consider the compact convex set

C(ρ1, ρ2) = {ρ | ρ a state onH with marginalsρ1 andρ2 in H1 andH2 respectively}
in B(H). Let E(ρ1, ρ2) ⊂ C(ρ1, ρ2) be the set of all extreme points inC(ρ1, ρ2).

Proposition 2.2. Letρ ∈ E(ρ1, ρ2). Thenρ is singular.

Proof. Supposeρ is nonsingular. Choose nonzero Hermitian operatorsLi in Hi with zero trace. Then for al
sufficiently small and positiveε, the operatorsρ ± εL1 ⊗ L2 are positive definite. Since the marginal operator
L1 ⊗ L2 are 0, both of the operatorsρ ± εL1 ⊗ L2 belong toC(ρ1, ρ2) and

ρ = 1

2

(
(ρ + εL1 ⊗ L2) + (ρ − εL1 ⊗ L2)

)
andρ is not extremal. �
Proposition 2.3. Letn = d1d2, ρ ∈ C(ρ1, ρ2), rankρ = k < n and letσ be a permutation of the ordered basis{gij }
of H such that

σρσ−1 =
[

K KA

A†K A†KA

]
, (2.9)

whereK is a strictly positive definite matrix of orderk. Then, in order thatρ ∈ E(ρ1, ρ2) it is necessary that ther
exists no nonzero Hermitian matrixL of orderk such that both the marginal operators of

σ−1

[
L LA

A†L A†LA

]
σ (2.10)

vanish.

Proof. Suppose there exists a nonzero Hermitian matrixL of orderk such that both the marginals of the opera
(2.10) vanish. SinceK in (2.9) is nonsingular and positive definite it follows that for all sufficiently small
positiveε, the matricesK ± εL are strictly positive definite. Hence

ρ = 1

2

{
σ−1

[
K + εL (K + εL)A

A†(K + εL) A†(K + εL)A

]
σ + σ−1

[
K − εL (K − εL)A

A†(K − εL) A†(K − εL)A

]
σ

}

where each summand on the right-hand side has the same marginal operators asρ. Furthermore[
K ± εL (K ± εL)

A†(K ± εL) A†(K ± εL)A

]
=

[
I

A†

]
(K ± εL)[I |A] � 0.

Thusρ is not extremal. �
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Corollary. Letρ ∈ E(ρ1, ρ2). Then rankρ �
√

d2
1 + d2

2 − 1.

Proof. Let rankρ = k. By Proposition 2.2,k < n. Sinceρ is a positive definite matrix in the basis{gij } such that
σρσ−1 can be expressed in the form (2.9). The extremality ofρ implies that there exists no nonzero Hermiti
matrixL of orderk such that the matrix (2.10) has both its marginals equal to 0. The vanishing of both the ma
of (2.10) is equivalent to

Trσ−1

[
L LA

A†L A†LA

]
σ(X1 ⊗ I (2) + I (1) ⊗ X2) = 0 (2.11)

for all Hermitian operatorsXi in Hi , I (i) being the identity operator inHi . Eq. (2.11) can be expressed as

TrL[Ik|A]σ(X1 ⊗ I (2) + I (1) ⊗ X2)σ
−1

[
Ik

A†

]
= 0.

In other wordsL is in the orthogonal complement of the real linear space

D =
{
[Ik|A]σ(X1 ⊗ I (2) + I (1) ⊗ X2)σ

−1
[

Ik

A†

] ∣∣∣∣ Xi Hermitian inHi , i = 1,2

}
,

with respect to the scalar product〈L|M〉 = TrLM between any two Hermitian matrices of orderk. Thus the
extremality ofρ implies thatD⊥ = {0}. The real linear space of all Hermitian matrices of orderk has dimensionk2.
The real linear space of all Hermitian operators of the formX1⊗I (2) +I (1) ⊗X2 is d2

1 +d2
2 −1. Thusk2 = dimD �

d2
1 + d2

2 − 1. �
Proposition 2.4. Let ρ ∈ C(ρ1, ρ2), k, σ,K,A be as in Proposition2.3. Suppose there is no nonzero Hermiti
matrixL of orderk such that both the marginal operators of

σ−1

[
L LA

A†L A†LA

]
σ

vanish. Thenρ ∈ E(ρ1, ρ2).

Proof. Supposeρ /∈ E(ρ1, ρ2). Then there exist two distinct statesρ′, ρ′′ in C(ρ1, ρ2) such that

ρ = 1

2
(ρ′ + ρ′′), ρ′ 
= ρ′′.

Since rankρ = k it follows from Proposition 2.1 that there exist positive definite matricesK ′, K ′′ of orderk such
that

σρ#σ−1 =
[

K# K#A

A†K# A†K#A

]

where(ρ#,K#) stands for any of the three pairs(ρ,K), (ρ′,K ′), (ρ′′,K ′′). Sinceρ′ 
= ρ′′ and henceσρ′σ−1 
=
σρ′′σ−1 it follows thatK ′ 
= K ′′. PuttingL = K ′ − K ′′ 
= 0 we obtain a nonzero Hermitian matrixL of orderk
such that both the marginal operators of

σ−1

[
L LA

A†L A†LA

]
σ

vanish. This is a contradiction.�
Combining Proposition 2.3, its corollary and Proposition 2.4 we have the following theorem.
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Theorem 2.5. LetH1, H2 be complex finite dimensional Hilbert spaces of dimensiond1, d2 respectively. Suppos
C(ρ1, ρ2) is the convex set of all statesρ in H = H1 ⊗ H2 whose marginal states inH1 andH2 are ρ1 and ρ2
respectively. Let{ei}, {f j } be orthonormal bases forH1, H2 respectively and letgij = ei ⊗ f j , i = 1,2, . . . , d1;
j = 1,2, . . . , d2 be the orthonormal basis ofH in the lexicographic ordering of the ordered pairsij . In order that

an elementρ in C(ρ1, ρ2) be an extreme point it is necessary that itsrankk does not exceed
√

d2
1 + d2

2 − 1. Letσ
be a permutation unitary operator inH, permuting the basis{gij } and satisfying

σρσ−1 =
[

K KA

A†K A†KA

]

whereK is a strictly positive definite matrix of orderk. Thenρ is an extreme point of the convex setC(ρ1, ρ2) if
and only if the real linear space

D =
{
[Ik|A]σ(X1 ⊗ I (2) + I (1) ⊗ X2)σ

−1
[

I

A†

] ∣∣∣∣ Xi Hermitian inHi , i = 1,2

}

coincides with the space of all Hermitian matrices of orderk.

Proof. Immediate from Proposition 2.3, its corollary and Proposition 2.4.�

3. The case H1 = H2 = C
2

We consider the orthonormal basis

|0〉 =
[

1
0

]
, |1〉 =

[
0
1

]

in C2 and write

|xy〉 = |x〉 ⊗ |y〉 for all x, y ∈ {0,1}.
Thene1 = |00〉, e2 = |01〉, e3 = |10〉, e4 = |11〉 constitute an ordered orthonormal basis forC

2 ⊗ C
2. For any state

ρ in C
2 ⊗ C

2 define

Kρ

(
(x, y), (x′, y′)

) = 〈xy|ρ|x′y′〉, x, y, x′, y′ ∈ {0,1}. (3.1)

If ρ has marginal statesρ1, ρ2 then

Kρ

(
(x,0), (x′,0)

) + Kρ

(
(x,1), (x′,1)

) = 〈x|ρ1|x′〉, (3.2)

Kρ

(
(0, y), (0, y′)

) + Kρ

(
(1, y), (1, y′)

) = 〈y|ρ2|y′〉 (3.3)

for all x, y, x′, y′ in {0,1}. If ρ is an extreme point of the convex setC(ρ1, ρ2) it follows from Theorem 2.5 tha
the rank ofρ cannot exceed

√
7. In other words, every extremal stateρ′ in C(ρ1, ρ2) has rank 1 or 2. When

ρ1 = ρ2 = 1
2I we have the following theorem:

Theorem 3.1. LetH1 = H2 = C2. A stateρ in C(1
2I, 1

2I ) is an extreme point if and only ifρ = |Ω〉〈Ω| where

|Ω〉 = 1√
2

(|0〉 ⊗ |ψ0〉 + |1〉 ⊗ |ψ1〉
)
,

{|ψ 〉, |ψ 〉} being an orthonormal basis ofC2.
0 1
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Proof. We shall first show that there is no extremal stateρ of rank 2 inC(1
2I, 1

2I ). To this end choose and fix a sta
ρ of rank 2 inC(1

2I, 1
2I ). Then the right-hand sides of (3.2) and (3.3) coincide with1

2δxx′ and 1
2δyy′ respectively

and in the ordered basis{ej ,1� j � 4} the positive definite matrixKρ of rank 2 in (3.1) assumes the form

Kρ =




a
2 x y z

x̄ 1−a
2 t −y

ȳ t̄ 1−a
2 −x

z̄ −ȳ −x̄ a
2


 (3.4)

for some 0� a � 1, x, y, z, t ∈ C. The factKρ has rank 2 implies that one of the following three cases holds:

(1)
[ a/2 x

x̄ (1−a)/2

]
is strictly positive definite;

(2)
[ a/2 y

ȳ (1−a)/2

]
is strictly positive definite;

(3) |x|2 = |y|2 = a(1−a)
4 and one of the matrices

[ a/2 z

z̄ a/2

]
,
[ (1−a)/2 t

t̄ (1−a)/2

]
is strictly positive definite.

We shall first show that case (3) is vacuous. We assume that

|x|2 = |y|2 = a(1− a)

4
, |z|2 <

a2

4
, rankKρ = 2. (3.5)

Conjugation by the unitary permutation matrix corresponding to the permutation (1)(24)(3) brings (3.4) to th


a
2 z

z̄ a
2

y x

−x̄ −ȳ

ȳ −x

x̄ −y

1−a
2 t̄

t 1−a
2


 (3.6)

with rank 2. By Proposition 2.1 this implies that[ 1−a
2 t̄

t 1−a
2

]
= A†KA (3.7)

where

A = K−1
[

y x

−x̄ −ȳ

]
, K =

[
a
2 z

z̄ a
2

]
. (3.8)

Puttingx =
√

a(1−a)
2 eiθ , y =

√
a(1−a)

2 eiϕ , substituting the expressions of (3.8) in (3.7) and equating the 11-en
the matrices on both sides of (3.7) we get∣∣∣∣a2 + ze−i(θ+ϕ)

∣∣∣∣
2

= 0

and therefore|z|2 = a2

4 , a contradiction.

The case|t |2 <
(1−a)2

4 is dealt with in the same manner.
Now we shall prove thatρ is not extremal. Express (3.4) as

Kρ =
[

K KA

A†K A†KA

]
(3.9)

where

K =
[

a
2 x

1−a

]
, A = K−1

[
y z

]
, (3.10)
x̄ 2 t −y
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A†KA = dK−1, d = a(1− a)

4
− |x|2 > 0. (3.11)

This implies the existence of a unitary matrixU such that

K1/2A = d1/2UK−1/2.

From (3.10) we have[
y z

t −y

]
= KA = d1/2K1/2UK−1/2.

Hence TrU = 0. SinceU is a unitary matrix of zero trace it has the form

U = eiθV

whereV is a selfadjoint unitary matrix of determinant−1. In particular

A = d1/2 eiθK−1/2V K−1/2 (3.12)

whereV is selfadjoint and unitary. We now examine the linear space

D =
{
[I2|A](X1 ⊗ I2 + I2 ⊗ X2)

[
I2

A†

] ∣∣∣∣ Xi is Hermitian for eachi

}
. (3.13)

In the ordered basis{ej , j = 1,2,3,4} it is easily verified thatX1 ⊗ I2 + I1 ⊗ X2 in D varies over all matrices o
the form{[

X + pI2 rI2

r̄I2 X + qI2

] ∣∣∣∣ X Hermitian,p,q ∈ R, r ∈ C

}
.

Thus

D = {X + AXA† + rA† + r̄A + qAA† + pI | X Hermitian,p,qεR, r ∈ C}.
We now search for a Hermitian matrixL of order 2 inD⊥ with respect to the scalar product〈X1|X2〉 = TrX1X2
for any two Hermitian matrices of order 2. In other words we search for a HermitianL satisfying

TrL = 0, TrLK−1/2V K1/2 = 0,

TrL(X + dK−1/2V K−1/2XK−1/2V K−1/2) = 0

}
(3.14)

for all HermitianX. (Here we have substituted forA from (3.12).)
Note that

√
d K−1/2V K−1/2 = B is a Hermitian matrix of determinant−1. Thus (3.14) reduces to

TrL = 0, TrLB = 0, L + BLB = 0. (3.15)

The matrixB can be expressed as

B = WDW†

whereW is unitary and

D =
[

α 0
0 −α−1

]
, α > 0.

Then for anyξ ∈ C the Hermitian matrix

L = W†
[

0 ξ

ξ̄ 0

]
W

satisfies (3.15). In other wordsD⊥ 
= {0} and therefore the linear spaceD in (3.13) is not the space of all Hermitia
matrices of order 2. Hence by Theorem 2.5, the stateρ is not extremal.
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Thus every extremal stateρ in C(1
2I, 1

2I ) is of rank 1. Such an extremal stateρ has the form

ρ = |Ω〉〈Ω|
where

|Ω〉 =
∑

x,y∈{0,1}
axy |xy〉,

∑
x,y

|axy |2 = 1.

The fact that|Ω〉〈Ω| has its marginal operators equal to1
2I implies that((axy)) = 1√

2
((uxy)) where((uxy)) is a

unitary matrix of order 2. Putting

1∑
y=0

uxy |y〉 = |ψx〉

we see that

|Ω〉 = 1√
2

(|0〉|ψ0〉 + |1〉|ψ1〉
)

(3.16)

where{|0〉, |1〉} is the canonical orthonormal basis inC
2 and{|ψ0〉, |ψ1〉} is another orthonormal basis inC2 (which

may coincide with{|0〉, |1〉}). Varying the orthonormal basis{|ψ0〉, |ψ1〉} of C
2 in (3.16) we get all the extrema

states ofC(1
2I, 1

2I ) as|Ω〉〈Ω|. �

4. An example of a mixed extremal state in C( 1
nIn, 1

n2 In2) which is also nonseparable

Let A be a finite additive Abelian group of cardinalityn, addition operation+ and null element 0. Choose an
fix a symmetric bicharacter〈·,·〉 onA × A satisfying

〈a, b〉 = 〈b, a〉, ∣∣〈a, b〉∣∣ = 1,

〈a, b + c〉 = 〈a, b〉〈a, c〉
for all a, b, c ∈ A. Denote byH the Hilbert spaceL2(A) with respect to the counting measure inA and consider
the orthonormal basis:

|a〉 = 1{a}, a ∈ A,

where the right-hand side denotes the indicator function of the singleton{a} in A. Define the unitary operatorsUa ,
Vb in H by

Ua|c〉 = |a + c〉,
Vb|c〉 = 〈b, c〉|c〉

for all a, b, c in A. Then we have the Weyl commutation relations

UaUb = Ua+b, VaVb = Va+b, VbUa = 〈a, b〉UaVb for all a, b ∈ A.

Put

W = U V , x = (a, b) ∈ A × A.
x a b
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Then the family{Wx} is irreducible and

TrW†
x Wy = nδxy.

In particular{ 1√
n
Wx, x ∈ A × A} is an orthonormal basis in the Hilbert spaceB(H) of all operators onH with the

scalar product

〈X|Y 〉 = TrX†Y, X,Y ∈ B(H).

Define the operator matrix

P = 1

n2
[W†

x Wy], x, y ∈ A × A, (4.1)

of ordern2 with entries fromB(H). ThenP = P † = P 2 and TrP = n, whenP is considered as an operator
H ⊗ K whereK = L2(A × A). ThusP is a projection of rankn in ann3-dimensional Hilbert space. Define th
state

ρ0 = 1

n
P. (4.2)

Theorem 4.1. ρ0 is an extremal state in the convex setC( 1
n
IH, 1

n2 IK) whereIH andIK are the identity operators
in H andK respectively. Furthermore, in the range ofρ0 there does not exist a nonzero product vector of the f
u ⊗ f , u ∈ H, f ∈ K.

Proof. Observe thatρ0 can be expressed in the block form

ρ0 = 1

n3

[
IH B

B† B†B

]

whereB = [Wx, x ∈ A × A, x 
= 0] and rankρ0 = rankIH = n. Now consider a Hermitian operatorL in H and
put

αL =
[

L LB

B†L B†LB

]
.

Suppose that the relative traces ofαL in H andK vanish. This would, in particular, imply

TrLWx = 0 for all x ∈ A ⊗ A.

Since the family{ 1√
n
Wx, x ∈ A × A} is an orthonormal basis inB(H) it follows that L = 0. In other wordsρ0

satisfies the conditions of Proposition 2.3 and thereforeρ0 is an extreme point of the convex setC( 1
n
IH, 1

n2 IK).
To prove the second part, suppose that there exists a nonzero product vectoru ⊗ f in the range ofρ0. It follows

from (4.1) and (4.2) that

Pu ⊗ f = u ⊗ f

or equivalently

1

n2

∑
y∈A×A

f (y)Wyu = f (x)Wxu for all x ∈ A × A.

Thus the right-hand side is independent ofx and therefore

f (x)Wxu = f (0,0)u.

Sinceu⊗f 
= 0 it follows thatf (0,0) 
= 0 and thereforef (x) 
= 0 for everyx ∈ A×A. ThusCu is a 1-dimensiona
invariant subspace for the irreducible family{Wx,x ∈ A × A}. This is a contradiction. �
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Remark. The last part of Theorem 4.1 implies that the stateρ0 is not separable in the sense thatρ0 cannot be
expressed as

∑
i piαi ⊗ βi , wherei runs over a finite index setS, {pi} is a probability distribution onS, {αi} and

{βi} are families of states inH andK respectively (see [5]).

Theorem 4.2. LetH,K be Hilbert spaces of dimensionm,n respectively and letρ be a state inH ⊗K such that
ρ ∈ C( 1

m
IH, 1

n
IK). Then

S(ρ) � |log2m − log2 n|
whereS(ρ) denotes the von Neumann entropy ofρ. In particular,

rankρ � max(m,n)

min(m,n)
.

Proof. Consider a spectral decomposition ofρ in the form

ρ =
k∑

j=1

pj |Ωj 〉〈Ωj |

where{|Ωj 〉, 1 � j � k} is an orthonormal set and{pj , 1 � j � k} is a probability distribution withpj > 0
for everyj . In particular, rank(ρ) = k. Let {|er 〉, 1 � r � m}, {|fs〉, 1 � s � n} be orthonormal bases inH, K
respectively. Define

P(j, r, s) = pj

∣∣〈er ⊗ fs |Ωj 〉
∣∣2.

ThenP(·, ·, ·) can be viewed as a joint probability distribution of three random variablesX,Y,Z assuming value
in the sets{1,2, . . . , k}, {1,2, . . . ,m}, {1,2, . . . , n} respectively. Using the symbolH for the Shannon entropy a
well as conditional entropy for random variables assuming a finite number of values we have

H(XYZ) = H(Y) + H(XZ|Y) = H(Z) + H(XY |Z).

By the hypothesis onρ we conclude thatY and Z are uniformly distributed in{1,2, . . . ,m} and {1,2, . . . , n}
respectively. Thus we get

log2 m − log2 n = H(Y) − H(Z) = H(XY |Z) − H(XZ|Y)

� H(XY |Z) � H(X|Z) � H(X) = S(ρ).

InterchangingY andZ in this argument and combining the two inequalities we get

S(ρ) � |log2m − log2 n|.
This completes the proof of the first part. We have

S(ρ) = −
k∑

j=1

pj log2 pj � log2 k

which yields the second part.�
Remark. It is interesting to note that, in view of Theorem 4.2, the extremal stateρ0 constructed in Theorem 4.1 i
indeed, of minimal rank.

We conclude with an example which is of some interest, particularly, in the context of Theorems 3.1 a
with n = 2 which cover the casesC2 ⊗ C

2 andC
2 ⊗ C

4.
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Example 4.3. Let H = C
2, K = C

3 with labeled orthonormal bases{|0〉, |1〉}, {|0〉, |1〉, |2〉} respectively. Suppos
ρ0 = 1

2P whereP is the 2-dimensional projection inH ⊗ K onto the span of{|00〉 + |11〉 + i|12〉, |10〉 + |01〉 −
i|02〉}. Using the ordered orthonormal basis{|00〉, |10〉, |01〉, |11〉, |02〉, |12〉} in H ⊗ K and looking uponH ⊗ K
asC

2 ⊕ C
2 ⊕ C

2, P can be expressed as a block matrix:

P = 1

3




I2 σ1 σ2

σ1 I2 iσ3

σ2 −iσ3 I2




whereσi , i = 1,2,3, are the 2× 2 Pauli matrices. Since the trace of any Pauli matrix is 0 it follows thatρ0 ∈
C(1

2I2,
1
3I3). It is straightforward to verify that there is no product vector in the range ofP . Thusρ0 is a mixed

entangled state with both the marginals having maximum entropy. IfL is a 2× 2 Hermitian matrix such that th
marginals of the operator

TL =




L Lσ1 Lσ2

σ1L σ1Lσ1 σ1Lσ2

σ2L σ2Lσ1 σ2Lσ2




in H andK are 0 then it follows that TrL = TrLσ1 = TrLσ2 = TrLσ3 = 0 and thereforeL = 0. By Proposition 2.4
it follows thatρ0 is an extremal state inC(1

2I2,
1
3I3). By Theorem 4.2,ρ0 has minimal rank.

Acknowledgements

The author is grateful to the anonymous referee at whose suggestion Theorem 4.2, the subsequent i
remark and Example 4.3 with some modifications have been added.

References

[1] R.B. Bapat, T.E.S. Raghavan, Nonnegative Matrices and Applications, Encyclopaedia of Mathematics and its Applications, vol.
bridge University Press, 1997.

[2] G. Birkhoff, Three observations on linear algebra, Univ. Nac. Tucumán Rev. Ser. A 5 (1946) 147–151.
[3] J.P.R. Christensen, J. Vesterstrom, A note on extreme positive definite matrices, Math. Ann. 244 (1979) 65–68.
[4] R. Grome, S. Pierce, W. Watkins, Extremal correlation matrices, Linear Algebra Appl. 134 (1990) 63–70.
[5] M. Horodecki, P. Horodecki, R. Horodecki, Separability of mixed states: necessary and sufficient conditions, Phys. Lett. A 223 (1–

1–8.
[6] R. Loewy, Extreme points of a convex subset of the cone of positive semidefinite matrices, Math. Ann. 253 (1980) 227–232.
[7] K.R. Parthasarathy, On extremal correlations, J. Statist Plann. Inference 103 (2002) 73–80.


