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ABSTRACT. – In this article we investigate diffusions in random environment. We provi
sufficient condition for a strong law of large numbers with non-vanishing limiting velocity a
functional central limit theorem. In the course of this work we introduce certain regene
times and obtain a renewal structure. As an illustration, we apply our results to a
of anisotropic gradient-type diffusions in random environment, where the technique
environment viewed from the particle does not apply well.
 2003 Éditions scientifiques et médicales Elsevier SAS

RÉSUMÉ. – Cet article traite des diffusions en milieu aléatoire. On donne une cond
suffisante pour la loi forte des grands nombres avec une vitesse limite non nulle e
un théorème limite central fonctionnel. Certains temps de régénération sont introduits
sructure de renouvellement est obtenue. A titre d’illustration, nous appliquons nos tech
à une classe de diffusions anisotropes de type gradient pour lesquelles la techni
l’environnement vu de la particule ne s’applique pas bien.
 2003 Éditions scientifiques et médicales Elsevier SAS

1. Introduction

Random motions in random media has been a very active research area o
last twenty years, both in the discrete and continuous settings. The method
“environment viewed from the particle” has played an important role, see for ins
[13,16,19,21,23]. In the continuous setting, there has been a special empha
the gradient-type or the incompressible drift situations, and most of the pro
has occurred when there is an explicit invariant measure for the process
environment viewed from the particle, which is absolutely continuous with respe
the static distribution of the random medium, see [5,15,17,20,21,23], see howeve
Nevertheless, the general setting is still poorly understood. On the other hand, pr
has been made recently in the discrete setting, see [3,4,33–36]. One appeal
continuous theory is that, unlike in the discrete setting (cf. [3]), imposing independ
assumptions on the environment at the level of bonds or sites, is not relevant an
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Related to this feature, some arguments of the discrete theory are not applicable
continuous setting.

The present article investigates diffusions in random environment in the contin
setting, in situations where a priori no invariant measure of the process o
environment viewed from the particle is known to exist. We provide a suffic
condition, under which the process satisfies a strong law of large numbers with
vanishing velocity, which can further be refined by a central limit theorem. In partic
under this condition, the diffusion in random environment exhibits a ballistic beha
We use a strategy which has been successful in the discrete setting. We construc
regeneration times which provide a renewal structure, see [35]. As an applicat
our results, we show the ballistic behavior of a concrete class of diffusion proc
in random environment, which is a natural generalization of some discrete m
mentioned in [18], which were studied in [27].

We now describe the setting in more details. We denote with(�,A ,P) a probability
space and withG = {tx: x ∈ R

d} a group of measure preserving transformations, ac
ergodically on�, for details see the beginning of Section 2. We consider bou
measurable functionsb(·) :� → R

d and σ (·) :� → R
d×d , as well as two constan

b̄, σ̄ > 0 such that ∣∣b(ω)∣∣ � b̄ <∞,
∣∣σ (ω)∣∣ � σ̄ <∞, (1.1)

where| · | denotes Euclidean norm both for vectors andd × d-matrices. We write

b(x,ω) = b
(
tx(ω)

)
, σ (x,ω)= σ

(
tx(ω)

)
. (1.2)

We assume thatb(· ,ω) andσ (· ,ω) are Lipschitz continuous, i.e., there exists a cons
K > 0 such that for allω ∈�, x, y ∈ R

d ,

∣∣b(x,ω)− b(y,ω)
∣∣ � K|x − y| and∣∣σ (x,ω)− σ (y,ω)
∣∣ � K|x − y|.

(1.3)

Further, we assume thatσσ t(x,ω) is uniformly elliptic, that means, there is a const
ν > 0 such that for allx, y ∈ R

d andω ∈�,

1

ν
|y|2 �

∣∣σ t(x,ω)y
∣∣2 � ν|y|2, (1.4)

whereσ t stands for the transposed matrix ofσ . For a Borel subsetF ⊂ R
d , we define

theσ -algebra generated byb(x,ω), σ (x,ω), for x ∈ F :

HF
def= σ

{
b(x,ω), σ (x,ω): x ∈ F

}
, (1.5)

and assume an independence condition, which we callR-separation. Namely, there exis
anR > 0, such that for all Borel subsetsF, F ′ in R

d with

d(F,F ′) def= inf
{|x − x′|: x ∈ F,x′ ∈ F ′}>R,
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HF andHF ′ areP-independent. (1.6)

Let us mention two examples of such random vectorsb(x,ω) and random matrice
σ (x,ω) respectively. The convolution of a Poissonian point process with a Lips
continuous vector-valued, or matrix-valued, function supported in a ball of radiusR/2
yields after truncation a possible example, cf. [31], p. 185. Another possible exam
to use the Gaussian field, described in [1], Sections 1.6 and 2.3. After convolutio
truncation, we get another example. (The formula (2.3.4) on p. 28 in [1] need be ch
to X(x) = ∫

g(x − λ) dZ(λ), whereg(λ) is some vector- or matrix-valued Lipschi
continuous function, compactly supported in a ball of radiusR/2.)

We denote by(C(R+,Rd),F ,W) the canonical Wiener space, and with(Wt)t�0

the canonical Brownian motion (which is independent from(�,A ,P)). The diffusion
process in the random environmentω is the lawPω

x (which is sometimes called th
quenched law) on(C(R+,Rd),F ) of the solution of the stochastic differential equatio{

dXt(ω)= b(Xt,ω) dt + σ (Xt,ω) dWt,

X0 = x, x ∈ R
d, ω ∈�.

(1.7)

The aim of this article is to study the asymptotic properties ofX· under the “anneale
law”:

Px
def= P × Pω

x . (1.8)

We provide a sufficient condition, see (3.1-i), under which the strong law of
numbers holds, that is:

P0-a.s.
Xt

t
→ v, ast → ∞,

wherev is a deterministic andnon-vanishingvelocity (cf. Theorem 3.2). Further, w
show that the stronger condition (3.1-ii) guarantees a functional central limit the
namely ass tends to infinity, theC(R+,Rd)-valued process

Bs
·

def= 1√
s
(Xs· − sv·),

converges in law, under the annealed measureP0, to a non-degenerated-dimensional
Brownian motion with covariance matrixK (cf. Theorem 3.3).

The derivation of this sufficient condition (3.1) is based on the strategy of constru
some regeneration timesτk, k � 1, similar to those defined in [35], and providing
renewal structure, cf. Theorem 2.5. The sufficient condition is then expressed in te
the transience of the diffusionX· in some direction and the finiteness of the first (or th
second) moment ofτ1 conditioned on no-backtracking, cf. (3.1). There are several w
to construct these regeneration timesτk . In the spirit of [4,36], we introduce addition
Bernoulli variables. In essence, the first regeneration timeτ1 is the first integer time, a
which the diffusion process reaches a local maximum in a given direction ∈ Sd−1, the
auxiliary Bernoulli variable takes value 1, and from then on the process never back
The regeneration timesτk, k � 2, are then obtained by iteration of this procedure.
the true definition, we refer to (2.12)–(2.17), (2.22). In our construction we take sp
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advantage of the diffusion structure to couple the Bernoulli variables with the diffu
process, the resulting renewal structure, cf. Theorem 2.5, gives us a good contr
the trajectory of the diffusion, see Remark 2.6, and we also have a convenient M
structure, cf. Corollary 2.2. This provides a key tool for studying asymptotic beh
of the diffusion in a random environment. Further applications of this renewal stru
and Theorems 3.2, 3.3 will follow.

As an illustration of our results, we study a class of reversible diffusion proce
for which σ = 1 andb(x,ω) = ∇V (x,ω), whereV (· ,ω) has uniformly bounded an
Lipschitz continuous derivatives, and there exist a unit vector ∈ R

d, A,B > 0 and
λ > 0 such that

Ae2λ ·x � e2V (x,ω) � B e2λ ·x, for all x ∈ R
d andω ∈�. (1.9)

In the case whereλ = 0, the diffusive behavior of the process has been extens
investigated, cf. [5,21,22], however we do not know of any result whenλ > 0. We show
in this article that whenλ > 0, (no matter how smallλ is) the sufficient condition (3.1
is fulfilled (in fact, we prove the much stronger exponential estimates underP̂ω

x , cf.
Theorem 4.9 and Corollary 4.10, which can also be used to deduce certain large de
controls, cf. [32,33]). As a result, the above mentioned law of large numbers
functional central limit theorem hold, see Theorem 4.11. The class under conside
includes the case whereb(x,ω) = ∇Ṽ (x,ω) + λ , for some bounded̃V ∈ C1(Rd,R),
with bounded and Lipschitz continuous derivatives. Let us mention that this situat
closely related to some of the models studied by Lebowitz and Rost in [18], whe
existence of an effective limiting velocity is mentioned as an open question.

Let us also point out that Theorems 3.2, 3.3 have a scope which goes beyo
above class of examples. In particular in the discussion of the above exampl
obtain uniform controls inω and we do not even need to take advantage of the
that the moment conditions (3.1-i), (3.1-ii) in Theorems 3.2, 3.3 are expressed in
of annealed measures (i.e., integrating overω). Further applications of Theorems 3
3.3 will appear elsewhere.

Let us finally describe how this article is organized. In Section 2, we enlarg
probability space with coupled Bernoulli random variables, cf. Theorem 2.1. We
define the regeneration times(τk)k�1, cf. (2.12)–(2.17), and we provide the cruc
renewal structure in Theorem 2.5.

In Section 3, the sufficient condition is expressed in terms of the transience
diffusion in the direction and the (square) integrability ofτ1 conditioned on no
backtracking, cf. (3.1). With the help of the renewal structure constructed in Sect
we are able to show the ballistic behavior of(Xt )t�0 in Theorem 3.2, and a function
central limit theorem in Theorem 3.3.

In Section 4, we will apply the results from the previous sections to the sp
class of models described in (1.9). An important role is played by estimates o
exit distribution and exit time of the diffusion processes from a large cylinder
axis parallel to , cf. Propositions 4.2 and 4.3. The main integrability properties ofXτ1

andτ1 are derived in Theorem 4.9 and Corollary 4.10, and our main result is sta
Theorem 4.11.
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Finally, in the appendix, we collect some results about continuous martingale
linear parabolic partial differential equations of second order, which are used throu
this article.

2. The renewal structure

In this section we will enlarge the probability space(C(R+,Rd),F ,Pω
x ) to (C(R+,

R
d) × {0,1}N,F ⊗ S , P̂ω

x ), by adding some suitable auxiliary i.i.d. Bernoulli rando
variables, see (2.6) and Theorem 2.1.

On the enlarged space(�×C(R+,Rd) × {0,1}N,A ⊗ F ⊗ S , P̂x), see (2.11), we
will define the regeneration timesτk, k � 1, and discover the resulting renewal struct
under the new annealed measureP̂0, see Theorems 2.4 and 2.5.

For the random environment(�,A ,P), we assume that for allx, y ∈ R
d , tx is

a mapping on� with t0 = 1 and tx+y = tx ◦ ty ; the mapping(x,ω) �→ tx(ω) is
(B ⊗ A ,A )-measurable, withB denoting the Borelσ -algebra onRd ; tx preserves the
P-measure; and forA ∈ A such thattx(A) = A for all x, thenP[A] ∈ {0,1}. We recall
that under these assumptions{tx : x ∈ R

d} is a group of strongly continuous unita
operators onL2(�,A ,P), cf. p. 223 in [12].

2.1. The coupling construction

We first need to introduce further notations. Let ∈ R
d be a given unit vector, and le

Ux def= B6R(x + 5R ), Bx def= BR(x + 9R ), (2.1)

be the two subsets shown in Fig. 1.
We also introduce for open setG ⊂ R

d , u ∈ R the (Ft )t�0-stopping times ((Ft )t�0

denotes the canonical right continuous filtration on(C(R+,Rd),F )):
TG

def= inf
{
t � 0: Xt /∈G

}
,

Tu
def= inf

{
t � 0:  · (Xt −X0)� u

}
,

T̃u
def= inf

{
t � 0:  · (Xt −X0)� u

}
,

(2.2)

Fig. 1. SetsUx andBx .
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and the maximal relative displacement toX0 the process( ·Xs)s�0 has reached within
time t ,

M(t)
def= sup

{
 · (Xs −X0): 0� s � t

}
. (2.3)

We denote bypω(s, x, y) the transition density underPω
x , which is a continuous functio

of s > 0, x, y ∈ R
d such thatPω

x [Xs ∈ G] = ∫
G dy pω(s, x, y), for all open setG ⊂ R

d ,
cf. [8], pp. 139–141. We also introduce the sub-transition densitypω,Ux (s, x, y), which
is a continuous function ins > 0, x ∈ R

d andy ∈Ux , fulfilling:

Pω
x

[
Xs ∈G, TUx > s

] =
∫
G

dy pω,Ux (s, x, y), (2.4)

for all open setG⊂ Ux .
Under our assumptions on the drift termb(· ,ω) and the diffusion matrixσσ t(· ,ω),

there exists a constantε(ν, d, b̄, σ̄ ,R,K) ∈ (0, 1
2) such that for allω ∈�,

pω,Ux (1, x, y) � 2ε

|BR| > 0, for all x ∈ R
d andy ∈ Bx, (2.5)

where|BR| denotes the volume ofBR . We refer to Corollary A.5 in the appendix for th
proof of (2.5).

With the help of (2.5), we are going to use a coupling construction enlarging
probability space(C(R+,Rd),F ,Pω

x ) to include some auxiliary i.i.d. Bernoulli rando
variables(λm)m∈N.

Before providing this coupling construction, let us give some other notations
denote byλj the canonical coordinates on{0,1}N (the variablesλj will turn out to

be i.i.d. Bernoulli random variables with success probabilityε). Further, letSm
def=

σ {λ0, . . . , λm}, m ∈ N, denote the canonical filtration on{0,1}N generated by(λm)m∈N

andS
def= σ {⋃m Sm} be the canonicalσ -algebra. To simplify notation let us write fo

t � 0:

Zt
def= Ft ⊗ S�t�, Z

def= F ⊗ S = σ

{ ⋃
m∈N

Zm

}
, (2.6)

with �t� def= inf{n ∈ N: t � n}. We also introduce the shift operators{θm: m ∈ N}, with
θm : (C(R+,Rd)× {0,1}N,Z ) → (C(R+,Rd)× {0,1}N,Z ), such that

θm(X·, λ·) = (Xm+·, λm+·), (2.7)

for X· ∈ C(R+,Rd) andλ· ∈ {0,1}N.
Now we can state the coupling construction.

THEOREM 2.1 (Coupling construction). –For everyω ∈ � andx ∈ R
d there exists

a probability measurêPω
x on (C(R+,Rd) × {0,1}N,Z ) depending measurably onω

andx, such that
(1) Under P̂ω

x , (Xt )t�0 is Pω
x -distributed, and theλm, m � 0, are i.i.d. Bernoulli

variables with success probabilityε (recall (2.5)).
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(2) Under P̂ω
x , λm (m � 1) is independent ofFm ⊗ Sm−1, and conditioned

on Zm, X· ◦ θm has the same law asX· under P̂ω
Xm,λm

, where forλ = 0,1, P̂ω
x,λ

denotes the laŵPω
x [ · | λ0 = λ].

(3) P̂ω
x,1 almost surely,Xs ∈Ux for s ∈ [0,1] (recall (2.1)).

(4) Under P̂ω
x,1, X1 is uniformly distributed onBx (recall (2.1)).

Proof. –Given a probability kernel̂Pω
x,λ[X· ∈O], for O ∈ F1, x ∈ R

d, λ ∈ {0,1} and
ω ∈�, there will be a unique probability kernelP̂ω

x on Z , for x ∈ R
d, ω ∈�, such that

underP̂ω
x :

• λm is a Bernoulli random variable with success probabilityε, independent o
Fm ⊗ Sm−1, whenm � 1;

• For O ∈ F1, the conditional expectation̂Pω
x [θ−1

m (X· ∈ O) | Zm] P̂ω
x -a.s. equals

P̂ω
Xm,λm

[O].
Here is how we definêPω

x,λ[X· ∈ O] for O ∈ F1, x ∈ R
d, ω ∈ � and λ ∈ {0,1},

namely we set

P̂ω
x,λ0=1[X· ∈O] = 1

|BR|
∫
Bx

dy Pω,1
x,y [O | TUx > 1], (2.8)

and

P̂ω
x,λ0=0[X· ∈O] = 1

1− ε

{
Pω
x [O] − ε

|BR|
∫
Bx

dy Pω,1
x,y [O | TUx > 1]

}
, (2.9)

wherePω,1
x,y is the bridge measure fromx to y in time 1 underPω

x ; i.e.,Pω,1
x,y is the unique

probability measure on(C([0,1],Rd),F1) such that for allOs ∈ Fs , s < 1:

Pω,1
x,y [Os] = 1

pω(1, x, y)
Eω
x

[
Os,pω(1− s,Xs, y)

]
.

The proof of the existence of this bridge measure can be found in [31], pp. 137
Although the proof in [31] is for the Brownian bridge, it can still be used for
proof of Pω,1

x,y with little modification. The only change one need to do is in
proof of (A.8) on p. 138, namely one need to use the inequality 1/pω(t − s,Xs, y) �
ϕ(t − s)d/2 exp{µ(Xs−y)2

2(t−s)
}, µ > 0, ϕ > 0, which can be found in [8], p. 141.

Observe thatpω,Ux (1, x, y) = pω(1, x, y)Pω,1
x,y [TUx > 1] and Pω

x [X· ∈ O, TUx > 1,

X1 ∈ B ′] = ∫
B ′ pω,Ux (1, x, y) · Pω,1

x,y [X· ∈ O | TUx > 1]dy, so in view of (2.5),P̂ω
x,λ is

well defined. It is then straightforward to see that the resultingP̂ω
x fulfills (1)–(4). ✷

As a consequence, we have

COROLLARY 2.2 (Markov property). –Under P̂ω
x , the joint process(Xm,λm)m∈N is

a time homogeneous Markov chain, with respect to the filtration(Zm = Fm ⊗ Sm)m∈N,
and in factP̂ω

x -a.s.
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[
(X·, λ·) ◦ θm ∈ 2 | Zm

] = P̂ω
Xm,λm

[
(X·, λ·) ∈ 2

]
. (2.10)

Finally, let us introduce the new annealed measure on(� × C(R+,Rd) × {0,1}N,

A ⊗ Z ), see also (1.8):

P̂x
def= P × P̂ω

x and Êx
def= E × Êω

x , (2.11)

and observe that by property (1) in Theorem 2.1,(Xt )t�0 has same distribution underP̂x

andPx .

2.2. The regeneration times τk

In this part, we will define the regeneration timesτk, k ∈ N, and discover the resultin
renewal structure.

To define the first regeneration timeτ1, we need to introduce a sequence of integ
valued(Zt )t�0-stopping timesNk , for which the conditionλNk

= 1 holds, and at thes
times the process( · Xs)s�0 reaches essentially a local maximum (within a sm
variation). Thenτ1 is the firstNk + 1, k � 1, such that the process( · Xt)t�0 never
goes below ·XNk+1 −R afterNk + 1.

To defineNk , we introduce the integer-valued(Ft )t�0-stopping times(Ñk)k�1, which
are essentially the times when( · Xs)s�0 reaches local maxima (also within a sm
variation). Then, we choosẽN1 to be the firstNk with λNk

= 1.
Here is how we precisely define them: first, we introduce fora > 0 the (Ft )t�0-

stopping timesVk(a), k � 0: V0 is the first time( · (Xs −X0))s�0 reachesa, andVk+1

is the first time( ·Xs)s�0 reachesR above the local maximum it reached till�VK�, that
is (recallM(a) in (2.3) andTu in (2.2)),

V0(a)
def= Ta; V1(a)

def= TM(�V0(a)�)+R; Vk+1(a)
def= TM(�Vk(a)�)+R. (2.12)

Then, we defineÑ1(a) to be the first�Vk�, k � 0, such that| · (Xs − XVk
)| � R

2 for
all s ∈ [Vk, �Vk�]; andÑk+1(a) to beÑ1(3R) shifted afterÑk(a) (it is not Ñ1(a) after
Ñk(a), the reason for this comes from our definition ofNk+1 later in (2.15)):

Ñ1(a)
def= inf

{
�Vk(a)�: k � 0, sup

s∈[Vk,�Vk�]

∣∣ · (Xs −XVk
)
∣∣ � R

2

}
,

Ñk+1(a)
def= Ñ1(3R) ◦ θ

Ñk(a)
+ Ñk(a), k � 1,

N1(a)
def= inf

{
Ñk(a): k � 1, λ

Ñk(a)
= 1

};
(2.13)

(by convention we set̃Nk+1 = ∞ if Ñk = ∞). We illustrate in Fig. 2 the situation, whe
Ñ2(a) is �V0(3R)� afterÑ1(a).

Observe that̃Nk, k � 1, are integer-valued, bigger or equal to 1, andPω
x -a.s. sup

s�Ñk
 .

(Xs −X˜ ) � R, i.e., within a variation ofR,  ·X˜ reaches a local maximum. Now w

Nk Nk
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Fig. 2.Vk(a) andÑm(a).

Fig. 3.

can define the(Zt )t�0-stopping times (recall (2.2)):S1
def= N1(3R)+ 1; J1

def= S1 + T̃−R ◦ θS1;
R1

def= �J1� = S1 +D ◦ θS1;
(2.14)

with D
def= �T̃−R�.

Now we shall define the integer-valued(Zt )t�0-stopping timeNk+1, k � 1, which
is bigger thanRk such thatλNk+1 = 1, and the process( · Xs)s�0 does not go abov
 ·XNk+1 +R until timeNk+1. More precisely:

Nk+1
def= Rk +N1(ak) ◦ θRk

with ak
def= M(Rk)−  · (XRk

−X0)+R, (2.15)

(the shiftθRk
is not applied toak in the above definition, cf. Fig. 3).
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The quantityak in (2.15) is used to make sure thatNk+1 is an integer bigger thanRk ,
such that sups�Nk+1

 · Xs �  · XNk+1 + R (here is why we defined the stopping tim
(Vk(a))k�0 for a generala).

As in (2.14), we define the(Zt )t�0-stopping times:Sk+1
def= Nk+1 + 1; Jk+1

def= Sk+1 + T̃−R ◦ θSk+1;
Rk+1

def= �Jk+1� = Sk+1 +D ◦ θSk+1.
(2.16)

Observe that for allk ∈ N, the(Zt )t�0-stopping timesNk,Sk andRk are integer-valued
possibly equal to infinity. Of course we have 1� N1 � S1 � J1 � R1 � N2 � S2 � J2 �
R2 � · · · � ∞.

With the help of these stopping times, the firstregeneration timeis defined, as in [35]
by

τ1
def= inf

{
Sk: Sk < ∞, Rk = ∞}

� ∞. (2.17)

Again,τ1 is integer-valued, andτ1 � 2, becauseN1 � 1.
With this definition, we see that on the event{τ1 < ∞}, P̂x-a.s., ·Xs �  ·Xτ1−1 +

R �  ·Xτ1 −7R, for s � τ1−1, see also Theorem 2.1 and Fig. 1, i.e.(Xs)s�τ1−1 remains

in the half spaceL( ·Xτ1 −7R), with L(a) def= {z ∈ R
d : z · � a} for a ∈ R. On the other

hand, because the process( ·Xt)t�0 never goes below ·Xτ1 −R afterτ1, i.e. (Xt )t�τ1

belongs to the half spaceR( ·Xτ1 − R), where fora ∈ R, R(a)
def= {z ∈ R

d : z ·  � a}.
This will turn out to be an important issue in the proof of Theorem 2.4.

We will see in Proposition 2.7 below that thêP0 almost sure finiteness ofτ1 is
equivalent toP0-a.s., limt→∞  ·Xt = ∞. For the time being we begin with

LEMMA 2.3. – Suppose that̂P0-a.s.τ1 < ∞, thenP0[D = ∞]> 0.

Proof. –We prove this by contradiction. IfP0[D = ∞] = 0, it follows from the
stationarity ofP-measure that

∫
dx Px[D = ∞] = 0. Thereafter, by Fubini’s theorem

there exists aP-null-setϒ ⊂ �, such that for allω /∈ ϒ , outside a Lebesgue-null-s
N (ω)⊂ R

d, Pω
x [D = ∞] = Pω

x [T̃−R = ∞] = 0 holds.
Because by our assumptions (1.1), (1.3) and (1.4), the transition densitypω(t, x, y)

exists for allω ∈ � andt > 0, it follows from the Markov property of(Xt )t�0 underPω
x

that forω /∈ϒ and for allx ∈ R
d, Pω

x [
⋂

q∈Q
q>0

T̃−R ◦ θq <∞] = 1.

Therefore, forω outside theP-null-setϒ and allx ∈ R
d, Pω

x [T̃−R/2 <∞] = 1, which
implies by the strong Markov property thatPω

x -a.s. lim inft Xt · = −∞. This contradicts
the assumption̂P0[τ1 < ∞] = 1. ✷

Let us define on the space(�×C(R+,Rd)×{0,1}N,A ⊗Z ) theσ -algebraG , which
is generated by the sets of the form:

{τ1 = m} ∩Om−1 ∩ {Xm−1 ·  > a} ∩ {Xm ∈G} ∩ Fa, m � 2, a ∈ R, (2.18)

with Om−1 ∈ Zm−1, G ⊂ R
d open, andFa ∈ HL(a+R) (recall H in (1.5) andL

below (2.17)). The situation is shown in Fig. 4.
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Fig. 4.

Essentially, theσ -algebraG describes the history of the Bernoulli variablesλ·, the
path of the process(Xt )t�0, and the random environmentω possibly contributing befor
time τ1 − 1.

The key step in the study of the renewal structure mentioned in the introduct
now:

THEOREM 2.4. – Assume that̂P0-a.s.τ1 < ∞. Letx ∈ R
d , andf, g, h be bounded

functions, which are respectivelyZ – (recall (2.6)), HR(−R) – (recall H in (1.5) and
R below(2.17)), andG -measurable. Then

Êx

[
f (Xτ1+· −Xτ1, λτ1+·)g ◦ tXτ1

h
] = Ê0

[
f (X·, λ·)g | D = ∞] · Êx[h], (2.19)

wherety, y ∈ R
d , is the shift operator from the beginning of Section2.

Proof. –By Lemma 2.3, we know thatP0[D = ∞] = P̂0[D = ∞] > 0, and the right-
hand side of (2.19) is well-defined.

Since theσ -algebraG is generated by sets of the form in (2.18), which form
π -system, it is sufficient to prove (2.19) forh = 1{τ1=m} · 1{Xm−1· >a} · 1Fa

· 1Om−1 · 1Xm∈G,
with Om−1 ∈ Zm−1, G ⊂ R

d open, andFa ∈ HL(a+R).
For this specialh, the left-hand side of (2.19) is now:

Êx

[
f (Xτ1+· −Xτ1, λτ1+·) g ◦ tXτ1

h
]

= Êx

[
f (Xm+· −Xm,λm+·) g ◦ tXm

; τ1 = m, Om−1,Xm−1 ·  > a, Fa,Xm ∈G
]
.

Observe that{τ1 = m} ∩ Om−1 = Õm−1 ∩ {D ◦ θm = ∞} ∩ {λm−1 = 1}, for some
Õm−1 ∈ Zm−1 ∩ {Xm−1 ·  + R � Xt ·  , ∀t � m − 1}, therefore the last expressio
is now:

E
{

Êω
x

[
Êω
x

[
f (Xm+· −Xm,λm+·) g ◦ tXm

; Xm ∈G, D ◦ θm = ∞ | Zm−1
];

Fa, Õm−1,Xm−1 ·  > a, λm−1 = 1
]}
. (2.20)

By the Markov property, cf. (2.10), we observe thatPω
x -a.s. on the event{λm−1 = 1},

Êω
x

[
f (Xm+· −Xm,λm+·) g ◦ tXm

; Xm ∈G, D ◦ θm = ∞ ∣∣ Zm−1
]
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ve

ls
= Êω
Xm−1,1

[
f (X1+· −X1, λ1+·) g ◦ tX1; X1 ∈G, D ◦ θ1 = ∞]

= Êω
Xm−1,1

[
Êω
X1,λ1

[
f (X· −X0, λ·) g ◦ tX0; D = ∞]

, X1 ∈G
]
.

Note that, by Theorem 2.1,λ1 is independent ofX1 under the measurêPω
y,1, for all

y ∈ R
d ; and using property (4) of Theorem 2.1, the last expression is:

1

|BR|
∫

BXm−1∩G
dy Êω

y

[
f (X· − y,λ·) g ◦ ty, D = ∞]

.

Plugging this formula into (2.20) and using Fubini’s theorem, the left-hand side of (
now equals

1

|BR|
∫

dy E
{

Êω
x

[
Êω
y

[
f (X· − y,λ·) g ◦ ty, D = ∞];

Fa, Õm−1,Xm−1 ·  > a, λm−1 = 1,
{
y ∈ BXm−1 ∩G

}]}
.

SetV def= {Fa, Õm−1,Xm−1 · > a, λm−1 = 1, y ∈ BXm−1 ∩G}, the last expression equa

1

|BR|
∫

dy E
{

P̂ω
x [V ] · Êω

y

[
f (X· − y,λ·), D = ∞] · g ◦ ty

}
. (2.21)

Observe that 1{y∈BXm−1} is zero fory ·  − 8R � Xm−1 ·  , see also Fig. 4. Therefor
in the above integral we only need to considery such thata < y ·  − 8R, and thus
Fa ∈ HL(y· −7R). Also observe that for thẽOm−1 introduced above (2.20), we ha
Õm−1 ⊂ {Xm−1 · +R � Xt · , ∀t � m−1}. Therefore, we see thatP̂ω

x [V ] is HL(y· −7R)-
measurable.

On the other hand, sinceg is HR(−R)-measurable and due to the restrictionD = ∞,
we observe that̂Eω

y [f (X· − y,λ·),D = ∞] · g ◦ ty is HR(y· −R)-measurable.

As a result ofR-separation, cf. (1.6), we see thatP̂ω
x [V ] andÊω

y [f (X· − y,λ·),D =
∞] · g ◦ ty are independent under theP-measure. Using this observation, (2.21) equa∫

dy Êx

[
1V

|BR|
]
· Êy

[
f (X· − y,λ·) g ◦ ty, D = ∞]

=
(∫

dy Êx

[
1V

|BR|
])

· Ê0
[
f (X·, λ·) g, D = ∞]

,

where we used the stationarity of theP-measure in the last step. By takingf = g = 1,
we get from the above calculation thatÊx[h] = P̂0[D = ∞]·∫ dy Êx[1V /|BR|], therefore
the left-hand side of (2.19) is now

Ê0
[
f (X·, λ·) g, D = ∞] · Êx[h]

P̂0[D = ∞] = Ê0
[
f (X·, λ·) g | D = ∞] · Êx[h].

This finishes the proof. ✷
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We now define inductively on the event{τ1 < ∞} a non-decreasing sequence
random variables, by viewingτk, k � 1, as a function of(X·, λ·):

τk+1
(
(X·, λ·)

) def= τ1
(
(X·, λ·)

)+ τk
(
(Xτ1+· −Xτ1, λτ1+·)

)
, k � 1, (2.22)

and set by conventionτk+1 = ∞ on {τk = ∞}. We observe that for eachk, τk is either
infinite or a positive integer. Of course,τk+1 = τk((X·, λ·)) + τ1((Xτk+· − Xτk , λτk+·)),
but we prefer the definition (2.22) in view of the proof of the renewal structure prom
in the introduction (in the next theorem, we set toτ0 = 0):

THEOREM 2.5 (Renewal structure). –Assume that̂P0-a.s.,τ1 < ∞. Then under the
measurêP0, the random variablesZk

def= (X(τk+·)∧(τk+1−1)−Xτk ; Xτk+1 −Xτk ; τk+1−τk),

k � 0, are independent. Furthermore,Zk, k � 1, under P̂0, have the distribution o
Z0 = (X·∧(τ1−1) −X0; Xτ1 −X0; τ1) underP̂0[ · | D = ∞].

Proof. –Let us define on the space(�×C(R+,Rd)×{0,1}N,A ⊗Z ) theσ -algebra
Gn+1, which is generated by(Zk)0�k�n. It suffices to show that forh bounded andGn+1-
measurable,n � 0,

Ê0[h,Zn+1 ∈ ∗] = Ê0[h] · P̂0[Z0 ∈ ∗ | D = ∞]. (2.23)

We prove this by induction. The casen = 0 follows from Theorem 2.4, becau
G1 ⊂ G , with G defined in (2.18). For the stepn → n + 1, we observe that becau
Gn+1 is generated byG1 and θ−1

τ1
(Gn), without loss of generality we can assume t

h = h1 · hn ◦ θτ1, with hn ∈ Gn andh1 ∈ G1. It follows from Theorem 2.4 that the lef
hand side of (2.23) equals

Ê0
[
(hn1{Zn∈∗}) ◦ θτ1 · h1

] = Ê0[hn1{Zn∈∗}; D = ∞] · Ê0[h1]
P0[D = ∞] .

Observe that{D = ∞} = {T̃−R = ∞} = {T̃−R � τ1} = {D � τ1} (the equalities hold
P̂0-a.s.). Indeed, we only need to show the last equality: from the definition ofD, it
is obvious that{T̃−R � τ1} ⊂ {D � τ1}; to the opposite direction, we see thatD � τ1

implies T̃−R > τ1 − 1, and in addition because(XNj
− X0) ·  � 3R for all j � 1,

cf. (2.14), andT̃−R ◦ θτ1 = ∞, T̃−R = ∞ follows. Then, we observe that up-to
P̂0-null-set, {D � τ1} lies in G1 (indeed, P̂0-a.s. {D � τ1 = m} = {D > m − 1} ∩
{τ1 = m}, thus by (2.18), the claim follows), thereforehn ·1{D=∞} ∈ Gn. Hence, it follows
by the induction assumption that the right-hand side of the previous expression e

P̂0[Z0 ∈ ∗ | D = ∞] · Ê0[hn; D = ∞] · Ê0[h1]
P0[D = ∞]

= P̂0[Z0 ∈ ∗ | D = ∞] · Ê0[h1hn ◦ θτ1].
This finishes the proof. ✷

Remark2.6. – In the above theorem, the renewal structure is proved for the traje
between timesτk andτk+1 − 1, unlike in [35]. Nevertheless, we have very good con
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over the trajectory between timesτk andτk+1, because by our constructionλτk+1−1 = 1,
hence,̂P0-a.s.Xs ∈ B

Xτk+1−1, for all s ∈ [τk+1 − 1, τk+1]. I.e., the path betweenτk+1 − 1
andτk+1 remains in a ball of radius 6R, see also Fig. 4.

PROPOSITION 2.7. – P̂0-a.s.τ1 < ∞ if and only ifP0-a.s.lim t→∞ Xt ·  = ∞.

Proof. –If P̂0-a.s.τ1 < ∞, then it follows from Theorem 2.5 that̂P0-a.s.τm < ∞,
for all m � 1, and by definition ofτm that P̂0-a.s. limm→∞ Xτm ·  = ∞. Therefore,
lim t→∞ Xt ·  = ∞.

To show the opposite direction, we first claim thatP̂0-a.s.N1 < ∞, and henceS1 < ∞.
Let us define

Z
def= sup

s�1
|Xs −X0| and A

def=
{
Z >

R

2

}
, (2.24)

and observe that because of the assumption (1.1) and (1.4) it follows from
Support Theorem of Stroock–Varadhan, cf. [2], p. 25, that there exists a co
c0(K, b̄, σ̄ , ν,R, d) > 0 such that for allx ∈ R

d andω ∈�:

Pω
x

[
Ac

]
� c0 > 0. (2.25)

Since limt→∞ Xt ·  = ∞, P0-a.s., we see that there exists aP-null-setϒ ⊂ � such that
for all ω /∈ ϒ, Pω

0 -a.s.Vk(3R) < ∞ for all k ∈ N, cf. (2.12) for the definition ofVk. Let
us define

Ak
def=

{
sup

s∈[Vk,�Vk�]

∣∣ · (Xs −XVk
)
∣∣> R

2

}
, k � 0, (2.26)

then it follows from induction and the strong Markov property that forn ∈ N and
ω /∈ ϒ , Pω

0 [⋂0�k�n Ak] � (1 − c0)
n. As a result, for allω /∈ ϒ, Pω

0 [Ñ1(3R) = ∞] �
Pω

0 [
⋂

k�0Ak] = 0. By the stationarity ofP-measure, we see thatPx-a.s.Ñ1 < ∞, for

all x ∈ R
d . Therefore,

∫
dx Px[Ñ1 = ∞] = 0, so it follows from Fubini’s theorem

that there is aP-null-set> ⊂ �, such that for allω /∈ >, outside a Lebesgue-null-s
N (ω) ⊂ R

d, Pω
x [Ñ1 = ∞] = 0. Using the positivity ofpω(n, y, z), with a somewha

similar argument as in the last two paragraphs of the proof of Lemma 2.3, we s
induction thatP0[Ñm = ∞] = 0, for m � 1.

Clearly, for arbitraryn � 1, P̂0[N1(3R) = ∞] � P̂0[λÑm(3R)
= 0, ∀m� n] � (1− ε)n

holds. As a result,̂P0-a.s.N1 < ∞.
We now can prove that̂P0-a.s. τ1 < ∞. To show this we note that by simila

computations as in the proof of Theorem 2.4 (see (2.20), (2.21)):

P̂0[Rk < ∞] = E
[

P̂ω
0 [Nk < ∞, D ◦ θNk+1 < ∞]]

= ∑
m�2

E
[

P̂ω
0 [Nk = m− 1, D ◦ θm <∞]]

= ∑
m�2

E
[

P̂ω
0

[
Nk = m− 1, P̂ω

Xm−1,1

[
P̂ω
X1,λ1

[D < ∞]]]]
= ∑

m�2

1

|BR|
∫

dy E
[

P̂ω
0

[
?, λm−1 = 1, y ∈ BXm−1

] · P̂ω
y [D <∞]],
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for some? ∈ Fm−1 ⊗ Sm−2 such that{Nk = m − 1} = ? ∩ {λm−1 = 1}. We observe
that? ⊂ {Xm−1 ·  + R � Xt ·  , ∀t � m − 1}, hence as in the proof of Theorem 2
P̂ω

0 [?,y ∈ BXm−1, λm−1 = 1] and P̂ω
y [D < ∞] are P-independent, therefore the la

expression equals∑
m�2

1

|BR|
∫

dy P̂0
[
?,λm−1 = 1, y ∈ BXm−1

] · P0[D < ∞]

= P̂0[Sk < ∞] · P0[D < ∞] � P̂0[Rk−1 < ∞] · P0[D < ∞],
(it is not hard to see that the last inequality above is indeed an equality) so by ind
we obtain that

P̂0[Rk <∞] � P0[D < ∞]k. (2.27)

On the other hand, as in the proof of Lemma 2.3,P0-a.s. limt Xt · = ∞ impliesP0[D =
∞] > 0. Therefore, from (2.27) and̂P0-a.s.S1 < ∞, Sk+1 < ∞ on {Rk < ∞} we see
that P̂0-a.s. inf{k � 1: Sk < ∞, Rk = ∞}< ∞, which proveŝP0-a.s.τ1 < ∞. ✷

3. Law of large numbers and central limit theorem

In this section we will provide a sufficient condition to derive a strong law of la
numbers and a functional central limit theorem. Some parts of the proofs pres
in this section are similar to the proofs of Theorem 2.3 on p. 1864 in [35], an
Theorem 4.1 on pp. 130–131 in [32]. We will also use some classical results
continuous martingales, which are presented in the appendix.

We begin with

LEMMA 3.1. – Under (3.1-i), (3.2-i)holds:

P0-a.s. lim
t→∞ ·Xt = ∞ and Ê0[τ1 | D = ∞]< ∞, (3.1-i)

Ê0
[|Xτ1| | D = ∞]

< ∞. (3.2-i)

Analogously, under(3.1-ii), (3.2-ii) holds:

P0-a.s. lim
t→∞ ·Xt = ∞ and Ê0

[
τ 2

1 | D = ∞]
< ∞ (3.1-ii)

Ê0
[|Xτ1|2 | D = ∞]

< ∞. (3.2-ii)

Proof. –First, we prove the implication (3.1-ii)⇒ (3.2-ii). From Lemma 2.3 an
Proposition 2.7 we see thatP0[D = ∞]> 0, and hencêEx[τ 2

1 | D = ∞] is well-defined.
Further, becauseτ1 only takes integer value bigger or equal to 2, we can write

Ê0
[|Xτ1|2 |D = ∞] =

∞∑
n=2

Ê0
[|Xn|2, τ1 = n | D = ∞]

. (3.3)

Observe thatPω
0 -a.s. (and thereforêPω

0 -a.s.)

|Xn|2 =
∣∣∣∣∣

n∫
b(Xs,ω) ds +

n∫
σ (Xs,ω) dWs

∣∣∣∣∣
2

� 2b̄2n2 + 2
∣∣Yn(ω)

∣∣2,

0 0
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whereWs is some suitableFt Brownian motion,b̄ appears in (1.1), and

Yt(ω) :=
t∫

0

σ (Xs,ω) dWs (3.4)

is an(Ft )t�0 local martingale underPω
0 . Thus, the right-hand side of (3.3) is

� 2b̄2Ê0
[
τ 2

1 | D = ∞] + 2
∞∑
n=2

Ê0
[|Yn|2, τ1 = n | D = ∞]

.

By Hölder’s inequality withp,q � 1 such that1
p

+ 1
q
= 1, each term in the summatio

of the last display can be estimated by

Ê0
[|Yn|2, τ1 = n | D = ∞]

� Ê0
[|Yn|2p | D = ∞]1/p · P̂0[τ1 = n | D = ∞]1/q

� 1

P̂0[D = ∞]1/p Ê0
[|Yn|2p]1/p · P̂0[τ1 = n | D = ∞]1/q.

From the assumption (1.4), we see that〈Y i(ω)〉t � νt for all ω ∈�, i = 1, . . . , d, so we
can apply (A.1) in the appendix and obtain that the rightmost side of the above expr
is smaller than

c(p, d, ν)

P̂0[D = ∞]1/p · nP̂0[τ1 = n | D = ∞]1/q. (3.5)

Coming back to (3.3), we see that in order to showÊ0[|Xτ1|2 | D = ∞]< ∞, it suffices
to prove

∑∞
n=2nP̂0[τ1 = n | D = ∞]1/q < ∞, for someq > 1.

To this end, observe that by assumption (3.1-ii),Ê0[τ 2
1 | D = ∞] = ∑∞

n=2n
2P̂0[τ1 =

n | D = ∞]< ∞, and hence with Hölder’s inequality:∑
n

nP̂0[τ1 = n | D = ∞]1/q = ∑
n

n1−2/qn2/qP̂0[τ1 = n | D = ∞]1/q

�
(∑

n

n(1−2/q)p
)1/p

·
(∑

n

n2P̂0[τ1 = n | D = ∞]
)1/q

<∞, (3.6)

providedq close to 1, i.e.p close to∞.
For the implication (3.1-i)⇒ (3.2-i), we proceed similarly as above. Instead of (3

we use ∑
n

√
n P̂0[τ1 = n | D = ∞]1/q

�
(∑

n

n(1/2−1/q)p
)1/p

·
(∑

n

nP̂0[τ1 = n | D = ∞]
)1/q

< ∞,

for q close to 1. This completes the proof.✷
Now we are ready to prove the strong law of large numbers:
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THEOREM 3.2 (Strong law of large numbers). –Assume(3.1-i), then

P0-a.s.
Xt

t

t→∞−→ v
def= Ê0[Xτ1 | D = ∞]

Ê0[τ1 | D = ∞] , (3.7)

and · v > 0.

Proof. –BecauseX· has same distribution underP̂0 andP0, it is sufficient to show tha
P̂0-a.s.Xt

t

t→∞−→ v.
Further, from our construction ofSk andτ1, see (2.14), (2.16) and (2.17), it is cle

that P̂0-a.s.Xτ1 ·  > 0, thus · v > 0 is immediate.
By Theorem 2.5, the strong law of large numbers applied on the i.i.d. random var

(τn+1 − τn,Xτn+1 −Xτn), n � 1, shows that̂P0-a.s.

Xτn

n

n→∞−→ Ê0[Xτ1 | D = ∞], τn

n

n→∞−→ Ê0[τ1 | D = ∞]. (3.8)

For eacht > 0, we define a non-decreasing integer-valued functionk(t), which tends to
infinity P̂0-a.s., such that

τk(t) � t < τk(t)+1 (with the conventionτ0 = 0). (3.9)

Dividing the above inequality byk(t) and using (3.8), we find that̂P0-a.s.

k(t)

t

t→∞−→ 1

Ê0[τ1 | D = ∞] . (3.10)

Further we observe that, because ofXt/t = Xτk(t)/t+(Xt −Xτk(t) )/t , and in view of (3.8)

and (3.10),̂P0-a.s.Xτk(t) /t
t→∞−→ (Ê0[Xτ1 | D = ∞])/(Ê0[τ1 | D = ∞]), we can show (3.7

by provingP̂0-a.s.(Xt −Xτk(t) )/t
t→∞−→ 0.

To prove this, we observe that sinceX· is the solution of the stochastic different
equation (1.7), we havêP0-a.s.

1

t
|Xt −Xτk(t) | � b̄

|t − τk(t)|
t

+ 2

t
sup
s�t

|Ys|,

with the(Ft )t�0 local martingaleYt(ω) defined in (3.4). In view of (3.9) and (3.10), th
first term in the last expression tends to zeroP̂0-a.s. Applying (A.2), the second ter
Pω

0 -a.s. tends to zero, ast tends to infinity. ✷
We are now able to state and prove the promised functional central limit theore

THEOREM 3.3 (Functional central limit theorem). –Let us assume(3.1-ii). Define
for eachs > 0 the processBs· : (�×C(R+,Rd),A ⊗ F ) → (C(R+,Rd),F ), with

Bs
t = Xst − stv√

s
, t � 0. (3.11)



856 L. SHEN / Ann. I. H. Poincaré – PR 39 (2003) 839–876

ed

rgence
, we

us

3,
e
iance

s
nd

der
Then, under theP0-measure, theC(R+,Rd)-valued random variableBs· converges in
law, ass → ∞, to ad-dimensional Brownian motionB·, which has the non-degenerat
covariance matrix

K def= Ê0[(Xτ1 − vτ1)(Xτ1 − vτ1)
t | D = ∞]

Ê0[τ1 | D = ∞] . (3.12)

Before proving this theorem, let us recall some classical facts about weak conve
on C(R+,Rd), which will be used throughout the proof. (For a detailed treatment
refer to Chapter 3 in [7], and Section 3.1 in [28].)

On the space(C(R+,Rd) we define the metric

ρ(Y·;Z·)
def=

∞∑
m=1

1

2m
sup

0�s�m

(|Ys −Zs| ∧ 1
)
� 1, Y·,Z· ∈C

(
R+,Rd

)
, (3.13)

which induces the topology of uniform convergence on compact intervals ofR+. If
on some probability space, say(C,A,P), Y n· and Zn· are sequences of continuo
R

d-valued stochastic processes, and the laws of the processesY n· converges weakly
to some probability measureQ on C(R+,Rd), further if ρ(Y n· ,Zn· ) converges in
probability P to 0, then the sequence of laws of the processesZn· converges weakly
to Q.

Proof of Theorem 3.3. –It suffices to prove thatBs·
s→∞−→ B· in law under̂P0, becauseX·

has the same distribution underP̂0 andP0. The proof is divided in 5 steps. In steps 1–
we prove that for integer-valueds, Bs·

s→∞−→ B· in law underP̂0. In step 4, we generaliz
this to non-integers. And in the last step, step 5, the non-degeneracy of the covar
matrix K is proved.

Step1. Define

Zj
def= (Xτj+1 −Xτj )− v(τj+1 − τj ), j � 1,

Sn
def=

n∑
j=1

Zj = Xτn+1 −Xτ1 − v(τn+1 − τ1),

and letSt be the linear interpolation ofSn, with the conventionS0 = 0.
In view of Theorem 2.5 and the definition ofv in (3.7), the random variable

Zj, j � 1, are i.i.d., centered under̂P0, and, thanks to our assumption (3.1-ii) a
Lemma 3.1, square integrable.

The Wiener & Donsker’s Invariance Principle, cf. p. 172 in [28], implies that un
the P̂0-measure

1√
n
Sn·

n→∞−→ B̃· in law, (3.14)

whereB̃· is ad-dimensional Brownian motion with covariance matrixÃ = Ê0[τ1 | D =
∞] · K. (The theorem stated in [28] is for the case with covariance matrix equals1. To
get our result, we observe that, as we will show below in step 5, the matrixÃ is positive
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definite, henceÃ−1/2(1/
√
nSn·) converges under̂P0 in law to a Brownian motion with

covariance matrix̂E0[(Ã−1/2Z1)(Ã
−1/2Z1)

t ] = 1. Thereafter, (3.14) follows.)
Step 2. For eachn ∈ N, define a non-decreasing sequencej (n) ∈ N (with the

conventionj (0) = 0), which tends to infinitŷP0-a.s., such that

τj (n) � n < τj(n)+1, (3.15)

and letj (t) be its linear interpolation.
The goal of this step is to show that underP̂0

1√
n
S(j (n·)−1)+

n→∞−→ B· in law, (3.16)

whereB· is ad-dimensional Brownian motion with the covariance matrixK.
As a result of (3.14), we have1√

n
Sn·/Ê0[τ1|D=∞]

n→∞−→ B· in law underP̂0, so in view of
the comments after Theorem 3.3, it suffices to show

Ê0

[
ρ

(
1√
n
S(j (n·)−1)+;

1√
n
S n·

Ê0[τ1|D=∞]

)]
n→∞−→ 0. (3.17)

To prove this, we pickδ > 0 arbitrarily small, and chooseT ∈ N large such tha∑
m>T

1
2m � δ. Because1√

n
Sn·

n→∞−→ B̃· in law underP̂0, the laws of 1√
n
Sn· on (C(R+,Rd)

are tight, so there is a compact setKδ ⊂ C(R+,Rd), for the topology of uniform
convergence on compact intervals, such that supn P̂0[ 1√

n
Sn· /∈ Kδ] � δ, and by the

Arzela–Ascoli Theorem, cf. p. 369 in [26], there exists someη(δ) > 0 such that

sup
n

P̂0

[
sup

|t−t ′|�η

t,t ′�T

1√
n
|Snt − Snt ′ | � δ

]
� δ. (3.18)

On the other hand, we observe that|j (t) − j ([t])| � 1, t ∈ R+ ([t] denotes the intege
part of t), and

j (m) � m, for all m ∈ N. (3.19)

From (3.9), we also see thatj (n) = k(n) for all n ∈ N, hence (3.10) implieŝP0-a.s.
j (n)/n

n→∞−→ 1/Ê0[τ1 | D = ∞]. Applying Dini’s second lemma, we obtain that

P̂0-a.s., for allU > 0, sup
0�t�U

∣∣∣∣(j (tn)− 1)+
n

− t

Ê0[τ1 | D = ∞]
∣∣∣∣ n→∞−→ 0.

Hence, forn large enough we get

P̂0

[
sup

0�t�T

∣∣∣∣(j (tn)− 1)+
n

− t

Ê0[τ1 | D = ∞]
∣∣∣∣ � η(δ)

]
� δ.

Coming back to (3.18), we obtain
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Ê0

[
sup

0�t�T

1√
n

∣∣S(j (tn)−1)+ − Stn/Ê0[τ1|D=∞]
∣∣∧ 1

]
� 3δ,

for sufficiently largen. The claim (3.17), and hence (3.16) follow.
Step3. We show in this step that underP̂0

1√
n
Bn

·
n→∞−→ B· in law. (3.20)

As stated in the comments after Theorem 3.3, it suffices to show that

Ê0

[
ρ

(
Bn

· ;
1√
n
S(j (n·)−1)+

)]
n→∞−→ 0. (3.21)

To this end, chooseT > 0. Then we have

sup
t�T

∣∣∣∣Bn
t − 1√

n
S(j (tn)−1)+

∣∣∣∣
� sup

t�T

1√
n

∣∣S(j (tn)−1)+ − S(j ([tn])−1)+
∣∣+ sup

t�T

∣∣∣∣Bn
t − 1√

n
S(j ([tn])−1)+

∣∣∣∣. (3.22)

Observe that the first term on the right-hand side of (3.22) is bounded from above

|v|√
n

sup
0�m�j ([T n])

(τm+1 − τm)+ sup
0�m�j ([T n])

1√
n
|Xτm+1 −Xτm |, (3.23)

which, as we will see, converges to 0 inP̂0-probability. Indeed, in view of Theorem 2
and (3.19), for anyu > 0:

P̂0

[
1√
n

sup
0�m�j ([T n])

(τm+1 − τm) > u

]
� P̂0

[
τ1 >

√
nu

]+ [nT ]P̂0
[
τ1 >

√
nu

∣∣D = ∞]
� P̂0

[
τ1 >

√
nu

]+ nT

nu2
Ê0

[
τ 2

1 , τ1 >
√
nu | D = ∞] n→∞−→ 0,

by assumption (3.1-ii). Similar result holds for the second term in (3.23), by (3.2-i
have:

P̂0

[
1√
n

sup
0�m�j ([T n])

|Xτm+1 −Xτm | > u

]
� P̂0

[|Xτ1|>
√
nu

] + nT

nu2
Ê0

[|Xτ1|2, |Xτ1| >
√
nu | D = ∞] n→∞−→ 0.

Let us now consider the second term on the right-hand side of (3.22). We claim
it also converges in̂P0-probability to 0. To show this, we start with the easy fact t
P̂0-a.s., the second term on r.h.s. of (3.22) is smaller than

sup
t�T

1√
n

{ nt∫
τj ([nt])

(|v| + ∣∣b(Xs,ω)
∣∣)ds +

τ1∫
0

(|v| + ∣∣b(Xs,ω)
∣∣)ds}



L. SHEN / Ann. I. H. Poincaré – PR 39 (2003) 839–876 859

s to 0,
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any
+ sup
t�T

1√
n

{|Ynt − Yτj([nt]) | + |Yτ1|
}
, (3.24)

with Yt defined in (3.4). The first term in (3.24) is bounded from above by

b̄ + |v|√
n

sup
t�T

(nt − τj ([nt ]) + τ1) � 2(b̄ + |v|)√
n

(
sup

0�m�j ([nT ])
(τm+1 − τm)

)
,

which converges to 0 in̂P0-probability, as shown above.
The last term in (3.24) is smaller than1√

n
|Yτ1| + 1√

n
supt�T |Ynt − Yτj([nt]) |, which, we

claim, converges also to 0 in̂P0-probability. Indeed, for allu > 0:

P̂0

[
sup
t�T

|Ynt − Yτj([nt])| >
√
nu

]
� P̂0

[
sup
t�T

|Ynt − Yτj([nt]) |>
√
nu; sup

0�m�j ([nT ])
(τm+1 − τm) �

√
n
]

+ P̂0

[
sup

0�m�j ([nT ])
|τm+1 − τm| > √

n
]
. (3.25)

We know already from above that the second term on the r.h.s. of (3.25) converge
asn → ∞. For the first term on the r.h.s. in (3.25), we observe that it can be fu
estimated from above by

P̂0

[
sup

m�[nT ]
sup

0�s�√
n

|Ym+s − Ym| > √
nu

]

�
[nT ]∑
m=0

P̂0

[
sup

0�s�√
n

|Ym+s − Ym| > √
nu

]
. (3.26)

Applying the Bernstein’s inequality, cf. pp. 153–154 in [25], we obtain that for
m ∈ N:

Pω
0

[
sup
s�√

n

|Ym+s − Ym| > √
nu

]
� 2d e−u2√n/(2ν),

thus the right-hand side of (3.26) tends to 0. This completes the proof of (3.20).
Step4. In this step we studyBs· for s ∈ R+ tending to infinity, and extends (3.20).
The proof is very similar the one given in step 2. We considersn → ∞. For δ > 0

arbitrarily small, we defineT ∈ N such that
∑

m>T
1

2m � δ.
From (3.21) we know that under̂P0, with B· as in (3.16),

X[sn]· − v[sn]·√[sn] , and hence
X[sn]· − v[sn]·√

sn
, (3.27)

converges in law toB·, asn→ ∞.
Therefore, the laws of1√

sn
(X[sn]· − v[sn]·) are tight, and for anyT > 0 andδ > 0, one

can findη(δ) > 0 such that:
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30) is

o do
sup
n

P̂0

[
sup

|t−t ′|�η

t,t ′�T

(X[sn]t − v[sn]t)− (X[sn]t ′ − v[sn]t ′)√
sn

� δ

]
� δ.

Since supt�T |t − (sn/[sn])t| n→∞−→ 0, we obtain that for largen

P̂0

[
sup

0�t�T

1√
sn

∣∣(X[sn]t − v[sn]t)− (Xsnt − vsnt)
∣∣ � δ

]
� δ,

and from (3.27) we deduce our claim.
Step5. In this final step we will prove the non-degeneracy of the covariance matrK.

First, we letH def= {z ∈ R
d : 14R < z ·  < 15R} be a strip inRd . We claim that for any

n � 3 andx ∈ H ,

P̂0
[
Xτ1 ∈ BR(x); n = S1 = τ1; D = ∞]

= P̂0
[
Xn ∈ BR(x); n = S1 <D

] · P0[D = ∞]> 0. (3.28)

To show this, we prove in the first step that for anyx ∈H

P̂0
[
Xn ∈ BR(x); n = S1 <D

]
> 0. (3.29)

To see this, we observe that for allω ∈ �, x ∈ H , with B̃
def= {z ∈ R

d : |Bz ∩ BR(x)| �
|BR|/2} (recall (2.1)), we have (see (2.13), (2.14) and Theorem 2.1):

P̂ω
0

[
Xn ∈ BR(x); n= S1 <D

]
� 1

2
P̂ω

0 [Xn−1 ∈ B̃; N1 = n− 1; T̃−R > n− 1]
� ε

2
Pω

0

[
Xn−1 ∈ B̃; Ñ1(3R)= [

V1(3R)
] = n− 1; T̃−R > n− 1

]
. (3.30)

Because the path in Fig. 5 belongs to the event on the right-hand side of (3.30), w
Support Theorem of Stroock–Varadhan, cf. p. 25 in [2], the right-hand side in (3.
positive, for allω ∈�. This proves (3.29).

To finish the proof of (3.28), we only need to prove the first equality in (3.28). T
this, we proceed as in the proof of Theorem 2.4:

Fig. 5.
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P̂0
[
Xτ1 ∈ BR(x); n= S1 = τ1; D = ∞]

= P̂0
[
Xn ∈ BR(x); n= S1 <D; D ◦ θn = ∞]

= E
{

P̂ω
0

[
Xn−1 ∈ B̂; λn−1 = 1; ?; X1 ◦ θn−1 ∈ BR(x); D ◦ θn = ∞]}

,

with B̂
def= {z ∈ R

d : Bz ∩ BR(x) $= 0} and some? ∈ Fn−1 ⊗ Sn−2. By the Markov
property, cf. Corollary 2.2, and similar calculations as in the proof of Theorem 2.4
p. 11, the last expression equals

1

|BR|
∫

dy E
{

P̂ω
0 [V ] · P̂ω

y [D = ∞]} = 1

|BR|
(∫

dy P̂0[V ]
)

· P0[D = ∞],

with V
def= {Xn−1 ∈ B̂;?; λn−1 = 1; y ∈ BXn−1 ∩ BR(x)}, where, as in the proof o

Theorem 2.4, we have used thatP̂ω
0 [V ] and Pω

y [D = ∞] are P-independent, and th
P-measure is translation invariant. On the other hand, we observe that by the id
calculation P̂0[Xn ∈ BR(x); n = S1 < D] = ∫

dy 1
|BR | Ê0[V ] holds, the first equality

in (3.28) follows immediately.
With the help of (3.28) we can now prove the non-degeneracy of the covar

matrix K. Clearly, for anyw ∈ R
d , wtKw � 0, i.e.K is positive semi-definite. We prov

the non-degeneracy by contradiction. IfwtKw = 0 for some unit vectorw ∈ R
d , then

P̂0[w · (Xτ1 − τ1v) = 0 | D = ∞] = 1.
Combine this with (3.28), we obtain that for any givenx ∈ H , and for alln � 3:

P̂0[w · x − R � n(w · v) � w · x + R; τ1 = n | D = ∞] > 0, which impliesw · v = 0.
Coming back to the above inequality, we see that|w · x| � R for x ∈ H , by taking
limits of points in H , we obtain thatw · z = 0, for all z such thatz ·  = 0. Since
v ·  > 0, it follows thatw = 0. This, combined witĥE0[τ1 | D = ∞] < ∞, proves the
non-degeneracy of the matrixK, and hence finish the proof of Theorem 3.3.✷

4. Application to an anisotropic gradient-type diffusion

In this section we will apply the results from the previous sections to a cla
anisotropic diffusion processes in a random medium, which is reversible whe
environment is fixed. The class under consideration is a specialization of (1.7
σ = 1 and b(x,ω) = ∇V (x,ω), where for eachω ∈ �, V (· ,ω) ∈ C1(Rd,R) has
bounded and Lipschitz-continuous derivatives; in addition we assume that for
 ∈ Sd−1, A,B > 0 andλ > 0,

Ae2λ ·x � e2V (x,ω) � B e2λ ·x, for x ∈ R
d, ω ∈�. (4.1)

We will prove the existence of an effective, non-vanishing velocity, and a funct
central limit theorem in Theorem 4.11.

Let us mention that in this sectionc, c̃, ĉ andC always denote some positive constan
which do not depend onx ∈ R

d and ω ∈ �. They need not to be the same in ea
occurrence.
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4.1. Key estimates

We will now derive estimates on the exit distribution and exit time of the diffus
process from a large cylinder with axis parallel to , cf. Propositions 4.1 and 4.2. W
will then derive the transience of the process in direction , cf. Corollary 4.6.

Let us introduce

mω(dx)
def= exp

{
2V (x,ω)

}
dx, m(dx)

def= exp{2λ · x}dx, (4.2)

and the corresponding scalar product(· ; ·)mω
onL2(mω), respectively(· ; ·)m onL2(m).

Observe that due to (4.1), the norms‖ · ‖L2(mω) and ‖ · ‖L2(m)
are equivalent, henc

L2(mω) =L2(m) for all ω ∈�.
Further, let us denote by(P t

ω)t�0 the semi-group corresponding to the solution
this stochastic differential equation, that is,(P t

ωf )(x) = Eω
x [f (Xt)] for f bounded and

Borel-measurable. Observe that for eachω ∈� the differential operator

Lω = 1

2
I+ ∇V (x,ω) · ∇

is the generator of the semi-group(P t
ω)t�0, cf. page 251 in [6], One can easily che

that (f ;Lωg)mω
= (g;Lωf )mω

for f,g ∈ C∞
c (Rd,R). From (2.3) in [10] we observ

thatmω(dx) is the reversible measure toP t
ω, i.e. (f ;P t

ωg)mω
= (g;P t

ωf )mω
, for f,g ∈

L1(mω) and bounded (the operatorLω has the form of (3.4) in [10], therefore th
assumption for (2.3) in [10] is fulfilled).

Let us now introduce the Dirichlet formEmω
corresponding to the operatorLω, or the

semi-groupP t
ω,

Emω
(f, g)

def= lim
t↓0

1

t

((
1− P t

ω

)
f ;g)

mω
, (4.3)

with its definition domainDmω

def= {f ∈ L2(mω): lim t↓0
1
t
((1 − P t

ω)f ;f )mω
< ∞}. It

follows from Remark (2.12) and the proof of Theorem (2.3) in [10] thatC∞
c (Rd,R) is a

core ofEmω
. Further, from (4.1), we have

Dmω
= D =

{
f ∈ L2(m):

∂

∂xi
f ∈L2(m), i = 1, . . . , d

}
,

Emω
(f, g)= 1

2

d∑
i=1

(
∂

∂xi
f ; ∂

∂xi
g

)
mω

, f, g ∈ D,

AEm(f,f ) � Emω
(f, f ) � BEm(f,f ), f ∈ D,

(4.4)

with Em(f, g)= 1
2

∑d
i=1(

∂
∂xi

f ; ∂
∂xi

g)m.

For eachω ∈ � and open subsetU of R
d , we introduce the bottom of the Dirichle

spectrum of operator−Lω in U :

Kω(U)= inf
{

Emω
(f, f )

(f ;f )mω

: f ∈C∞
c (U), f $= 0

}
� 0. (4.5)
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PROPOSITION 4.1. –

inf
U,ω∈�Kω(U) > 0, (4.6)

whereU varies over the collection of non-empty open subsets ofR
d . The bounded sel

adjoint operatorP t
ω,U onL2(mω), which is defined by(P t

ω,Uf )(x)
def= Eω

x [f (Xt), TU > t],
for t > 0 andf ∈ L2(mω), satisfies

sup
ω,U

∥∥P t
ω,U

∥∥
mω

� exp
{
−γ t

λ

}
, t > 0, (4.7)

for someγ > 0, with ‖ · ‖mω
denoting the operator norm inL2(mω).

Proof. –Observe that because of (4.1) the inequality1
B
(f ;f )mω

� (f ;f )m holds
for all f ∈ L2(m) = L2(mω); and similarly 1

A
Emω

(f, f ) � Em(f,f ) holds for allf ∈
C∞

c (U). Therefore, forU open subset ofRd, Kω(U) � A
B
K(U), for all ω ∈ �, where

K(U) is defined, analogously toKω(U) in (4.5), withEm instead ofEmω
and with(· ; ·)m

instead of(· ; ·)mω
.

It thus suffices to find a lower bound for infU K(U). Further, becauseK(Rd) =
infU $=∅K(U) and (4.5) also holds forK(U), we can assume thatU is open and bounded

Observe that the measurem(dx) = e2λ ·x dx is (up to a multiplication factor) th
reversible measure for Brownian motion with constant driftλ , and Em is just the
corresponding Dirichlet form. Let us denote the canonical law of this diffusion pro
starting inx by Qx and its expectation value by EQ

x . Then exp{−δ · Xt + αt} is a
Qx-martingale, providedα = δλ − δ2/2. Choosingδ > 0 small enough, we can mak
α > 0. The stopping theorem implies that for any bounded open setU ⊂ R

d containing

x, EQ
x [exp{−δ · (XTU −x)+αTU }] = 1. Withρ

def= sup{| · (z−z′)|: z, z′ ∈U }, we have
−δ · (XTU − x) � −δρ, hence supx∈U EQ

x [exp{αTU }] � eδρ .
Now, let us introduce the bounded self-adjoint operator Qt

U on L2(m), which is

defined by(Qt
Uf )(x)

def= EQ
x [f (Xt), TU > t], with t > 0 andf ∈ L2(m). We claim that

for all t > 0:

sup
U open
U $=∅

∥∥Qt
U

∥∥
m

� e−αt/2,

with ‖ · ‖m denoting the operator norm inL2(m). To show this, we observe that f
f ∈ L2(m):∥∥Qt

Uf
∥∥2
L2(m)

=
∫
U

m(dx)
(
Qt

Uf
)2
(x)

Jensen
�

(
1U ;Qt

Uf
2)

m

= (
Qt

U1U ;f 2)
m

=
∫

m(dy)Qy [TU > t]f 2(y) � e−αt eδρ‖f ‖2
L2(m),

where Chebychev’s inequality Qy[TU > t] � EQ
y [eα(TU−t )] � e−αt+δρ is used in the

last step. Hence,‖Qnt
U ‖2

m � e−αnt+δρ, n ∈ N. Taking thenth root, it follows from
Theorem VI.6 on p. 192 in [24], that‖Qt

U‖m � e−αt/2, and our claim follows. This
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ove
implies thatK(U) � α
2 > 0, and (4.6) follows. Finally, (4.7) is just an easy conseque

of (4.6), cf. Theorem 4.4.2 in [9]. ✷
LetU(L) now be a cylinder centered atx with height 4L in the direction and radius

4L2 > 0 in the directions normal to , that is,

U(L)
def= {

z ∈ R
d :

∣∣(z− x) ·  ∣∣< 2L; ∣∣(z− x) · e∣∣< 4L2, ∀e⊥ , |e| = 1
}
. (4.8)

PROPOSITION 4.2. – There exist two constantsc1 > 0 and c̃1 > 0 such that for all
L> 0

sup
x,ω

Pω
x

[
TU(L) �

4

γ
L

]
� c̃1 e−c1L. (4.9)

Proof. –Observe that fort � 1,

Pω
x [TU(L) > t] � Pω

x

[
X1 ∈ BL(x), TU(L) ◦ θ1 > t − 1

] + Pω
x

[
X1 /∈ BL(x)

]
.

By (A.5), there exist constants̃c > 0 andc > 0 such that the second term on the rig
hand side above is smaller thanc̃e−cL2

for all x ∈ R
d andω ∈ �, hence it suffices to

study the first term in the above expression.
By the Markov property, the first term above is

Pω
x

[
X1 ∈ BL(x), TU(L) ◦ θ1 > t − 1

] = Eω
x

[
X1 ∈ BL(x), Pω

X1
[TU > t − 1]]

= (
1BL(x)(·)pω(1, x, ·)e−2V (· ,ω); (P t−1

ω,U1U

)
(·))

mω

�
∥∥1BL(x)(·)pω(1, x, ·)e−2V (· ,ω)∥∥

L2(mω)
× ∥∥P t−1

ω,U

∥∥
mω

× ‖1U‖L2(mω).

Because there exists a constantc > 0 such thatpω(1, x, y) � c for all ω ∈ �, x ∈ R
d

andy ∈ BL(x), cf. (A.9), we obtain for the first term on the rightmost side in the ab
expression that

∥∥1BL(x)pω(1, x, ·)e−2V ∥∥2
mω

� c2
∫

dy 1BL(x)(y)e−2V (y,ω) � c̃Ld e−2λ ·x e2λL,

for somec̃ > 0, where we used (4.1) in the last step. Similarly, we can estimate‖1U‖mω

by:

‖1U‖2
mω

=
∫

dy 1U(y)e2V (y,ω) � B

∫
dy 1U(y)e2λ ·y � cL2d−1 e2λ ·x e4λL.

Putting them with (4.7) together, we obtain fort � 4L
γ

∨ 1 that

Pω
x [TU > t] � c̃Lc(d) e3λL e−γ (t−1) � c̃e−cL,

for all x ∈ R
d andω ∈�. Therefore, we can find̃c1 > 0 andc1 > 0 such thatPω

x [TU(L) �
4
γ
L] � c̃1 e−c1L. ✷
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Let us divide the boundary ofU(L), cf. (4.8), into∂U(L) = ∂+U(L) ∪ ∂−U(L) ∪
∂0U(L), with 

∂+U(L)
def= {

z ∈ ∂U(L):  · (z− x) � 2L
}
,

∂−U(L)
def= {

z ∈ ∂U(L):  · (z− x) � −2L
}
,

∂0U(L)
def= ∂U(L)\(∂+U(L)∪ ∂−U(L)

)
.

(4.10)

The following estimate will play an important role:

PROPOSITION 4.3. – There exist two constantsc2 > 0 and c̃2 > 0 such that for all
L> 0:

sup
x,ω

Pω
x

[
TU(L) <

4L

γ
;XTU(L)

/∈ ∂+U
]

� c̃2 e−c2L. (4.11)

Proof. –Without loss of generality let us assumeL > γ/4. Observe that, withIn
def=

[n,n+ 1), n � 0, we have

Pω
x

[
TU <

4L

γ
; XTU /∈ ∂+U

]
� Pω

x [TU ∈ I0] +
�4L/γ �−1∑

n=1

Pω
x [TU ∈ In, XTU /∈ ∂+U ].

Also observe that in the above expression, because of (A.5), we have for the th
term on the right-hand side

Pω
x [TU ∈ I0] � Pω

x

[
sup
s�1

|Xs −X0| > 2L
]
� c̃e−cL2

, for all x ∈ R
d, ω ∈�.

For the terms in the sum, we notice that forn � 1:

Pω
x [TU ∈ In, XTU /∈ ∂+U ]
� Pω

x [X1 ∈ BL/2(x), TU ∈ In, XTU /∈ ∂+U ] + Pω
x [X1 /∈ BL/2(x)],

andPω
x [X1 /∈ BL/2(x)] � Pω

x [sups�1 |Xs −X0| >L/2] (A.5)
� c̃e−cL2

. Hence, we only nee
to prove that

∑
1�n<(4L/γ ) Pω

x [X1 ∈ BL/2(x), TU ∈ In, XTU /∈ ∂+U ] � c̃e−cL. To this end,
we notice that

Pω
x

[
X1 ∈ BL/2(x), TU ∈ In, XTU /∈ ∂+U

]
� Pω

x [X1 ∈ BL/2(x), TU ∈ In, Xn ∈U0 ∪U−]
+ Pω

x

[
TU ∈ In, sup

s�1
|Xs −X0| ◦ θn >

L

2

]
,

with U0(L)
def= {z ∈ R

d : ∃y ∈ ∂0U(L), |y − z| < L/2} andU−(L)
def= {z ∈ R

d : ∃y ∈
∂−U(L), |y − z| <L/2}. We see with (A.5) that the expression above is

� Pω
x [X1 ∈ BL/2(x), TU ∈ In, Xn ∈U0 ∪U−] + c̃e−cL2

.
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Thus, it suffices to show that
∑

1�n<(4L/γ ) Pω
x [X1 ∈ BL/2(x), Xn ∈ U0 ∪ U−] � c̃e−cL.

To prove this, we observe that with forUj = U0 orUj =U−, it follows from the Markov
property andpω(1, x, y) � c, cf. (A.9), that

Pω
x [X1 ∈ BL/2(x), Xn ∈Uj ] =

∫
BL/2(x)

dzpω(1, x, z)
(
Pn−1
ω 1Uj

)
(z)

� ce−2λ ·x eλL(P n−1
ω 1Uj

; 1BL/2(x))m. (4.12)

By Theorem 1.8 of [30] on p. 290, there exists a constantC > 0 such that for allω ∈ �

and any open setsU,B ⊂ R
d :

(
Pn−1
ω 1U ;1B(x)

)
m

�
√
m(B)

√
m(U) exp

{
− ρ(B,U)2

4C(n− 1)

}
, (4.13)

where ρ(· , ·) is a pseudo metric onRd , which is defined for open subsetF,F ′ ⊂
R

d through ρ(F,F ′) = sup{ψ(F,F ′): ψ ∈ C∞
c (Rd,R), d?(ψ,ψ) < dm}, with

ψ(F,F ′) def= inf{|ψ(x) − ψ(y)|: x ∈ F, y ∈ F ′}, cf. p. 290 in [30], and see p. 27
in [30] for the definition of?(· , ·). For ourEm, one can easily compute thatd?(ψ,ψ) =
e2λ ·x|∇ψ |2dx for ψ ∈ C∞

c (Rd,R). Thereafter, we obtain thatρ(F,F ′) � inf{|x −
y|: x ∈ F, y ∈ F ′}. (See also the second example on p. 278 in [30].) Actually,
Dirichlet formEm plays the role ofE , andEmω

the role ofEt in [30]. They are symmetri
and strongly local, hence with (4.4) the condition (UP) on p. 279, and the assum
for E on p. 277 in [30] are fulfilled.

Through simple computation, we get that for allx ∈ R
d andω ∈�

m
(
BL/2(x)

)
� ce2λ ·x eλLLd,

m
(
U0(L)

)
� c̃e2λ ·x e5λLL2d−2, m

(
U−(L)

)
� c̃e2λ ·x e−3λLL2d−1.

Hence, for allx ∈ R
d andω ∈� we obtain from (4.13) that

Pω
x

[
X1 ∈ BL/2(x), Xn ∈U−

]
� ĉLk(d) exp

{
− γL2

16CL

}
� c̃e−cL,

becauseρ(BL/2(x),U−(L)) � L andn < 4L/γ . Similarly, sinceρ(BL/2(x),U0(L)) �
4L2 −L, we obtain for allx ∈ R

d andω ∈ � that

Pω
x

[
X1 ∈ BL/2(x), Xn ∈U0

]
� ĉLñ(d) e4λL exp

{−cL3} � c̃e−cL.

Collecting the above results, we see that (4.11) is proved.✷
With the help of the previous two propositions, we obtain:

COROLLARY 4.4. – There exist two constantsc3 > 0 and c̃3 > 0 such that form ∈ N,

sup
x,ω

Pω
x [T̃−2mR < T2mR] � c̃3 exp

{−c32mR
}
, (4.14)

whereR > 0 is the constant fromR-separation above(1.6).
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Proof. –Let 4L = 2m+1R in the definition of U(L) in (4.8), and observe tha
Pω
x [T̃−2mR < T2mR] � Pω

x [TU � 4L/γ ] + Pω
x [TU < 4L/γ, XTU /∈ ∂+U ], hence our claim

follows immediately from the previous two propositions.✷
The next two corollaries will be useful when checking the assumptions of T

rems 3.2 and 3.3.

COROLLARY 4.5. – There exists a constantc4 > 0 such that

inf
x,ω

Pω
x [D = ∞] � c4 > 0, (4.15)

whereD is the first backtracking time defined below(2.14).

COROLLARY 4.6. – The process(Xt )t�0 is transient andPω
x [lim t→∞  ·Xt = ∞] = 1

for all x ∈ R
d andω ∈�. Hence by Proposition2.7, P̂x-a.s.τ1 < ∞.

The proof of these two corollaries is just a slight variation on the proo
Corollaries 2.3 and 2.4 in [27], where we apply the Support Theorem of Stro
Varadhan, cf. p. 25 in [2], instead of ellipticity directly.

4.2. Integrability properties

In this part we use the results from the previous part to prove that supx,ω Êω
x [ecτ1]< ∞

for somec > 0, and derive the main result of this section. The proof is divided
several propositions.

First, let us introduce the random variable

M
def= sup

{
 · (Xt −X0): 0� t � T̃−R

}
, (4.16)

i.e. M is the maximal relative displacement ofX· in the direction before it goes
R below its origin. It will turn out thatM is an important variable in studying th
integrability properties of ·Xτ1. Because infx,ω Pω

x [T̃−R = ∞] � c4 > 0, cf. (4.15), we
cannot expectM <∞ Pω

x -a.s. Nevertheless, we have the next proposition.

PROPOSITION 4.7. – There exists a constantc7 > 0 small enough such that

sup
x,ω

Eω
x

[
ec7M, T̃−R < ∞]

� 1− c4

2
, (4.17)

wherec4 is the constant defined in(4.15).

Proof. –With the help of (4.14) the proof of this proposition is a slight variation of
proof of Lemma 4.2 in [27],(T̃−R plays the role of the variableD in (4.5) of [27]). ✷

Now we shall prove the integrability of ec ·Xτ1 under the extended quench
measurêPω

x . We recall the(Zt )t�0-stopping times(Vk(a))k�0, (Ñk(a))k�0 andN1(a)

defined in (2.12), (2.13), and the events(Ak)k�0 introduced in (2.26).
As we will see in the proof of Theorem 4.9, exp{c · (XN1(a) − X0)− ca} will play a

key role in studying the integrability of exp{c · (Xτ1 −X0)} underP̂ω
x . Let us start with:
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PROPOSITION 4.8. – For eachc̃5 > 0 there is ac5 > 0, such that:

sup
x,ω
a>0

Êω
x

[
exp

{
c5
(
 · (XN1(a) −X0)− a

)}]
� 1+ c̃5. (4.18)

Proof. –First, we claim that for each̃c6 > 0, there exists ac > 0, which tends to 0 a
c̃6 tends to 0, such that

sup
x,ω
a>0

Eω
x

[
exp

{
c
(
 · (X

Ñ1(a)
−X0)− a

)}]
� 1+ c̃6. (4.19)

To see this, we observe that because for anyx andω, Pω
x -a.s. limt  · Xt = +∞, cf.

Corollary 4.6, henceVk(a) < ∞, k � 0, we can show with the same proof as the
given in the proof of Proposition 2.7 (instead of 3R we simply usea) that for allx,ω and
for anya > 0, Pω

x -a.s.Ñ1(a) < ∞. Notice, (we drop the “a” from all Vk(a) andÑ1(a))

Eω
x

[
exp

{
c · (X

Ñ1(a)
−X0)

}] = Eω
x

[
exp

{
c · (X�V0� −X0)

}
, Ñ1 = �V0�]

+∑
k�1

Eω
x

[
exp

{
c · (X�Vk� −X0)

}
, Ñ1 = �Vk�].

Further, we notice that the first term on the right-hand side is smaller than exp{c(a +
R/2)}, since · (XV0 −X0) = a and · (X�V0� −XV0) � R/2 on the event{�V0� = Ñ1}.
We also observe that fork � 1,  · (X�Vk� −XVk

) � R/2 on the event{Ñ1 = �Vk�}; and
 · (XVk

−XVk−1) � R+Z ◦θVk−1, with Z defined in (2.24). So, it follows from the stron
Markov property that fork � 1,

Eω
x

[
ec ·(X�Vk�−X0), Ñ1 = �Vk�] � ecR/2Eω

x

[
exp

{
c · (XVk

−X0)
}; A0, . . . ,Ak−1

]
� ecR/2Eω

x

[
exp

{
c
(
 · (XVk−1 −X0)+Z ◦ θVk−1 +R

)}; A0,A1, . . . ,Ak−1
]

� ecR/2Eω
x

[
exp

{
c · (XVk−1 −X0)

}; A0, . . . ,Ak−2; Eω
XVk−1

[
ec(R+Z);A]]

,

(A0, . . . ,Ak−2 are omitted whenk = 1). It follows from (A.7) that forc > 0 small
enough supx,ω Eω

x [ec(Z+R);A] � 1− c0/4, where the constantc0 > 0 is defined in (2.25)
Therefore, by induction we observe that the last expression is smaller than

ecR/2
(

1− c0

4

)k

Eω
x

[
exp

{
c · (XV0 −X0)

}] = ec(a+R/2)
(

1− c0

4

)k

.

Hence, forc > 0 small enough we obtain that

sup
x,ω
a>0

Eω
x

[
exp

{
c · (X

Ñ1(a)
−X0)− ca

}]
� ecR/2

∑
k�0

(
1− c0

4

)k

=: C < ∞.

To get (4.19), we observe that by Chebychev’s inequality, forĉ ∈ (0, c),

sup
x,ω
a

Eω
x

[
exp

{
ĉ · (X

Ñ1(a)
−X0)− ĉa

}]
� 1+ ĉC

∞∫
0

dzeĉz e−cz � 1+ c̃6, (4.20)

providedĉ is small enough. This proves (4.19).
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Now, observe that it follows from the definition ofN1(a) in (2.13) and the stron
Markov property, cf. Corollary 2.2, that

Êω
x

[
exp

{
c · (XN1(a) −X0)

}] = ∑
k�1

Êω
x

[
e
c ·(X

Ñk(a)
−X0); N1(a) = Ñk(a)

]
= Êω

x

[
exp

{
c · (X

Ñ1(a)
−X0)

}; λ
Ñ1(a)

= 1
]+∑

k�1

Êω
x

[
exp

{
c · (X

Ñk
(a)−X0)

};
λ
Ñ1(a)

= · · · = λ
Ñk(a)

= 0; Êω
X

Ñk(a)
,0

[
exp

{
c · (X

Ñ1(3R)
−X0)

}; λ
Ñ1(3R)

= 1
]]
.

Using Hölder’s inequality, we can findc6 > 0 such that̂Eω
x,0[exp{c6 · (X

Ñ1(a)
− X0) −

c6a}] < 1+ c̃6. Further, we observe that under the measureP̂ω
x,λ, for any integer-valued

(Ft )t�0-stopping timeS, λS is independent ofFS ⊗ SS−1, see property (2) of Theo
rem 2.1. Therefore, we see that forc ∈ (0, c6) the previous expression is smaller than

εÊω
x

[
exp

{
c · (X

Ñ1(a)
−X0)

}]
+∑

k�1

Êω
x

[
exp

{
c · (X

Ñk(a)
−X0)

}; λ
Ñ1(a)

= · · · = λ
Ñk(a)

= 0
]
e3cR(1+ c̃6)ε,

whereε is given in (2.5). By induction we obtain that the last expression is

� Êω
x

[
e
c ·(X

Ñ1(a)
−X0)]{

ε + ε

1− ε

∑
k�1

[
(1− ε)e3cR(1+ c̃6)

]k} � ecaC < ∞,

for someC > 0 independent ofa, providedc̃6 > 0 andc > 0 are small enough. Tha
is, supx,ω,a Êω

x [exp{c · (XN1(a) − X0) − ca}] � C < ∞. Our claim follows by a similar
computation as in (4.20).✷

THEOREM 4.9. – There exists a constantc8 > 0 such that

sup
x,ω

Êω
x

[
exp

{
c8 · (Xτ1 −X0)

}]
< ∞. (4.21)

Proof. –Observe that

Êω
x

[
exp

{
c · (Xτ1 −X0)

}] = ∑
k�1

Êω
x

[
ec ·(XSk

−X0), Sk < ∞, D ◦ θSk = ∞]
�

∑
k�1

Êω
x

[
ec ·(XSk

−X0), Sk < ∞] def= ∑
k�1

hk, (4.22)

and because for anyx andω, · (XS1 − XN1(3R)) � 10R, P̂ω
x -a.s. (cf. Theorem 2.1

Proposition 4.8 implies thath1 < ∞. So it suffices to show that
∑

k�1hk+1 < ∞. To
show this, we observe that (cf. (2.15))

 · (XSk+1 −X0)� 10R +  · (XRk
−X0)+  · (XN1(ak) −X0) ◦ θRk

,

with ak = M(Rk) −  · (XRk
− X0) + R ∈ ZRk

, (in fact for anym � 1, ak · 1{Rk=m} is
Fm ⊗ Sm−1-measurable, andλm is independent ofFm ⊗ Sm−1), see also Fig. 3. W
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recall that the shiftθRk
is not applied toak . Therefore, by the strong Markov proper

cf. Corollary 2.2, we have:

Êω
x

[
exp

{
c · (XSk+1 −X0)

}
, Sk+1 < ∞]

� e10cRÊω
x

[
exp

{
c · (XRk

−X0)
}
, Rk < ∞; Êω

XRk

[
exp

{
c · (XN1(ak) −X0)

}]]
� e10cRÊω

x

[
exp

{
c · (XRk

−X0)
}
, Rk < ∞; (1+ c̃5)ecak

]
, (4.23)

where we applied Proposition 4.8 in the last step, providedc ∈ (0, c5).
From Fig. 3 we also observe that withM from (4.16) andZ from (2.24), the following

inequalities hold, whenRk is finite:

ak � Z ◦ θT̃−R
◦ θSk +M ◦ θSk + 2R,

 · (XRk
−X0) =  · (XSk −X0)+ (

 · (XD −X0)
)︸ ︷︷ ︸

�Z◦θ
T̃−R

◦ θSk .

Put them into the rightmost side of (4.23), apply the strong Markov property at timSk ,
cf. Corollary 2.2 (we use the same argument as above that form � 1, exp{c · (XSk −
X0)} · 1{Sk=m} is Fm ⊗ Sm−1-measurable, andλm is independent ofFm ⊗ Sm−1), then
use the strong Markov property for the process(Xt)t�0 at time T̃−R on the event it is
finite, we obtain (observeM is FT̃−R

-measurable)

Êω
x

[
exp

{
c · (XSk+1 −X0)

}; Sk+1 < ∞]
� e12cRÊω

x

[
ec ·(XSk

−X0), Sk < ∞, (1+ c̃5)Ê
ω
XSk

[
exp

{
c(2Z ◦ θT̃−R

+M)
}
, T̃−R < ∞]]

� e12cRÊω
x

[
ec ·(XSk

−X0), Sk < ∞, (1+ c̃5)Ê
ω
XSk

[
ecMEω

X
T̃−R

[
e2cZ], T̃−R < ∞]]

.

From (A.6) we know, forc > 0 small enough, supx,ω Êω
x [e2cZ] � 1+ c̃5. Hence it follows

from (4.17) that the last expression is

� e12cRÊω
x

[
ec ·(XSk

−X0), Sk <∞, (1+ c̃5)
2Eω

XSk

[
ecM, T̃−R < ∞]]

� e12cR(1+ c̃5)
2
(

1− c4

2

)
Êω
x

[
ec ·(XSk

−X0), Sk < ∞]
� (1− α)Êω

x

[
exp

{
c · (XSk −X0)

}
, Sk < ∞]

,

for someα > 0, providedc̃5 > 0 andc ∈ (0, c5) are small enough such that e12cR(1 +
c̃5)

2(1− c4/2) < 1− α. By induction the last expression is:

� (1− α)kÊω
x

[
exp

{
c · (XS1 −X0)

}
, S1 < ∞]

.

Coming back to (4.22), we obtain

sup
x,ω

Êω
x

[
ec ·(Xτ1−X0)

]
� sup

x,ω
Êω
x

[
ec ·(XS1−X0), S1 <∞] ·∑

k�0

(1− α)k < ∞,

because supx,ω Êω
x [exp{c · (XS1 − X0)}, S1 < ∞] < ∞ (cf. the statement below

(4.22)). ✷
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As a corollary, we obtain an exponential estimate on the tail ofτ1. Let us point out tha
such an estimate together with Theorem 4.9 and the renewal structure of Theor
can be used to derive large deviation controls, see [32,33].

COROLLARY 4.10. – There exist constantsc9 > 0 and c̃9 > 0 such that foru ∈ N

sup
x,ω

P̂ω
x [τ1 > u] � c̃9 exp{−c9u}. (4.24)

Proof. –Observe that foru � 6R/γ , x ∈ R
d andω ∈�:

P̂ω
x [τ1 > u] � P̂ω

x

[
τ1 > u,  · (Xτ1 −X0) � γ

2
u−3R

]
+ P̂ω

x

[
 · (Xτ1 −X0) >

γ

2
u−3R

]
.

By Chebychev’s inequality and Theorem 4.9, the last term on the right-hand s
smaller thanc̃e−cu, for somec̃ > 0 andc ∈ (0, c8). Hence it suffices to study the fir
term on the right-hand side of the above expression. LetU now be the cylinder define
in (4.8), which is centered inx, has height 4L = γ u in the direction and radius 4L2 in
the directions normal to . With the observation thatPω

x -a.s. sups�τ1
(Xs − Xτ1) < 3R,

cf. Fig. 4, we see that for allx ∈ R
d andω ∈�:

P̂ω
x

[
τ1 > u, · (Xτ1 −X0) � γ

2
u− 3R

]
� Pω

x [T(γ/2)u > u]
� Pω

x [TU < T(γ/2)u] + Pω
x [TU = T(γ/2)u > u]

� Pω
x [TU � u] + Pω

x [TU < u, XTU /∈ ∂+U ] + Pω
x [TU = T(γ/2)u > u].

Observe that by Proposition 4.2 the first and the third term in the above expressi
smaller thañce−cu for suitablec̃ > 0 andc > 0, and by Proposition 4.3 the second te
is also smaller thañce−cu. This finishes our proof. ✷

We come now to the main result of this section, namely a law of large number
functional central limit theorem under the annealed measure:

THEOREM 4.11. – Let (Xt )t�0 be the (unique strong) solution to the stochasti
differential equationdXt = dWt + ∇V (Xt,ω) dt andX0 = x, where for eachω ∈ �,
V (· ,ω) ∈ C1(Rd,R) has bounded and Lipschitz-continuous derivatives, andAe2λ ·x �
V (x,ω)� B e2λ ·x holds for some ∈ Sd−1, A,B > 0 andλ > 0. Then

P0-a.s.
Xt

t

t→∞−→ v,

with a deterministicv ∈ R
d , which is given in(3.7), and · v > 0; further the processe

((Xst − vst)/
√
s )t�0 converge in law underP0, as s → ∞, to a non-degenerat

d-dimensional Brownian motion with covariance matrixK given in(3.12).

Proof. –It follows from (4.15) and Corollary 4.10 that the condition (3.1) is fulfille
Our claims follow from Theorem 3.2 and Theorem 3.3.✷
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Appendix A

A.1. Some facts about continuous martingales

LEMMA A.1. – On some probability space(�,F , (Ft )t�0,P), let (Yt)t�0 be a
continuous martingale satisfyingY0 = 0 and 〈Y 〉t � νt for t � 0. Then forp > 1 there
is a constantc(p, ν) > 0 such that

E
[
sup
s�t

|Ys|p
]
� c(p, ν)tp/2, (A.1)

and

P-a.s.
1

t
sup
s�t

|Ys| t→∞−→ 0. (A.2)

Proof. –The Bernstein’s inequality, cf. pp. 153–154 in [25], shows that

P
[
sup
s�t

|Ys| � a
]
� 2exp

{
− a2

2νt

}
, (A.3)

hence

E
[
sup
s�t

|Y |p
]
� p

∞∫
0

yp−1 exp
{
− y2

2νt

}
dy =: c(p, ν)tp/2.

For (A.2), it suffices to prove thatP-a.s.1
n

sups�n |Ys| n→∞−→ 0. To see this, we observe th
from (A.3) it follows that fora > 0

∑
n�1

P

[
1

n
sup
s�n

|Ys| � a

]
� 2

∑
n�1

exp
{
−a2n

2ν

}
< ∞, (A.4)

and the claim follows from Borel–Cantelli’s lemma.✷
From this lemma we easily get the next two corollaries.

COROLLARY A.2. – Let (Xt )t�0 be the solution of the stochastic different
equation(1.7), whose coefficients satisfy(1.1), (1.3)and (1.4). Then there exist tw
constantsc > 0 and c̃ > 0 depending only on(d, ν, b̄) such that for allx ∈ R

d, ω ∈ �

andL> 0,

sup
x,ω

Pω
x

[
sup
s�2

|Xs −X0| � L
]
� c̃e−cL2

. (A.5)
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Proof. –Observe that for allx ∈ R
d andω ∈ � Pω

x -a.s.Xt − X0 = ∫ t

0 b(Xs,ω) ds +
Yt(ω), with the Pω

x -local martingaleYt(ω) := ∫ t

0 σ (Xs,ω) dWs. Further we observe b
our assumption (1.4) that〈Y j(ω)〉t � νt for all j = 1, . . . , d andω ∈ �. Therefore with
our assumption|b| � b̄, it follows immediately from the Bernstein’s inequality (A.3) th

Pω
x

[
sup
s�1

|Xs −X0| � L
]
� Pω

x

[
sup
s�1

|Ys(ω)| � (L− b̄)
]
� c̃e−cL2

. ✷
COROLLARY A.3. – LetZ(ω) := sups�1 |Xs −X0|, then for allα > 0 there exists a

constantδ(α, d, ν, b̄) > 0 such that

sup
x,ω

Eω
x

[
eδZ

]
� 1+ α. (A.6)

Further, letA ∈ F1 be an event such thatsupx,ω Pω
x [A] � 1− 2β for someβ > 0, then

there exists a constantδ(β, d, ν, b̄) > 0 such that

sup
x,ω

Eω
x

[
eδZ; A

]
� 1− β. (A.7)

Proof. –BecauseZ(ω)� sups�1 |Ys(ω)| + b̄, we get for 0< δ < 1 that

Eω
x

[
eδZ

]
� eδb̄ Eω

x

[
exp

{
δ sup

s�1
|Ys|

}]

= eδb̄
(

1+ δ

∞∫
0

da eδa Pω
x

[
sup
s�1

|Ys| � a
]

︸ ︷︷ ︸
�2d exp{−a2/(2dν)}

)
� eδb̄

(
1+ δc(b̄, ν, d)

)
,

for somec(b̄, ν, d) > 0 and this proves (A.6). To prove (A.7) we observe by Höld
inequality that forp,q > 0 such that 1/p + 1/q = 1:

Eω
x

[
eδZ;A]

� Eω
x

[
eδpZ

]1/p
Pω
x [A]1/q � (1+ α)1/p(1− 2β)1/q � 1− β,

by choosingδ small andp large enough. ✷
A.2. Some results about parabolic PDE

In this part we will collect some results about parabolic partial differential equat
which we use throughout this article. For detailed treatment we refer to the artic
Il’in, Kalashnikov and Oleinik, [11], Section 4.

PROPOSITION A.4. – We consider the linear parabolic equation of second or
∂u
∂t

= Lu, where

L =
d∑

i,j=1

aij (x)
∂2

∂xi∂xj
+

d∑
j=1

bj (x)
∂

∂xj
, (A.8)

with the coefficientsaij andbk satisfying for allx, y ∈ R
d
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∣∣aij (x) − aij (y)
∣∣ + ∣∣bk(x)− bk(y)

∣∣ � C|x − y|δ,∣∣aij (x)∣∣ + ∣∣bk(x)∣∣ � K, aij (x) = aji(x),

d∑
i,j=1

aij (x)ξiξj � 1

ν

d∑
j=1

ξ2
j , ξ ∈ R

d ,

for someC > 0, K > 0, ν > 0 and δ > 0. Then there exists a unique fundamen
solutionZ(t, x, y) of ∂u/∂t =Lu, such that fort � 1

∣∣Z(t, x, y)
∣∣ � M

td/2
exp

{
−µ|x − y|2

t

}
, (A.9)

for some constantsM(ν,C,K,d, δ) > 0 andµ(ν,C,K,d, δ) > 0.
Further, there exist two constantsa(ν,C,K,d, δ) > 0 andM̃(ν,C,K,d, δ) > 0 such

that for |x − y|2 < at and t ∈ (0,1]

Z(t, x, y) � M̃

td/2
. (A.10)

The claims (A.9) and (A.10) are just the statement (4.16) and (4.75) in [11].
authors of [11] did not state on which the constantsM, µ, a andM̃ really depend on
but by working through their computation, cf. pp. 63–82, one can see that these co
only depend on(ν,C,K,d, δ).

As a consequence of the previous proposition we get the next corollary.

COROLLARY A.5. – Let Ux and Bx be the open set defined in(2.1). Under the
assumption(1.1), (1.3)and (1.4), there exist two constants̃M(ν, d, b̄, σ̄ ,K) > 0 and
a(ν, d, b̄, σ̄ ,K) > 0 (recall the constantsν, d, b̄, σ̄ andK are defined in Section1),
such that for allω ∈ �, 1 � t > 0 and |x − y|2 � at , the transition densitypω(t, x, y)

satisfies

pω(t, x, y) � M̃

td/2
, (A.11)

and there exists a constantε(ν, d, b̄, σ̄ ,R,K) > 0 such that the sub-transition dens
pω,Ux (1, x, y) (recall (2.4))satisfies

pω,Ux (1, x, y) � 2ε

|BR| , (A.12)

for all y ∈ Bx .

Proof. –With aij = (σσ t)ij we see from (1.1), (1.3) and (1.4) that the assumption
Proposition A.4 are fulfilled. Hence, (A.11) follows immediately from Proposition A

To prove (A.12), first we observe that because of (A.10) there ist0 ∈ (0,1] such
that

√
at0 � R/4 and for all t � t0, M̃/td/2 � (2M/t

d/2
0 )exp{−µR2/(16t0)} holds,
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in addition the functiont �→ M/td/2 exp{−(µR2/16t)} is monotone increasing o
{t : t � t0}. Now let G = BR/2(x) and y ∈ B√

at0(x), we observe that on the eve
{TG < t � t0}, the inequalitypω(t − TG,XTG, y) � M/td/2 exp{−(µR2/16t)} follows
from the monotonicity mentioned above. Hence, by Duhamel’s formula, cf. p.
in [29]:

pω,G(t, x, y) = pω(t, x, y) − Eω
x

[
TG < t,pω(t − TG,XTG, y)

]
, x, y ∈G,

there isε̃(ν, d, b̄, σ̄ ,R,K) > 0 so thatpω,G(t, x, y) � ε̃ > 0, for t � t0 and |x − y| �√
at . By iteration, it is straightforward to see that infω,y∈Bx pω,Ux (1, x, y) > 0. ✷
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