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ABSTRACT. – Stroock and Yor have posed the following problem: letB be a Brownian motion
andn ∈ N

∗; which of the martingalesMn(t) :=
∫ t

0 B
n
s dBs are pure? In the case wheren is

odd, they have proved thatMn(.) is pure. Whether or notM2n is pure has remained an open
question. We show thatM2n is pure and consequently the filtration generated by a symmetric
Bessel process of dimension between 1 and 2 is Brownian.
 2003 Éditions scientifiques et médicales Elsevier SAS
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RÉSUMÉ. – Stroock et Yor ont posé le problème : soitB un mouvement brownien etn ∈ N
∗ ;

déterminer parmi les martingalesMn(t) :=
∫ t

0 B
n
s dBs , celles qui sont pures. Dans le cas oùn est

impair, ils ont prouvé queMn(.) est pure. La question pourM2n est restée ouverte. On montre
queM2n est pure et par conséquent la filtration engendrée par un processus de Bessel symétrique
de dimension comprise entre 1 et 2 est brownienne.
 2003 Éditions scientifiques et médicales Elsevier SAS

0. Introduction

Among the laws of continuous martingales, the subset of pure laws, first considered
by Dubins and Schwarz [8] (i.e. the laws ofMt = B〈M〉t , t � 0, such that the continuous
increasing process(〈M〉t ) is measurable with respect to the Brownian motionB) is quite
remarkable. The problem of determining whether a continuous martingale(Mt) is pure
has been the object of several works (see [13,19,20]). These works have shown a simple
relation between this problem and the study of stochastic differential equations.

In [20], the authors asked whether martingalesMn(t)= ∫ t
0 B

n
s dBs are pure, whereB

is a Brownian motion andn ∈ N
∗. The case wheren is odd, has been resolved in the

affirmative.
Recall how the authors have proved the purity of the martingalesM2n+1: if C is the

inverse of〈M2n+1〉 and γ is the Dambis–Dubins–Schwarz (DDS) Brownian motion

of M2n+1, then the pair(
B2n+2
C

2n+2 , γ ) satisfies a Bessel stochastic equation of dimension
d = 1+ 2n+1

2n+2.
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This proof makes it clear that there is a relation between the above problem posed
in [20] and the stochastic Bessel equation of dimensiond between 1 and 2, which will
be studied in Section 1 of this paper.

In Section 2 we give a definitive affirmative answer to the question of [20]. The proof
is completed in Section 3, where we establish that the martingalesM2n are pure. Other
properties of the solutions of the stochastic Bessel equation can be found in Section 4.
Finally, four technical points are gathered in Appendix A.

Besides the study contained in this paper, let us mention that pure martingales
enjoy some remarkable properties, among which Barlow’s property [3]: IfF is a
filtration generated by a pure martingale then for everyF -honest timeL, we have:
F+
L = FL ∨ σ (A), for a certain setA of F+

L . Nonetheless, although both the filtration
of a pure martingale and the Brownian filtration enjoy Barlow’s property, Emery and
Schachermayer have constructed a pure martingale whose filtration is not Brownian, i.e.
it is not the natural filtration of a Brownian motion.

1. The stochastic Bessel equation with dimension between 1 and 2

Stroock and Yor have proved the purity of the martingalesMt = ∫ t
0 B

2n+1
s dBs using

the stochastic Bessel equation (with dimension between 1 and 2):

dχt = dBt + adt
χt

(E)

with
t∫

0

ds

|χs | <∞, ∀t > 0.

The dimension isd = 2a + 1.
Zvonkin [23] has established the pathwise uniqueness for the equation:

dXt = dBt + b(Xt) dt (Ẽ)

whereb :R →R, is a bounded measurable function.
In the case of Eq. (E),b is not bounded and Eq. (E) does not admit uniqueness in law:

indeed, thed-dimensional Bessel processY 1 and its opposite−Y 1 are weak solutions of
Eq. (E) (see [7]).

Furthermore, we can easily construct a solution of Eq. (E) which is not strong: let
η be a symmetric Bernoulli random variable which takes the values−1 and+1 and is
independent ofB. The process̃χ = Y 11{η=1} + Y ′1{η=−1} is a solution of Eq. (E), where
Y ′ is the negative solution of Eq. (E).

In the first part of [7], the authors have established that if(Xε,B) is the unique solution
of Eq. (Ẽ) with b(x)= a

x
1{|x|�ε} for ε > 0, then:

(1) in the case wherea � 1
2 the family (Xε)ε>0 converges in law tõχ whenε→ 0,

(the dimension isd = 1+ 2a � 2),
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(2) if a ∈]−1
2,

1
2[ then, (Xε)ε>0 converges in law to a symmetric Bessel process of

dimensiond = 1+ 2a ∈]0,2[.
A symmetric Bessel process of dimensiond = 1+ 2a ∈]0,2[ is the solutionχ of

Eq. (E) such that|χ |1−2a sgnχ is a martingale, see Theorem 1.1 below.
For more details on the bilateral Bessel process, we refer to Watanabe [21] and [22].
In this paper, we suppose that 0< a < 1

2 and we denoteα = 1
1−2a > 1.

THEOREM 1.1. –Whenever(χ,B) is a solution of Eq.(E), the pair((α|χt |)1/α sgnχt ,
B) is a solution of the equation:

dXt = 1

|Xt |α−1
dBt + dV Xt , (E′)

(we suppose that
∫ t

0
ds

|Xs |2(α−1) < ∞,∀t > 0) where (V Xt ) is a continuous process of

finite variation anddV Xt is carried by the set{t, Xt = 0}, i.e. V Xt = ∫ t
0 1{Xs=0} dXs .

Conversely, ifX is a solution of Eq.(E′), then |X|α
α

sgnX is a solution of Eq.(E).
So, there exists a bijection between the sets of solutions of Eqs.(E) and(E′).

We begin by the following lemma:

LEMMA 1.2. –For a solutionχ of Eq. (E) we haveLt(χ) = 0, whereL(χ) is the
local time ofχ at 0.

Proof. –By the occupation times formula (see Corollary 1.6, Chapter VI of [18]) we
have:

t∫
0

1

|χs | ds <+∞ ⇒
+∞∫

−∞

1

|x|L
x
t (χ) dx <+∞.

ThusL0
t (χ)= 0. ✷

Proof of Theorem1.1. – Remark that if(χ,B) is a solution of Eq. (E), then(Y, B̃) is
also a solution of Eq. (E), where for everyt � 0,

Yt = |χt | and B̃t =
t∫

0

sgnχs dBs.

Indeed, using Tanaka’s formula we have

dYt = dB̃t + adt
Yt

+ dLt(χ),

but by Lemma 1.2,Lt(χ)= 0.
For ε > 0, we write Itô’s formula for

α(Yt + ε) 1
α = α(Y0 + ε) 1

α +
t∫

0

(Ys + ε) 1−α
α dBs + α − 1

2α
ε

t∫
0

1

Ys(Ys + ε) 2α−1
α

ds.
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Since 1− α < 0 the term(Ys + ε) 2(1−α)
α is decreasing inε, then fort � 0,

E

[ t∫
0

(Ys + ε) 2(1−α)
α ds

]
� E

[ t∫
0

ds

Y
2(α−1)
α

s

]
=

t∫
0

ds

s
α−1
α

E

[
1

Y
2(1−1/α)
1

]
<+∞

because
∫ 1

0
ρd−1−2α

ρ2(1−1/α) dρ <+∞. So, the family of martingales
∫ t

0(Ys+ε)
1−α
α dBs converges

in L2(P) to
∫ t

0 Y
1−α
α

s dBs whenε tends to 0.
Consequently, the family

V εt =
α− 1

2α
ε

t∫
0

ds

Ys(Ys + ε) 2α−1
α

of increasing processes, converges to an increasing continuous process(Vt).
It remains to prove thatdVt is carried by the set of zeros ofY . Let δ > 0 andt � 0,

we have:

lim inf
ε↓0

t∫
0

1{Ys>δ} dV
ε
s �

t∫
0

1{Ys>δ} dVs.

But
t∫

0

1{Ys�δ} dV
ε
s � εα− 1

α
t

1

δ(δ+ ε) 2α−1
α

−→
ε→0

0.

Finally,
t∫

0

1{Ys�δ} dVs = 0, ∀δ > 0, ∀t � 0.

This proves thatdVt is carried by the set{t, Yt = 0} andαY 1/α is a solution of Eq.(E′).
From Theorem 1 of [15], the processXt := |χt |1/α

α
sgnχt is a semimartingale, we can

then apply Tanaka’s formula:

Xt =X0 +
t∫

0

sgnXs d|X|s +Lt(X)=X0 +
t∫

0

1

|Xs|α−1
dBs + V Xt ,

whereV Xt is a process of finite variation anddV Xt is carried by{t, Xt = 0}. ✷
PROPOSITION 1.3. –Let(χ,B) and(χ ′,B) be two solutions of Eq.(E) withχ0 = χ ′0,

the following properties hold:
(i) χgt = 0 or gt = t wheregt = sup{s < t, χs = χ ′s}.
(ii) The set{χt = χ ′t �= 0} =A1 ∪A2, where
– t ∈A1 if and only if there exists a neighborhoodV of t such thatχ = χ ′ onV ,
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– t ∈A2 if and only ift is a first zero ofχ−χ ′ and there existsε > 0 such thatχ = χ ′
on [t, t + ε[.

(iii) The measuredLt (X −X′) is carried by{t, Xt = X′
t = 0} whenever(X,B) and

(X′,B) are two solutions of Eq.(E′) withX0 =X′
0.

Proof. –
(i) Suppose thatχgt �= 0 then, χgtχ

′
gt
> 0 and so, there existsε > 0 such that

∀s ∈ [gt , gt + ε[, χsχ ′s > 0.
Since

D2
s :=

(
χs − χ ′s

)2 =−2a

s∫
gt

D2
u

χuχ
′
u

du� 0,

we haveDs = 0 for s ∈ [gt , gt + ε[ hencegt = t .
(ii) Let t ∈ {χ = χ ′ �= 0} and at := inf{s > t,χs = 0}, one hasgs � t for every

s ∈ [t, at [ and soχgs �= 0, by (i) gs = s i.e.χs = χ ′s .
If now t ∈ {χ = χ ′ �= 0} − A1 and t is not a first zero ofχ − χ ′, then there exists a

sequence(sn)n�0 ⊂ R
+ such thatsn → t andsn /∈ {χ = χ ′}. But this imposesχgsn = 0

for everyn and soχt = 0 which gives a contradiction.
(iii) The assertion results immediately from Theorem 1.1, the part (ii) and [17].✷

2. The strategy of the proof

We treat in this section, the following question posed by Stroock and Yor in [20]:

Question2.1. – LetB be a Brownian motion andn ∈ N
∗, we consider the martingale

Mt = ∫ t
0 B

2n
s dBs = γ〈M〉t , whereγ is the DDS Brownian motion ofM . Is the martingale

M pure? i.e. isσ (Ms, s � 0)= σ (γs, s � 0)?

We can easily prove that the martingalẽMt = ∫ t
0 sgnBs dMs which has the same

increasing process asM , is pure.
For, if C is the inverse of〈M〉 andX := BC , then |X|2n+1

2n+1 is a d-dimensional Bessel
process withd = 1+ 2n

2n+1 which is a strong solution of the stochastic Bessel Eq. (E).
More precisely, we have

Xt =
t∫

0

dγs

X2n
s

and
|Xt |2n+1

2n+ 1
= γ̃t + n

2n+ 1

t∫
0

2n+ 1

|Xs |2n+1
ds,

whereγ̃t = ∫ t
0(sgnXs) dγs (that is the DDS Brownian motion of̃M ).

On the other hand (forM):

X2n+1
t

2n+ 1
= B2n+1

Ct

2n+ 1
= γt + n

2n+ 1

t∫
0

2n+ 1

X2n+1
s

ds,

i.e. X
2n+1

2n+1 is a solution of Eq. (E) witha = n
2n+1, seen the fact thatX is a martingale,

X2n+1

2n+1 is a symmetric Bessel process with respect to the Brownian motionγ .
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There is the following reduction of the problem:

LEMMA 2.2. –M is pure if and only if the symmetric Bessel process is a strong
solution of Eq.(E).

Proof. –The fact that the condition is sufficient is obvious.
Remark thatF 〈M〉∞ = F |B|∞ = F γ̃∞ = F |X|∞ andγ̃ , C and|X| have the same filtration. If

M is pure, thenC is Fγ -adapted and so|X| also. Since〈γ, γ̃ 〉t = ∫ t
0 sgnXs ds one has

(sgnXt) is Fγ -adapted which finishes the proof.✷
The main result of our paper is:

THEOREM 2.3. –For every integern, there is pathwise uniqueness for the stochastic
differential equation:

dXt = dBt
X2n
t

with

t∫
0

1

X4n
s

ds <+∞, ∀t � 0.

Proof. –Uniqueness in law is guaranteed by [11] because1
x2n �= 0,∀x ∈ R. To obtain

pathwise uniqueness it is enough to prove that whenever(X,B) and (X′,B) are two
solutions withX0 =X′

0 = 0 we haveLt(X−X′)= 0 (see Remark 2.4 below).
For t0 > 0, denote byH := {t � t0,Xt = −X′

t}, g the end ofH , Zt := |X4n+2 −
X′4n+2|t∧t0 and Zgt := P(g � t | Ft ). We also denote by(Fgt ) the smallest right
continuous filtration(Ht ) containing(Ft ) and such thatg is a(Ht )-stopping time.

We first remark that(X4n+2 −X′4n+2
)t∧t0 is uniformly integrable martingale, indeed

by Itô’s formula:

dX4n+2
t = (4n+ 2)X2n+1

t dBt + (2n+ 1)(4n+ 1) dt.

Then

(
X4n+2 −X′ 4n+2)

t∧t0 =
t∧t0∫
0

(4n+ 2)
(
X2n+1 −X′ 2n+1)

s
dBs.

This martingale is uniformly integrable becauseX
4n+2

(2n+1)2 is a Squared Bessel process and

so
∫ t

0 E[X4n+2
s ]ds <+∞,∀t � 0.

By Lemma 5.7 of [12] and formula (1) of [2] (see also Point #1 in Appendix A of this
paper) we have:

$t := E
[
Z∞ |Fgg+t

]= Zt+g
1−Zgt+g

and

$′
t := E

[|X+X′|t0 |Fgg+t
]= |X+X′|(t+g)∧t0

1−Zgt+g .

$ and$′ are two((Fgg+t )t>0,P)-uniformly integrable martingales, so they admit the
P a.s. limits$0 and$′

0 whent decreases to 0.



S. BEGHDADI-SAKRANI / Ann. I. H. Poincaré – PR 39 (2003) 287–299 293

Owing to the positivity of the martingale$ and using Theorem VI. 17 of [6] we obtain
{T > 0} = {$0> 0}, with T := inf{t > 0,Zt+g = 0}.

Then, on{T > 0}

lim
ε↓0

|X+X′|(ε+g)∧t0
Zε+g

1{ε<T } = lim
ε↓0

$′
ε

$ε
1{ε<T } = $

′
0

$0
<+∞.

But
|X+X′|t∧t0

Zt
1{Zt �=0} = 1

|X−X′|t∧t0|
∑2n
i=0X

4n−2iX′ 2i|t∧t0
1{Zt �=0}.

Hence,Xg �=X′
g on {T > 0}.

Now denotegt := {s < t ∧ t0,Xs = −X′
s}, σt := lim sups↓t 1{|X−X′|s∧t0>0} andYt :=

σgt |X+X′|t∧t0, and remark that on{Y∞ �= 0} = {T > 0} we have:

g = sup{t � 0, Yt = 0} /∈ {t � t0,Xt =X′
t}.

In fact, this property entails by Lemma 3.1 that

dLt (Y )⊥ dLt∧t0(X−X′)

and by Corollaries 3.3 and 3.5 (the proofs are given in Section 3) we get

∀t0> 0, Lt0(X−X′)= 0. ✷
Remark2.4. –
(i) If (X,B) and(X′,B) are two solutions of the SDE of Theorem 2.3 withX0 =X′

0,
the part (iii) of Proposition 1.3 givesLT (X − X′) = 0 whereT := inf{t � 0,Xt =
X′
t = 0}.
On the other hand(XT+·,BT+· − BT ) and (X′

T+·,BT+· − BT ) are solutions and we
haveXT =X′

T = 0, Theorem 2.3 entailsL(X−X′)≡ 0.
(ii) Let X andX′ be two solutions of the SDE of Theorem 2.3, by Itô’s formula we

get that the pairs( X
4n+2

(2n+1)2 ,
∫

sgnXdB) and ( X
′4n+2

(2n+1)2 ,
∫

sgnX′ dB) are two solutions of
the squared Bessel stochastic equation. Then|X| and |X′| have the same law but are
not necessary indistinguishable because the Brownian conductors (i.e.

∫
sgnXdB and∫

sgnX′ dB) are different.
(iii) The semimartingaleY introduced in the proof of Theorem 2.3 is constructed from

the local martingaleX+X′ as follows: fort � 0, we take the excursion ofX+X′ which
begin atgt ,

(1) if Xgt = X′
gt
= 0 andgt is not a last zero ofX − X′ thenX ≡ X′ along this

excursion, remarking that we cannot haveX = 0 at a point in the excursion, we pose
Yt = 0,

(2) if gt is a last zero ofX−X′ orXgt �=X′
gt

thenYt = |X+X′|t .
COROLLARY 2.5. –
(i) There exists a unique solutionχ of the stochastic Bessel equation of dimension

δ ∈]1,2[ such that|χ |2−δ sgnχ is a martingale, i.e.χ is the symmetric Bessel process.
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(ii) The martingalesMt = ∫ t
0 B

2n
s dBs are pure.

Proof. –
(i) Immediate by applying simultaneously Theorems 1.1 and 2.3.
(ii) Immediate from point (i) and Lemma 2.2.✷

3. The nullity of the local time

3.1. The orthogonality

We will prove that:

dLt (Y )⊥ dLt∧t0(X−X′),

whereYt = σgt |X+X′|t∧t0.
The following lemma is a refinement of a result of [2] (Corollary 3.9.5).

LEMMA 3.1. –Let(Xt) and(X′
t ) be two continuous uniformly integrable martingales

null at 0, H = {t,Xt = 0} andg′ = sup{t,X′
t = 0}.

If g′ /∈ H on the set{|X′∞| > 0} ∩ {g′ > 0}, thendLt (X) and dLt(X′) are mutually
singulara.s.

Proof. –By the balayage formula (see Theorem 4.2, Chapter VI of [18])

|X′
t |1H(g′t )=

t∫
0

1H(s)sgnX′
s dX

′
s +

t∫
0

1H(s) dLs(X
′)

and

E

[ +∞∫
0

1H(t) dLt(X
′)
]
= E

[|X′
∞|1H(g′), g′ > 0

]= 0.

Hence,dLt(X) anddLt (X′) are mutually singular. ✷
3.2. The absolute continuity

Let Y andY ′ be two continuous semimartingales, we will state two conditions which
are sufficient to yielddLt(Y ′)� dLt(Y ).

PROPOSITION 3.2. –Suppose thatY ′ � Y � 0 and that〈Y 〉 − 〈Y ′〉 is an increasing
process, then(Lt(Y )−Lt(Y ′)) is an increasing process.

Proof. –By the occupation times formula one has:

Lt(Y )−Lt(Y ′)= lim
ε→0
Aεt ,

where

Aεt = lim
ε→0

1

ε

t∫
0

1{Ys�ε} d〈Y 〉s − 1{Y ′s�ε} d〈Y ′〉s ,
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but 1{Y ′s�ε} � 1{Ys�ε}, then everyAε is a positive increasing process and so(Lt(Y ) −
Lt(Y

′)) is also increasing. ✷
COROLLARY 3.3. –Let (X,B) and(X′,B) be two solutions of Eq.(E′), we have:

dLt
(|X−X′|)� dLt

(‖X| − |X′‖).
Proof. –One has:

d
〈|X−X′|〉

t
=

((
1

|Xt |α−1

)2

+
(

1

|X′
t |α−1

)2

− 2
(

1

(|Xt‖X′
t |)α−1

))
dt

�
((

1

|Xt |α−1

)2

+
(

1

|X′
t |α−1

)2

− 2sgnXtX
′
t

(
1

(|Xt‖X′
t |)α−1

))
dt

= d〈|X| − |X′|〉
t
. ✷

PROPOSITION 3.4. –Suppose thatY � Y ′ and{Y = 0} = {Y ′ = 0} a.s., thenL(Y )−
L(Y ′) is a positive increasing process.

Proof. –For ε > 0, we define a double sequence of stopping times by:

αε0 = α′0ε = 0, τ ε0 = inf{t, Yt = ε}, τ ′0
ε = inf{t, Y ′

t = ε},
αεn = inf

{
t > τεn−1, Yt = 0

}
, α′n

ε = inf
{
t > τ ′ εn−1, Y

′
t = 0

}
,

τ εn = inf
{
t > αεn, Yt = ε

}
, τ ′n

ε = inf
{
t > α′n

ε
, Y ′
t = ε

}
,

and

dε(t)= max
{
n,αεn < t

}
, d ′ε(t)= max

{
n,α′n

ε
< t

}
.

For simplicity, we will write onlyαn, τn, d(t) instead ofαεn, τ
ε
n , dε(t). One hasYτ ′0 � ε

becauseY � Y ′, so owing to the continuity ofY , τ0 � τ ′0. Since{Y = 0} ≡ {Y ′ = 0}
we haveα1 � α′1 and by induction onn, αn � α′n,∀n � 0. Then using Theorem 1.10,
Chapter VI of [18],d(t)� d ′(t) andLt(Y )� Lt(Y ′).

Remark that fort � 0 ands � 0:(
Lt+s(Y )−Lt+s(Y ′)

)− (
Ls(Y )−Ls(Y ′)

)= Lt(Y·+s)−Lt(Y ′
·+s)� 0

and Y·+s and Y ′·+s satisfy the same properties ofY and Y ′. This proves the proposi-
tion. ✷

COROLLARY 3.5. –Let (X,B) and (X′,B) be two solutions of Eq.(E′) such thatX
andX′ are martingales,σt := lim supε↓0 1{|X−X′|t+ε>0}, gt := sup{s < t,Xs + X′

s = 0}
andY := σg|X+X′|. We have

dLt
(‖X| − |X′‖) � dLt(Y ).

Proof. –Denoteα∗0
ε = 0, α∗εn = inf{t � τ ′εn−1, Yt = 0} , Y ′ := ‖X| − |X′‖, by [15], Y

is a semimartingale, sinceσ is bounded,Y is continuous.
Using Proposition 1.3(ii), we can write:d ′ε(t)− max{n,α∗n < t} � 1 (becauseα∗n �=

α′n⇒Xα′n �= 0).
Arguing as in Proposition 3.4, we establish the result.✷
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4. Other properties

Let us now come again to the beginning of Section 2 with the same notations and let
R be the submartingale:Rt = γ̃t + sups�t{−γ̃s}, remark thatR generates the filtration
F |X|. Furthermore:

LEMMA 4.1. –{t,Xt = 0} ⊂ {t,Rt = 0}.
Proof. –By applying Itô’s formula to the semimartingale|X|, we get:

|Xt |2n+1 = (2n+ 1)γ̃t + 2n(2n+ 1)

2

t∫
0

ds

|Xs|2n+1
.

So,−γ̃t = f (t)− |Xt |2n+1

2n+1 wheref (t) = n ∫ t
0

ds

|Xs |2n+1 , the functionf is positive, strictly
increasing andf (t)�−γ̃t , for eacht � 0. This proves that the zeros ofX are increasing
points of the process sups�t{−γ̃s} = 1

2Lt(R). ✷
It is well known that if B is a Brownian motion, then the Brownian motion∫
sgnB dB generates the filtrationF |B|.
Hereγ̃ generates the filtrationF |X| but:

THEOREM 4.2. –There is noF -Brownian motionγ ′ which satisfies̃γt = ∫ t
0 sgnγ ′s dγ ′s .

Through the proof of Theorem 4.2, the reader will find an answer (in a particular
case) to a question posed in [3, p. 290]:If F is a Brownian filtration and ifL is a honest
time, how can one construct the event{Mult[F+

L | FL] = 1} on which, the twoσ -fields
coincide? (For the definition of Mult, see [3].)

Proof. –Denote

H = {t,Rt = 0}, H ′ = {t,Xt = 0},
g = sup

{
t � T 1,Rt = 0

}
, g′ = {

t � T 1,Xt = 0
}
,

whereT 1 = inf{t > 0,Rt � 1}. We note the three following properties:
(i) Fg′ ⊂Fg andF+

g′ ⊂F+
g ,

(ii) F+
g′ =Fg′ ∨ {XT 1 > 0},

(iii) {Mult[F+
g |Fg] = 1} = {g′ < g}.

Indeed,
(i) by Lemma 4.1,g′ � g and using Proposition 12 of [3] we get the result.
(ii) X is a pure martingale andP(XT 1 = 0) = 0 (becauseRT 1 = 1 �= 0), using

property(*) of [1] we immediately get the result.
(iii) Since F is a pure filtration andg is a honest time Corollary 4 of [3] gives

F+
g =Fg ∨A, for a subsetA of F+

g .
First we will show that Mult[F+

g | Fg] = 1 on the set{g′ < g}. Let R be the
filtration generated byR, sinceR is a reflecting Brownian motion,R+

g = Rg [4] and
soF+

g =Fg ∨ {XT 1 > 0} (Point #2). But{g′ < g} ∩ {XT 1 > 0} = {Xg > 0} ∈Fg .
Therefore, ifC is a set ofF+

g , thenC ∩ {g′ < g} isFg-measurable, hence{Mult[F+
g |

Fg] = 1} ⊂ {g′ < g}.
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For the other sense of the equality (iii), we remark that ifU is a random variableF+
g -

measurable, thenU1{g′=g} = U ′1{g′=g} whereU ′ is F+
g′ -measurable (because ifV is a

F -progressive process, thenVg1{g′=g} = Vg′1{g=g′}).
HenceF+

g|{g′=g} =F+
g′|{g′=g} , using the same argument one has:Fg|{g′=g} =Fg′|{g′=g} . This

entails that Mult[F+
g |Fg] = Mult[F+

g′ |Fg′ ] in the set{g′ = g}.
But Mult[F+

g′ | Fg′ ] = 2 a.s. because{XT 1 > 0} is independent ofFg′ : alreadyT 1 is
F |X|∞ -measurable andP(XT 1>0 |Fg′)= 1

2, finally {Mult[F+
g |Fg] = 2} ⊂ {g′ < g}.

To be able to apply Theorem 3.5 of [2] and to conclude, one needs to show
P(g′ = g) < 1. Indeed, ifP(g′ = g)= 1, the saturation ofH ′ implies:H ⊂H ′ ∩ [0, T 1],
thenH =H ′ ∩ [0, T 1] which gives a contradiction (see Point #3).

PROPOSITION 4.3. –LetX andX′ be two solutions of Eq.(E′), Z := X − X′, and
Z′ :=X4n+2 −X′4n+2, then

(i) dLt(Z)⊥ dLt(Z′).
(ii) SuppdLt(Z)⊂SuppdLt(Z′).

Proof. –
(i) Remark that(X4n+2 ∨ X′4n+2) = (|X| ∨ |X′|)4n+2 then,Lt(X4n+2 ∨ X′4n+2) = 0

(see Point #4 in the appendix of this paper). In particular (see [16]):

t∫
0

1{Xs=X′
s=0} dLs

(
X4n+2 −X′4n+2)= 0.

But owing to Proposition 1.3(iii)dLt(X − X′) is carried by{t,Xt = X′
t = 0} which

completes the proof.
(ii) Let H := {t,Zt = 0} andH ′ := {t,Z′

t = 0}, on the open set̊H ′ ∩ Hc we have
X = −X′. But the interior of the set{t,Xt = −X′

t} is empty, soH̊ ′ ∩ Hc = ∅ and
H̊ ′ ⊂H .

SinceH ⊂H ′ we getH̊ = H̊ ′, (ii) results immediately from [17]. ✷
Appendix A

Point #1. LetH be a closed optional set,g the end ofH andG be the set of the left
extremities ofH , a semi-martingaleX =M+V is said to be inR(H) if M is uniformly
integrable martingale,dVt is carried byH andX is null onH .

Under the hypothesisg <+∞, a.s. the three following properties were proved in [2]:
(1) If (Xt) is a process ofR(H), we haveE[X∞, g � T |FT ] =XT for every stopping

timeT .
(2) If G avoids stopping times and ifX is a random integrable variable, then the right

continuous version of the processXt = E[X,g � t |Ft ] is in R(H).
(3) E[∫ +∞

0 Zs dVs] = E[X∞Zg,g > 0], whereV is the finite variation part of(Xt )
and(Zt ) is an optional process.

These formulae remain true ifP{g =+∞}< 1 (by a suitable change of probability)
and the hypothesis thatG avoids stopping times becomes:G avoids stopping times on
{X∞ �= 0} (with the same proofs of [2]).
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Point #2. ∀ε > 0, Fg+ε ⊂Rg+ε ∨ C whereC is the completion ofσ (.n, n � 1),
(.n)n�1 is the sequence of signs of the excursions ofB (with the same labeling of
Barlow [5]).

SinceC is independent ofR∞ = F |X|∞ = F |B|∞ , we haveF+
g ⊂ R+

g ∨ C (see [14]).
SoF+

g ⊂Rg ∨ σ (.n, 〈X〉αn < g′) ∨ {XT 1>0}, αn is the beginning of thenth excursion,
hence,F+

g ⊂Fg ∨ {XT 1>0}, finally F+
g =Fg ∨ {XT 1 > 0}.

Point #3. We will prove thatH �= H ′. Assume on the contrary thatH = H ′.
Then by the Corollary 3.2.1 of [2], the processY = (sgnX)R is a martingale, so
M := ∫

B2n dB = Y〈M〉 = γ〈M〉. This entails{t,Bt = 0} = {t,Mt = 0} which is not true,
as it would imply by applying Itô’s formula toB2n+1: n(2n+1)

∫ τt
0 B

2n−1
s ds =B2n+1

τt
−

(2n + 1)Mτt = 0 where τ is the inverse of the local time ofB at zero. Indeed,∫ τt
0 B

2n−1
s ds = ∫ ∞

0 a2n−1(Laτt − L−a
τt
) da is a symmetric stable process (which is not

identically null).

Point #4. Let Y be a continuous semi-martingale, thenL0
t (Y

2)= 0 for everyt � 0,
indeed:

t∫
0

1

Y 2
s

d
〈
Y 2〉

s
= 4〈Y 〉t <+∞.

But by the occupation times formula (see Corollary 1.6, Chapter VI of [18]):

+∞∫
−∞

1

|x|L
x
t

(
Y 2)dx <+∞.

ThusL0
t (Y

2)= 0.
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