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CORRIGENDUM: ALMOST SURE RATES OF MIXING
FOR I.I.D. UNIMODAL MAPS

BY VIVIANE BALADI, M ICHAEL BENEDICKS AND

VÉRONIQUE MAUME-DESCHAMPS

ABSTRACT. – The definition of the return time (p. 117) and the beginning of the proof of Propositio
of our paper in Vol. 35 of Ann. Scient. Éc. Norm. Sup. (2002) are not correct. We give an am
version which shows that none of the statements are affected. We take this opportunity to corre
other mistakes (without consequences), e.g. in Sublemma 7.2(3) and Lemma 7.10.
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RÉSUMÉ. – La définition du temps de retour (p. 117) et le début de la preuve de la Propositio
dans notre article du Vol. 35 des Ann. Scient. Éc. Norm. Sup. (2002) sont incorrects. Nous donnon
arguments montrant que les résultats de notre article n’en sont pas affectés.

Published by Éditions scientifiques et médicales Elsevier SAS

The definition of the return time on p. 117 and the beginning of the proof of Propositio
on pp. 118–120 are not correct. Indeed the large image property claimed in the middle of
is not guaranteed by the construction, and the interplay between the hyperbolic-time part
Section 7.3 and Lemma 7.10 must be monitored more carefully. The amended version i
below. None of the statements are affected by this.

(Note also that the right-hand-side of the bound in Sublemma 7.2(3) should be

max
(
e−2ηk, εη

)
min

(
e2k, ε−1

)
.

As a consequence, Lemma 7.10 is only true fork � (1/2) log(1/ε). This does not caus
problems in Lemma 8.1: if1− 3η � 1/2, continue iterating, obtaining1 − 5η, 1− 9η etc. until
1− �η < 1/2.)

V.B. thanks S. Gouëzel for pointing out the mistake and for very helpful discussions.

Corrections in §8

The definition of escape times on pp.116–117and Corollary8.2 on p.117are not neeeded
Replace the text after the proof of Lemma8.1 (p. 116) and before “Estimate(8.3) for R̂ω”
(p. 119)by:

PROPOSITION 8.3 (PartitionΛi(ω) and return timesRω). – There existΩ1 ⊂ Ω0 of full
measure, and for allω ∈ Ω1, a countable(modulo zero measure sets) partition Zω of Λ, into
subintervals{Λi = Λi(ω) | i ∈ Z+} and a return-time functionRω , defined almost everywhe
onΛ, and satisfying Axioms(A.I)–(A.IV) from Section3.2.
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Additionally, there are a random variablen1(ω) and constantsC(ε) � 1, C1(ε) > C2(ε) > 1
so that for all� � n1(ω) ( ) 1/4

nd

e

y
d

d

ay that

but

first
Leb {x∈ Λ |Rω(x) > �} < C(ε)e−(� /C1(ε)),

P
(
{ω ∈ Ω1 | n1(ω) > �}

)
< C(ε)e−(�1/4/C2(ε)).

We may replace the right-hand-sides in both inequalities byC(ε)e−�u

for 0 < u < 1/4.

Proof of Proposition 8.3. –We first define a partition̂Λi(ω) and estimate return timeŝRω(x)
corresponding to the first moment when one of theΛ± is exactly covered (with expansion a
distorsion control).

Fix ω ∈ Ω. Our starting point is the countable decomposition from Section 7.3:

Λ+ ∪Λ− =
∞⋃

m=p0

⋃
J∈Rm(ω)

J,

where we have takenp0 � C log(1/ε) (the bound ont(J) from Lemma 8.1) and we hav
introduced the intervalsΛ± and Λ̃± \ Λ± in the initial partition Q. For (almost) each
x ∈ Λ+ ∪ Λ−, there isJ ∈ Rm(ω) containingx. We shall further partition it (if needed). B
construction, almost every initialx will be contained in an interval̂J of the subpartition, an
Lemma 7.9 (2,3) will hold (injectively) for̂J and an iteratêm(Ĵ ) < ∞. Additionally, the Markov
propertyf m̂(Ĵ ) = Λ+ or f m̂(Ĵ ) = Λ− will hold. The partitionΛ̂i will be the partition into
intervalsĴ , and the return time on̂J will be R̂ω ≡ m̂(Ĵ ).

To control the return-time asymptotics, we shall introduce a sequence ofstopping times

T̂i = T̂ω,i :Λ+ ∪Λ− → N∪ {∞}

with . . . (no more changes on p.118until after (8.5), except that Lemma7.8should be mentione
instead of Corollary8.2).

Let us now define the stopping times, using again the notation from Lemma 8.1. We s
T̂ω,1 is defined atx ∈ Λ+ ∪ Λ− if there isJ1 ∈ Rm1(ω) with x ∈ J1 (hence,fm1+t(J1)(J1)
containsfm1+t(J1)(x) and covers̃Λ+ or Λ̃−). We then set

Ĵ1 = (fm1
ω )−1 ◦

(
f

t(J1)
σm1ω|J̃1

)−1(Λ+) or Λ−

and

T̂ω,1(x) =
{

m1 + t(J1) = R̂ω(x) if x ∈ Ĵ1,
m1 otherwise.

The leftover interval(s)J1 \ Ĵ1, correspond to points which have reached a stopping time
not returned yet. They will be further partitioned. For this, let

Θω,1 =
{
x ∈ Λ+ ∪Λ− | T̂ω,1(x) is defined

}
.

For x ∈ Θω,1 \ {R̂ω(x) = T̂ω,1(x)}, we say that̂Tω,2 is defined atx if there arem2 > p0 and

J2 ∈Rm2(σT̂ω,1(x)ω,L1(x)) with f
T̂ω,1(x)
ω (x) ∈ J2. Here, the intervals inRm2(σT̂ω,1(x)ω,L1)

are obtained by applying the partitioning rules in Section 7.3 to the interval inL1 = L1(x) =
fm1

ω (J1 \ Ĵ1) containingfm1
ω (x). We describe this new mechanism in detail next, noting
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that it may produce a different partition than the intersection ofL1 with the partition described in
Section 7.3, but that Lemma 8.1 will hold for the modified partition (because a modified version
of Lemma 7.9 will hold).

unded

st be

tations
e

),

is

ay be

mage
More precisely, when applying the mechanism in Section 7.3 to a subintervalL′ ⊂ I (for
exampleL′ = L1(x)) (P.I) should be replaced by:

(P̂.I): H∗
m(ω′)∩L′ ⊂∪m

j=p0

⋃
J∈Rj(ω′,L′) J , andJ ∩H∗

m(ω′) �= ∅ for all J ∈Rm(ω′,L′) and
m � p0.

Writing Sm(σm1ω,L1) for L1 \
⋃m

j=p0

⋃
J∈Rj(σm1ω,L1)

J , Lemma 7.8 then implies that

Leb
(
Sm(σm1ω,L1)

)
� Ce−ζ(ε)m

for all m � n0(σm1ω).
(P.II) is unchanged and will hold by construction, guaranteeing the required bo

distorsion. (P.IV) is also unchanged.
The large image property (P.III) on p. 112 (essential in the proof of Lemma 7.9(1)) mu

replaced by the following modified large image property:
(P̂.III): for each J ∈ Rm(ω,L) either (P.III) holds or there is0 � j � C log(1/ε) so that

f j
ω(J) contains an̂Ik,�. (See the proof of Lemma 7.10, pp. 115–116, noting that(−δ, δ) contains

infinitely many intervalsIk. In fact, it is useful to replace the three adjacentÎk,�s in (7.21),
(7.24), but not (7.25), by five such adjacent intervals.) Then, changing slightly the compu
on pp. 113–114 to accommodate for thek−2 factor in the intervalŝIk,� (note that we can assum
e−k � √

ε e−rj(ω,x)+1), we get|fm
ω (J)| � ε1−2η/(C log(ε2η−1)) almost as in Lemma 7.9(2

and enough for the purposes of the proof of Lemma 8.1.
Let

Ĵ2 =
(
f T̂ω,1(x)+m2

ω

)−1 ◦
(
f

t(J2)
σm1ω|J̃2

)−1(Λ±).

We setT̂ω,2(x) to be

R̂ω(x) = T̂ω,1(x) + m2 + t(J2)

if f
T̂ω,1(x)
ω (x) ∈ Ĵ2, and otherwisêTω,2(x) = T̂ω,1(x) + m2. For generalk � 2, we let

Θω,k =
{
x | T̂ω,k(x) is defined

}
,

and we defineT̂ω,k+1 on Θω,k+1 ⊂ Θω,k \ {R̂ω(x) = T̂ω,k(x)} if there is mk+1 � p0 and

Jk+1 ∈ Rmk+1(σ
T̂ω,k(x)ω,Lk) with f

T̂ω,k(x)
ω (x) ∈ Jk+1. The relation (8.1) (and thus (8.2))

an immediate consequence of the definition.

The modifications in the rest of the proof of Proposition8.3are:
(1) Before the proof of estimate (8.3) on p. 119, insert: “Note that the total distorsion m

estimated byC(ε)iξ�, where the return time� is at leastp0 times the numberi of stopping
times andβ < ξ < 1 (if necessary, take a largerp0(ε) to ensureC(ε)1/p0ξ < 1)”.

(2) In the proof of estimate (8.3) on p. 119: replace “J is an interval ofRm(σn′
ω)” by “ J is

an interval ofRm(σn′
ω,L)”.

(3) On p. 120, replace the “absolute bounds from Corollary 8.2” by “(P̂.1)” (twice).
(4) On p. 120, replace “large image properties from Lemma 8.1” by “the modified large i

property above”.
(5) Replace the notationR∗

ω by Rω on pp. 121–122.
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The rest of the paper

In Section 9, (A.IV) now comes from Proposition 8.3 (instead of Lemmas 7.9–7.10).
ine of
We take this opportunity to mention typographical mistakes in Section 7.3: in the first l

p. 112:Hk(ω)⊂
⋃

J∈Rk(ω) J should be replaced byHk(ω)⊂
⋃k

j=p0

⋃
J∈Rj(ω) J ; in the second

line n � n0(ω) must be replaced bym � n0(ω).

(Manuscrit reçu le 2 juillet 2002 ;
accepté, après révision, le 8 novembre 2002.)
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