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CORRIGENDUM: ALMOST SURE RATES OF MIXING
FOR I.1.D. UNIMODAL MAPS

By ViviaANE BALADI, M ICHAEL BENEDICKSAND
VERONIQUE MAUME-DESCHAMPS

ABSTRACT. — The definition of the return time (p. 117) and the beginning of the proof of Proposition 8.3
of our paper in Vol. 35 of Ann. Scient. Ec. Norm. Sup. (2002) are not correct. We give an amended
version which shows that none of the statements are affected. We take this opportunity to correct some
other mistakes (without consequences), e.g. in Sublemma 7.2(3) and Lemma 7.10.
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RESUME. — La définition du temps de retour (p. 117) et le début de la preuve de la Proposition 8.3
dans notre article du Vol. 35 des Ann. Scient. Ec. Norm. Sup. (2002) sont incorrects. Nous donnons ici les
arguments montrant que les résultats de notre article n’en sont pas affectés.
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The definition of the return time on p. 117 and the beginning of the proof of Proposition 8.3
on pp. 118-120 are not correct. Indeed the large image property claimed in the middle of p. 120
is not guaranteed by the construction, and the interplay between the hyperbolic-time partition in
Section 7.3 and Lemma 7.10 must be monitored more carefully. The amended version is given
below. None of the statements are affected by this.

(Note also that the right-hand-side of the bound in Sublemma 7.2(3) should be

max(e_%k, a”) min(e%, 5_1) .

As a consequence, Lemma 7.10 is only true fox (1/2)log(1/¢). This does not cause
problems in Lemma 8.1: if — 3n > 1/2, continue iterating, obtaining— 57, 1 — 97 etc. until
1—tn<1/2)

V.B. thanks S. Gouézel for pointing out the mistake and for very helpful discussions.

Correctionsin 88

The definition of escape times on gd6-117and Corollary8.2on p.117 are not neeeded.
Replace the text after the proof of Lem®4 (p. 116) and before “Estimatg8.3) for R,”
(p-119) by

PrRoOPOSITION 8.3 (PartitionA;(w) and return timesR,,). — There existQ; C Qy of full
measure, and for allb € ;, a countablemodulo zero measure sgigartition Z,, of A, into
subintervals{A; = A;(w) | i € Z4 } and a return-time functioR,,, defined almost everywhere
on A, and satisfying Axiom@.I)—(A.IV) from Sectior8.2
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Additionally, there are a random variabte (w) and constant€’(¢) > 1, Cy(e) > Ca(e) > 1
so that for all¢ > nq (w)

Leb({x eN|R,(z) > é}) < C(e)e —( /4/01(5))
P({weﬂl |n1(w)>é}) <C(e)e” (£1/%/C2(e))
We may replace the right-hand-sides in both inequalitie€’ty)e =" for 0 < u < 1/4.

Proof of Proposition 8.3. We first define a partition;(«) and estimate return time®,, (z)
corresponding to the first moment when one of theis exactly covered (with expansion and
distorsion control).

Fix w € Q. Our starting point is the countable decomposition from Section 7.3:

A+UA,:® U 7

m=po JERm, (w)

where we have takep, > C'log(1/e) (the bound oni(J) from Lemma 8.1) and we have

introduced the intervals\y and AL \ Ay in the initial partition Q. For (almost) each
x €Ay UA_, there isJ € R,,(w) containingz. We shall further partition it (if needed). By
construction, almost every initial will be contained in anAintervaf of the subpartition, and
Lemma7.9 (2 3) will hold (injectively) fod and an iteraté(J ) < oco. Additionally, the Markov
propertyfm( ) Ay or fm(A) A_ will hold. The partitionA; will be the partition into
intervals.J, and the return time od will be R,, = 1n(.J ).

To control the return-time asymptotics, we shall introduce a sequerstepding times

ﬁsz,i:A+UA_—>NU{oo}

with ... (no more changes on p18until after (8.5), except that Lemma.8should be mentioned
instead of Corollang.2).

__Let us now define the stopping times, using again the notation from Lemma 8.1. We say that
T, is defined atr € A, U A_ if there isJ; € R, (w) with = € J; (hence,f™ 1) (J;)
containsf™ (/1) (z) and covers\ , or A_). We then set

Jo= () o (£550015) T (Ay) or A
and

fw 1($)_{m1+t(']1)—ﬁw(«r) if Iej\l'
.' mi otherwise.

The leftover interval(sy, \fl, correspond to points which have reached a stopping time but
not returned yet. They will be further partitioned. For this, let

Oui={re AL UA_|T, (z) is defined.

Forz € ©,1 \ {R,(z) =T, 1(x)}, we say thaﬂ“w 2 is defined at if there aremy > po and

Jo € Ron, (071 @, Ly () with fT“’1 @) (2) € J,. Here, the intervals iR, (0= (®w, L,)
are obtalned by applying the partitioning rules in Section 7.3 to the intervAl ia Ll(x) =
fmu(Jy\ Jh) containing f™ (z). We describe this new mechanism in detail next, noting first
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that it may produce a different partition than the intersectiohofvith the partition described in
Section 7.3, but that Lemma 8.1 will hold for the modified partition (because a modified version
of Lemma 7.9 will hold).

More precisely, when applying the mechanism in Section 7.3 to a subintehall (for
exampleL’ = Ly (z)) (P.I) should be replaced by:

(P.1): Hyp (W) ML CUT, Ujer, ornn /> @D N H;, (w') # O forall J € Ry (', ') and
m Z po.

Writing Sy, (0™ w, L) for Ly \UjL, Ujer, (rm1w,1,) J» Lemma 7.8 then implies that

Leb(Sp (0™ w, Ly)) < CecE)m

forall m > no(c™w).

(P.II) is unchanged and will hold by construction, guaranteeing the required bounded
distorsion. (P.IV) is also unchanged.

The large image property (P.IlII) on p. 112 (essential in the proof of Lemma 7.9(1)) must be
replaced by the following modified large image property:

(P.1): for each J € R,,(w, L) either (P.Il) holds or there i§ < j < Clog(1/¢) so that
f7(J) contains arfu. (See the proof of Lemma 7.10, pp. 115-116, noting thdt ) contains
infinitely many intervalsi. In fact, it is useful to replace the three adjacéms in (7.21),
(7.24), but not (7.25), by five such adjacent intervals.) Then, changing slightly the computations
on pp. 113-114 to accommodate for #1& factor in the intervalsfu (note that we can assume
e F > Jee i@ty we get|f™(J)| > ' 27/(Clog(e?"~1)) almost as in Lemma 7.9(2),
and enough for the purposes of the proof of Lemma 8.1.

Let

T T, x)+ma) 1 -1
Jo = (fIen(@tme) ™o (£102) 10 )7 (AL).
We seﬂ“Aw(:c) to be
Ry (x) =T 1 (%) +ma + t(J2)

if £2()(2) € Jy, and otherwisd, 5(z) = T, 1 () + mo. For generak > 2, we let
Oue = {z| T, x(z) is defined,

and we definéﬁd,kﬂ 0N Oy k+1 C Ou ke \ {f%w(x) = f%k(:c)} if there ismy11 > po and

Jit1 € Ry (avak(z)w,Lk) with f2*)(z) € J,.1. The relation (8.1) (and thus (8.2)) is
an immediate consequence of the definition.

The maodifications in the rest of the proof of Propositt8are:

(1) Before the proof of estimate (8.3) on p. 119, insert: “Note that the total distorsion may be
estimated by”(¢)?¢¢, where the return timéis at leasp, times the numbeir of stopping
times and3 < ¢ < 1 (if necessary, take a larggg() to ensureC'()/Po¢ < 1)”.

(2) In the proof of estimate (8.3) on p. 119: replacki$ an interval Ome(a”/w)" by “Jis
an interval ofR,, (0" w, L)".

(3) Onp. 120, replace the “absolute bounds from Corollary 8.2" lg’le’ (twice).

(4) Onp. 120, replace “large image properties from Lemma 8.1" by “the modified large image
property above”.

(5) Replace the notatioR;, by R,, on pp. 121-122.
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Therest of the paper

In Section 9, (A.IV) now comes from Proposition 8.3 (instead of Lemmas 7.9-7.10).
We take this opportunity to mention typographical mistakes in Section 7.3: in the first line of

p. 112:Hy(w) C Ujer, () J Should be replaced b, (w) C Uf:po User, () J: inthe second
line n > no(w) must be replaced by: > ng(w).

(Manuscrit recu le 2 juillet 2002 ;
accepté, aprés révision, le 8 novembre 2002.)
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